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Abstract

Miniature electron beam ion traps (EBIT) are conventionally used for the
production of highly charged atomic ions. This work presents the first study of
molecular ions produced in an EBIT at energies below 80 eV with a particular
focus on methane.

To interpret the data of the molecules, we model the behaviour of ion pop-
ulations by numerically solving a set of coupled differential equations that
describe how they increase and decrease, using the runge-kutta method.
Optimal experimental parameters for the production and extraction of molec-
ular ions are measured and subsequently explained by this model. These
parameters are then used to measure the ion populations in the trap as the
electron beam energy is varied. This provides insight into how methane is ion-
ized /dissociated in the EBIT and how different ion populations are coupled
to each other.

An EBIT that is operated at low energies could prove to be a novel source of
molecular ions for use in future experiments.

Zusammenfassung

Miniatur-Elektronenstrahl-Ionenfallen(EBIT) werden tiblicherweise fiir die Erzeu-
gung hochgeladener atomarer Ionen verwendet. In dieser Arbeit werden erste
Untersuchungen iiber die Produktion von molekularen Ionen in einer EBIT
prasentiert. Diese werden bei Energien unter 80eV durchgefiihrt, wobei der
Schwerpunkt auf Methan liegt.

Um die Daten von Molekiilen zu interpretieren, wird das Verhalten von Io-
nenpopulationen durch numerische Losung mehrerer gekoppelter Differential-
gleichungen unter Verwendung der Runge-Kutta-Methode modelliert.
Optimale experimentelle Parameter fiir die Produktion und Extraktion von
Molekiilionen werden gemessen und anschlieend durch dieses Modell erklart.
Diese Parameter werden verwendet, um die Ionenpopulationen in der Falle zu
messen, wahrend die Energie des Elektronenstrahls variiert wird. Dies gibt
Aufschluss dariiber, wie Methan in einer EBIT ionisiert/dissoziiert wird und
wie die verschiedenen Ionenpopulationen aneinander gekoppelt sind.

Eine EBIT, die bei niedrigen Energien betrieben wird, konnte sich als neuar-
tige Quelle fiir molekulare Ionen erweisen, die in zukiinftigen Experimenten
eingesetzt werden kann.
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1 INTRODUCTION

1 Introduction

An ion is an electrically charged atom or molecule due to a deficiency or excess of
electrons.

Most of the baryonic matter present in the Universe in stars, galaxies and the
intergalactic medium is found in highly ionised states [22, 7].

These ions have many transitions in the X-ray regime and have been studied exten-
sively by astrophysical observations [23,24,25].

To improve theoretical models of the formation and behaviour of these astrophysical
structures, and to understand observations of them, it is necessary to study the
properties of the ions they are composed of. This can be done in the laboratory by
producing ions and studying their transitions using X-ray sources.

A well-established ion source for this type of experiment is an electron beam ion
trap (EBIT). It uses an electron beam to ionize neutral atoms and trap them. In
the experiment, we used a miniature EBIT. It differs from conventional EBITs in
that it is designed to take up as little space as possible whilst still providing a good
ion trap. This is achieved by using permanent magnets instead of superconducting
magnets, which are heavier and take up more space [7].

They lose some of their ionisation capability but gain the advantage of being easily
transportable. This allows the mini EBIT to be transported to different X-ray
sources such as synchrotrons or free-electron lasers [10].

Typically, miniature EBITs are used to ionize atoms above an energy of 400eV,
which is too high to ionize molecules without completely dissociating them.

While preparing the POLAR-X EBIT|7] for an upcoming beamtime at the ELET-
TRA synchrotron in Trieste, Italy, we attempted to produce low ionization states of
oxygen, nitrogen and carbon at energies below 100 eV. This resulted in the discovery
that it is feasible to ionize molecules in the EBIT without completely dissociating
them.

The EBIT, operating at low energies, has the potential to be a valuable source of
ionized molecules to facilitate studies in the laboratory.

For example, there is some evidence that ionized polycyclic aromatic hydrocarbons
are present in the interstellar medium [26]. To test this hypothesis, the visible and
infrared spectra of these molecules need to be measured. To do this, the ions need
to be produced and cooled. The EBIT could be used to produce these ions.

It also may be interesting to study the interaction of ionized molecules with different
light sources like synchrotron radiation.

In this thesis, we want to establish a foundation to comprehend the ionization and
dissociation processes of molecules inside the EBIT, as well as the behavior of the
experiment at low energies. Our focus will be on methane molecules.

The primary technique for assessing the ion content of the trap in this thesis is to
extract the ions from the trap and measure their time-of-flight (TOF) to determine
their charge-to-mass ratio.

We will investigate the optimal trapping and extraction parameters such as trap
depth, gas pressure and time of interaction with the electron beam. This will help
us to understand how best to study the molecules and maximize the signal strength.
The energy of the electron beam is varied to study its effect on the ion populations. A
TOF spectrum of ethane is measured to see what kind of dissociation and ionization
is possible in a molecule different from methane.

A closer look will be taken at methane, where we will study how different ion pop-
ulations influence each other.
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To better interpret the data we model the behaviour of the ions by numerically
solving a set of coupled differential equations that describe the rate of change of the
individual populations, using the runge-kutta method.

The work is divided into four parts. In the first part we will present the theory
necessary to understand the processes in the EBIT. The second part explains the
experimental setup. We then describe how the measurements were made and dis-
cuss the influence of various sources of error on the accuracy of our results. After
the physics and measurements are described we discuss the modelling of the ion
populations. Finally, we will analyse and interpret the data.
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2 Theory

In order to better understand the experiment and the interpretation of the data
collected in this thesis, it is necessary to discuss the underlying physics of the EBIT,
as well as the physics of the ionization and dissociation of methane.

It should be noted that there are many more processes in the EBIT than we have
listed here. In particular, we won’t discuss processes related to the absorption of
photons, as these are not relevant to our measurements.

Instead, we will concentrate mainly on electron-ion interactions.

2.1 Ions

The most fundamental function of an EBIT is to trap and produce ions. The
mechanism that the EBIT uses for this leads to positively charged ions.
We now discuss the different mechanisms that lead to ionization.

2.1.1 Direct ionization

Direct ionization may occur when the kinetic energy of a colliding electron from the
continuum is above the binding energy of an electron in an atom.

The bound electron is then removed from the potential of the atom via an inelastic
collision. This process is called electron impact ionization.[18]

This is the process by which atoms and molecules are ionized inside the EBIT:

A pem 5 ATEHD 4 96 (1)

Where A denotes an atom, ¢ is its charge and e™ is an electron.

When an electron is removed from an atom the remaining electrons are more tightly
bound. Because of this the energy that is needed for further ionization rises with
the number of expelled electrons.

Cross section of direct ionization

The cross section is a measure for the likelihood of a process occurring. As the
present experiment varies the energy it is important to understand the cross section’s
dependence on the energy.

An attempt at describing the energy dependence of the ionization cross section was
made by Wolfgang Lotz in the form of an empirical formula [2].

It assumes that the total cross section of the ionization is a sum of the individual
ionization cross section of all the electrons in the atomic orbitals. The cross section
of the removal of electrons at the same energy level are equal. At the i-th energy
level the cross section for ionization is described by:

o; = aiqi%[l — by exp (_Cig — 1)] (2)

)

where a;, b;, ¢; are parameters that have to be determined experimentally, P; is the
binding energy, F is the kinetic energy of the incoming electron and ¢; is the number
of electrons in the i-th sub shell.

If the kinetic energy of the incoming electron is smaller than the binding energy
E < P, the cross section is negative and no ionization can take place. When E > P,
ionization is possible and the cross section is unequal to zero.
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The cross section reaches its maximum when the kinetic energy of the incoming
electron is around two to three times the binding energy. Afterwards it gradually
decreases back to zero.

2.1.2 Radiative recombination

Radiative recombination occurs when a free electron is captured by the potential
of an ionized atom [15]. The free electron is bound to the atom while a photon of
the energy of the difference between the energy of the free electron and the binding
energy of the atom is emitted:

AT 4em 5 AT@D g (3)

where ¢; is the charge of the ion, A is the reduced planck constant and w is the
frequency of the emitted photon. The energy of the photon can be calculated by
taking the difference of the kinetic energy of the free electron Ej;, and the binding
energy of the ion Ep:

Epp =hw = Egipn + Ep (4)
The cross section for this process is given by[31]:

32maa® Z|Ey|3?
ORR —
3v3 (Eo+ E)E

(5)

with

Eo = Z°R,/n? (6)

where ag is the Bohr radius, « is the fine structure constant, n is the principal
quantum number.

2.2 Molecules

Molecules are composed of atoms that are chemically bound to one another.

In this work we will consider the molecules methane(CH,) and ethane(CoHg). They
belong to the chemical class of alkanes[3]. Alkanes are a class of organic molecules
that are made up of hydrogen and carbon atoms where only single bonds are present
between atoms. They are referred to as saturated hydrocarbons, as they have the
maximum number of hydrogen atoms per carbon due to the single bonds in the
molecules. Their structure can generally be written as C,Hy,, 12 where n is a natural
number.

We lay a special focus on methane as there is good literature available describing
the behaviour of methane when interacting with an electron beam. [4, 5, 6]
Methane and ethane are widely available in gaseous form, which makes injecting
them into the vacuum chamber of the EBIT easy.

2.2.1 Ionization and dissociation processes of methane

When methane interacts with an electron there are many possible reactions. Most
notably there are the processes of ionization and dissociation.
Ionization again refers to the process of removing an electron from the binding
potential of a molecule. Dissociation on the other hand refers to the process of a
molecule losing one or more atoms from its binding potential.

4
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The processes that can happen in our experiment can be classified into five different
reactions. We will now proceed to list all possible reactions between methane or a
dissociation product of it CH,, and an electron e [5, 6]:

Electron impact ionization

e+CHy, =2 +A"+B;+By+ ... (7)

Here A" refers to an atomic or molecular ion, while By, By are potential neutral
fragments. In this process a neutral molecule is either just ionized without dissoci-
ating it or it is dissociated and ionized. This produces neutral fragments in addition
to the ionized molecule.

The cross section of this process is given by [5]:

E al L\'!

where E is the electron beam energy, /. is the threshold energy and A; are fitting
parameters provided in [5].

10

°=EL (cm?) (8)

Neutral dissociation

e+CH, - e+B;+By+ ... 9)

A neutral molecule is dissociated to multiple lighter molecules/atoms without any
ionization occurring.
The cross section for this process can be modeled by [5]:

I\’ 1
o = 34.6(1+ 0.29y) (1 - E) = In(e + 0.15E) (10 '%cm?) (10)

where y is the number of hydrogen atoms in the alkane that is dissociated, e is
Euler’s number.

Dissociative excitation

e+ CHy —2e+Af +B1+By+ ... (11)

Here an already ionized molecule CH; dissociates into one ionic fragment A} and
multiple neutral fragments. The cross section of this process can be similarly mod-

eled by [5]:

N>’ 1
0=294(1+0.71(y — 1) (1 — E) = In(e + 0.9E)(10~ cm?) (12)

Dissociative ionization

e+ CHy —2e+Af +A7 +B1+By+ ... (13)

This is very similar to the process of dissociative excitation but rather here two
ionized fragments are produced. This class of processes also have a larger appearance
energy than dissociative excitation.

The cross section here is given by [5]:

-[c 1.55
o =30.1(1+ 0.086(y — 1) (1 — E) = In(e + 0.5E)(10™%cm?) (14)

5



2 THEORY

Dissociative recombination

e+ CH, — B +By+ ... (15)

Here a molecular ion is dissociated into neutral fragments.
The cross section for these kinds of processes can be approximated by:

A —16 2

o= m(m cm?) (16)
with fitting parameters A, a, «, 5.
A full list with all the fitting parameters to calculate the cross sections may be found
in [5].
In Figure 1 we show a graph of the cross section of the ionization of neutral methane.
The cross section is negative before the appearance energy of 12.6eV. The small
increase before this energy is surpassed is non physical and is a consequence of shape
the fitting function. It rises until around 70eV where it reaches its maximum and
then slowly starts to decline.

Other cross sections have a other shapes and reach their maximum at different
energies. We will not show every cross section here.

— CH4 —>CH4+

Cross section

0 50 100 150 200 250 300 350 400
Beam energy (eV)

Figure 1: Cross section of the ionization of neutral methane. The behaviour before

the appearance energy of 12.6eV is unphysical and due to the formula of the em-
pirical fit.
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3 Experimental setup

This section discusses the experimental set up, including the individual parts of an
EBIT, the process for the time-of-flight measurement, and the electronics used for
signal reading.

HCI detection
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Figure 2: Scheme experimental setup. EBIT in the center with the beam line,
readout electronics and oscilloscope at the right end, below the EBIT the power
supplies, on the left hand side user interface of the control software. Adopted and
modified from [10]

3.1 PolarX-EBIT

An electron beam ion trap (EBIT) is used to produce and study ions. The process
involves directing an electron beam at a cloud of neutral atoms to ionise them. The
ions are then trapped radially by the negative space charge of the electron beam
and axially by a potential well created by three cylindrical electrode

The POLAR-X EBIT is a specific model of EBIT that was developed at the Max
Planck Institute for Nuclear Physics. It is a more compact version of the traditional
EBIT, which typically uses superconducting magnets to generate a magnetic field.
However, the POLAR-X EBIT uses smaller permanent magnets, making it easier
to transport.[8] The equipment is also fitted with an off-axis electron gun, which is
beneficial for the use of synchrotron radiation.[10]. The EBIT has many individual
parts that must be understood in order to make sense of the experimental parameters
we will use to describe the measurements.

3.2 Drift tubes

The drift tubes are used to guide the electron beam and create an axial trapping
potential to confine the ions.

In total there are six cylindrical electrodes, each of which can be set to an electrical
potential. They are numbered from one to six. The drift tubes are connected to
power supplies that can change the electronic potential of the drift tubes in a range
from 1V to about 3kV. This increases the transmission T.

This transmission T refers to the ratio of the current leaving the cathode to the
current reaching the collector.
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1
T — collector (17)

Icurrent

This is an important measure for this experiment as it describes how efficiently
the electrons are guided from the cathode to the trap centre. A high transmission
means that more electrons enter the trap centre, leading to a higher probability of
interaction between electrons and atoms. The three central drift tubes are used to
provide axial confinement of the charged particles.

A common way of trapping ions is the symmetrical trap. This involves setting D'T3
and DT5 at the same potential, which is higher than that of DT4 at the centre of the
trap. To move a charged particle beyond the potential of DT3 or DT5, work must
be done. This results in particles of sufficiently low kinetic energy being trapped
axially by the potential well.

3.3 Magnetic field

To achieve a high number of trapped ions, high current densities in the trap centre
are aimed for. This results in a higher number of electrons that can potentially
interact with the atoms/ions, increasing the probability of ionisation.

An assembly of magnets is used to compress the electron beam at the centre of the
trap, increasing the current density.

The geometry of the magnetic field is chosen so that the magnetic flux density at
the trap centre is maximal at about 0.8T[7] and zero at the cathode and collector
positions. This results in maximum compression at the trap centre.

3.4 Electron beam

The electron beam is used to ionize and trap ions, making it essential to the exper-
iment.

3.4.1 Electron gun

The electron beam is generated by the electron gun. It consists of a barium-
impregnated tungsten cathode which is heated until its electrons escape from the
metal by thermionic emission [7]. The electrons are then accelerated by electrodes
towards the centre of the trap, where they ionise a cloud of atoms.

The electron gun used in POLAR-X is positioned off-axis, i.e. at an angle to the
x-direction of the experiment, as shown in figure 3. This geometry is beneficial for
many spectroscopy experiments because it allows for the use of a laser beam parallel
to the electron beam.

This is a disadvantage for the specific experiment we are conducting, as the electron
beam has to be bent at an angle before it is in line with the target. This causes
current loss at different parts of the electron gun, specifically the rear anode, which
reduces the number of ions produced in the trap. Additionally, this setup requires
more electrodes to guide the trajectory of the electron beam, resulting in more
parameters to optimize compared to the on-axis gun setup. To bend the beam
correctly, the electron gun utilises four electrode: focus left, focus right, anode back
and anode front.

As previously stated, the experiment aims to minimise the Lorentz force by keeping
the magnetic flux at the cathode as close to zero as possible. However, this is not
feasible in practice. Therefore, we need to adjust the left and right focus electrodes
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to compensate for the slight Lorentz force acting on the electrons by directing the
beam left and right.
The electrons are accelerated away from the cathode by the rear anode, while the
front anode bends them around the angle.
In addition to the elec-
trodes, the transmis-
(a) sion of the electron
beam can be improved
by adjusting the gun
position.  Three ma-
nipulators are used for
the x, y and z posi-
tions to change the ini-

Macor

carrier \

Right focus

tial position of the elec-
tron beam, which can

electrode L be helpful in guiding it.
ert focus .
electrode The spatial extent of
Cathode ! Photon the electron beam is a
Front .
(b) ‘anode  gnode  Pe2M crucial parameter, as

it determines the num-
ber of ions that can
be excited and trapped
based on the area en-
closed by the current
and the current density
within

The Hermann radius
rg [9] is a useful mea-
sure of the spatial ex-
tent of the electron
Figure 3: Off-axis electron gun. Different colors: focus beam. Within this ra-
right (dark blue), focus left (turquoise), cathode (yellow), dius 80% of the elec-
anode rear (red) and anode front (orange). Bending of the tron beam current I,
electron beam in (b) as well as the insertion of a photon can be found:

beam in (a) and (b). Adopted from [7]

(18)

1 \/1 8mckpTer?  Bird
2

TH=TBA|75 T 4|7
4 e?B2ry, B2rd

where r, is the cathode radius, T¢ is the cathode temperature, B¢ is the magnetic
field strength at the cathode, m, is the electron mass, e the elementary charge, kg
is the Boltzmann constant, B is the magnetic field strength at the trap and rp is

the Brillouin radius:
Zmer
=3 — 19
B \ Teqv, e B2 (19)

with v, the electron velocity and ¢, the vacuum permittivity.
The space charge ®.(r) provided by the electron beam, if one assumes a cylinder of
constant density with a radius r., is [10]:
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for r <r. and

By (r) = — m(ﬂ) (21)

- 2
dmegu, )

for r > r.. Here rp is the inner radius of the drift tubes.

It can be seen that the only spatial dependence of this potential is the radial distance
from the beam r. This negative potential is used to trap positive particles. Because
of the radial dependence of this potential, a charged particle can be moved along the
beam at a constant radius without changing the potential. However, if a particle’s
radial distance from the beam is changed, work must be done.

In conclusion this potential traps ionized particles radially but not axially. The axial
trapping will be described in section 3.2.

3.4.2 Space charge

It is important to consider the electrostatic effects that ionized particles have on the
experiment.

When ions are present in the trap they provide a space charge ®;. The total space
charge ®,,; experienced by the electrons is the sum of the space charge from the
electron beam and the space charge from the ions:

(I)tot == q)e + q)z (22)

The uncorrected (nominal) electron beam energy is given by the potential of the
cathode plus the potential of the central drift tube DT4.

The true beam energy is not the nominal beam energy, but the sum of the cathode
potential ®., the potential of DT4 ®pry and Py

Eel - e((I)c + (I)DT4 + (I)e + (I)z) (2?))

This results in an energy shift, so that different ionization states appear at a higher
nominal energy than the literature values (which refer to the true electron energy).

3.4.3 Collector

To stop the electron beam at the end of the EBIT, it is directed onto the collector.
The collector is a conductor that is grounded and water-cooled. The grounding is
necessary to prevent the electrons from accumulating on the collector. When the
electrons leave the collector through the grounding, the resulting current heats the
collector. Water cooling is installed to prevent it from overheating.

To ensure that the electrons don’t pass through the collector, two extractor elec-
trodes are placed at a more negative potential than the cathode, which is located
behind the collector.

To determine the electron current at the collector, we measure the voltage across a
1 k€2 resistor with the collector connected to ground. Using Ohm’s law:

I=— (24)

10
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Figure 4: Cathode, drift tubes and collector, off-axis electron gun and drift tubes.
Adopted from [7]

where I is the current, U is the voltage and R is the resistance, we can determine
how much current is flowing to the collector.

We want to extract the ions later to measure their charge state distribution. We
will describe this in section 3.8. To do this, the ions will leave the EBIT in the same
way as the electrons. In order to absorb only the electrons and let the ions pass
through undisturbed, the collector has a hole in the centre. As the magnetic field at
the collector is zero, the electron beam expands and its current density is reduced.
As the ions are positively charged, they are attracted by the negative potential of
the extractor and can leave the EBIT through the hole in the collector.

3.5 Beamline

Our main method of measuring ions will be to extract them directly from the trap.
This is done by applying a high voltage to the central drift tube to accelerate the
ions out of the trap (more on this in section 3.8).

A beamline consisting of a Sikler einzel lens and bender electrodes is used to guide
the ions|7].

The Sikler lens consists of four electrodes (left, right, top, bottom) to focus the ion
beam.

The benders are two electrodes (outer and inner) that bend the ion beam.

If a laser were used for spectroscopy in this experiment, it would be extracted parallel
to the axis of symmetry of the drift tubes. If ions were also extracted directly from
the trap, both the ions and the laser would be extracted in the same direction, which
is impractical.

Instead, it makes sense to extract the ions separately at a 90° angle to avoid problems
with the laser. For this reason, the two bender electrodes are used to bend the
electron beam to this 90° angle.

The ions are then directed to an electron multiplier which is connected to an oscil-
loscope to display the TOF spectrum (more on this in the 3.8 section).

3.6 Vacuum system

Ions interact with the neutral gas around them, which reduces extraction efficiency.
We want as few uncontrolled interactions of ions with neutral gas atoms as possible.
It is therefore necessary to create a high vacuum inside the EBIT.

Furthermore, the cathode will erode if exposed to sufficiently high levels of oxygen.
Lastly, if the pressure around the gun is too high, the electrons interact with the
gas to form a plasma, which can damage the cathode.

11
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In total, we use six turbomolecular pumps and a scroll pump for pre-vacuum to
create a vacuum of the order of 1 x 102 mbar inside the chamber.

3.7 Injection system

The injection system enables the injection of various types of atoms/molecules into
the trap centre.

The molecules injected are all gaseous, which facilitates the injection process.

A small volume, separated from a larger volume, is filled with gas at pressures of up
to 6 bar. A needle valve removes the separation between the two volumes and the
gas begins to fill the second volume.

Two slits in this section create a stable particle beam into the centre of the trap.
This enables very precise changes in trap pressure.

3.8 Time-of-flight measurement

At the energies at which we operate the EBIT, it is not possible to measure a photon
signal with the SDD installed on the EBIT. At these low energies, the wavelength
of the photons is too long.

Instead, we opt for a time-of-flight (TOF) measurement to identify the ions and
their population size.

In a TOF measurement we exploit the fact that different ions have different ratios
of charge q to mass m, q/m. We will use this by accelerating the ions in an electric
field and measuring the different times it takes the ions to travel a certain distance
to measure the q/m ratio.

A sudden increase in voltage across the central drift tube (the kick) can be used to
extract the ions from the trap and accelerate them towards an electron multiplier. In
addition to the kick potential, the ions also experience the potential of the extraction
electronics, giving the total extraction potential:

Utot - Uextraction + Ukick (25)
The kinetic energy that the ions acquire by this is proportional to the extraction
potential and the charge q of the ions:
Eel = qUtot (26&)
the velocity of the ions can then be calculated by:

1
Ein = Emv2 (26D)

use B, = Ey;, and rearrange for v:

v =/ 24Ut (26¢)
m

The time ¢ it takes the ions to traverse the distance Ax to the electron multiplier is:

Ax Ax 1
=— = (26d)
v vV 2Ut0t (%)
This last equation 26d is only valid because the acceleration time is short, so that
the ions travel most of the way at a constant speed. This is the case because the

applied fields are of sufficiently high intensity.

t
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3 EXPERIMENTAL SETUP

Signal

Figure 5: Scheme of the time-of-flight measurement. Colors indicate ions with
different q/m ratios. Indicated is the resulting signal from the difference in time of
flight to traverse the length L. Adopted from [1]

It can be seen that the TOF of the ions only depends on the q/m, as Az and Uyy
are assumed to be the same for all ions.

This assumption is reasonable since the spatial extent of the ion cloud is much
smaller than the distance Az travelled. However, we will see a broadening of the
peaks as a result of the spatial extent of the cloud.

There are a number of errors associated with TOF measurements.

The most important effect to consider is that the beam line is optimized for a certain
range of q/m values.

In practice, one of the q/m peaks in the TOF signal is optimized to be maximum.
The result is that other q/m values are not extracted as well as the q/m we have
optimized for. This is easy to see as optimizing another peak will cause a reduction
in the peak we optimized first.

We get this effect because the trajectories of charged particles will be slightly dif-
ferent depending on their q/m. Particles with different q/m values will be focused
differently in the Sikler lens and bent slightly differently in the bender.

As we will be using the integrated peak intensity as a measure of the relative popu-
lation of the ion (see section 6.1), this means that it is not entirely possible to give
an absolute estimate of the population of an ion, as the extraction efficiency will be
different depending on how far the ¢/m value of the ion is from the ion population
we are optimising for.

However, the relative change of a population will still be visible, as the behaviour
of the ion trajectory will not usually change with variation of the experimental
parameters. It is the relative change of the ion populations that we are mainly
interested in.

There is a limit to how wide a time window in the TOF spectrum we can expect to
measure with good accuracy and efficiency. In practice, we will see a spectrum that
is about 6 us wide in total, and choose to focus on a slice of that spectrum that is
about 1 us wide.

We optimize a peak that is in the centre of this 1 us slice. We may not get a direct
proportionality between the peak height and the number of ions of that population
in the trap due to the inefficiency of the extraction, but we can get a good under-
standing of the relative change of a given population, which is often what we are
more interested in.

This time frame of 1 us is also sufficiently small that the position of the peaks in
time does not change significantly when you change which peak to optimise for.

13



3 EXPERIMENTAL SETUP

Another effect to consider is the spatial extent of the cloud inside the trap, which
results in slightly different path lengths that the ions have to travel before reaching
the electron multiplier. The extent of the cloud is very small compared to the total
length travelled by the ions. Given this large difference between the length of the
cloud and the extent of the beam line, the travel times are sufficiently different that
we can resolve individual peaks, although we still see the spatial extent of the cloud
in the width of the peaks (see figure 5).

To generate the kick pulse, we utilise a function generator and a Belkhe high voltage
switch. The function generator can produce an electrical signal of a programmable
shape. The Belkhe high voltage switch then transforms this low voltage signal into a
high voltage signal. We choose a very sharp rise in voltage for a brief period. Ideally,
the function would have the shape of a step function, rising infinitely quickly to the
chosen peak voltage of the kick and falling back to zero in the same way. In reality,
this is not possible. The impulse has a certain build-up time. It is reasonable to
assume that many ions will leave the trap before the pulse reaches its maximum
intensity. This means that they do not experience the full potential of the kick, and
therefore have a different speed at which they cross the beamline than we would
expect from the formula above.

This leads to additional scattering of the ion peaks in the time-of-flight spectrum.
This is accounted for in the error of the TOF calibration when we consider the
standard deviation of the mean for the peaks.

Also, we are not necessarily interested in the flight times per se, but rather in the
flight times as a means of determining what type of ions are in the trap, how much of
one ion there is compared to another, and how each population changes as different
parameters are varied.

3.9 Electronics

A Channeltron is a type of electron multiplier. It is cylindrical in shape and consists
of a material that emits secondary electrons when hit by a primary electron. These
secondary electrons cause the material to emit more electrons until a large pulse of
electrons arrives at the other end of the device. This cascade of electrons only occurs
when a high voltage is applied between the back and front of the Channeltron.
The detection efficiency of the channeltron has a certain energy dependence [13].
The ions we will be extracting all experience a similar extraction potential, and as
most of them are singly charged, they will have the same kinetic energy with small
non-significant deviations due to the velocity distribution:

Ekin - qutot (27>

where Uegyiraction 18 the extraction potential. Thus the effect of energy on extraction
efficiency can be assumed to be negligible.

Some electronics are required to properly generate and measure this signal. The
electronic circuit we use is shown below. The function of this circuit and the physical
effects on the signal have been well described by Jonas Danisch in [10].

The circuit consists of three resistors and two capacitors.

In order for the secondary electrons to flow from the front of the Channeltron to the
back, the back needs to be at a more positive electrical potential than the front. A
high voltage (HV) is connected to the front and back of the Channeltron. This is to
provide a potential that can be manipulated by the resistors to achieve the desired
effect of a potential difference.

14



3 EXPERIMENTAL SETUP

The resistors Ry and Ry act as voltage dividers and provide this potential difference
between the back of the Channeltron and the anode, which is connected to ground.
There is also a capacitor C between the HV and ground to prevent an AC voltage
from appearing.

This is the first part of the measurement. The
incoming primary electrons are now able to pro-
duce secondary electrons due to the potential dif-
ference. The resulting signal is a charge pulse.
The charge pulse from the channeltron now
charges the capacitor C'y according to dU = %,
which is connected to ground via a resistor Rs.
The accumulated charge causes a current pulse
I given by I = % =C %. After the chan-
neltron pulse, the capacitor discharges through
the resistor R3, behaving like an RC element
with 7 = R3C5. The current is negative and
approaches zero exponentially. If the signal is
sufficiently narrow in time, it can be described

Figure 6: Picture of a channel- by

tron. Ions enter through the con- , U .

ical shape on the top. In the I(t) = —lpae™ ™ = _R_e_; (28)
3

curled metal secondary electrons
are emitted. Bottom: the connec- Wwhere U = % The current pulse is converted

tions for the high voltage. into a voltage pulse that can be interpreted by an
oscilloscope after passing through a preamplifier.

As you can see, the amplitude of the current discharge is inversely proportional

to the resistance R3 and the capacitance C5. In order to obtain a small discharge

current, it is necessary to choose large values for these two properties.

On the other hand, the half-life of the current is also proportional to these properties:

Ty = RsCy In(2).

If the signal consists of many peaks that are close in time, it is necessary to find

a good balance between the discharge amplitude and the half-life of the signal. A

long half-life will cause subsequent peaks to be within the negative discharge. On

the other hand, a large ringdown will dissipate more quickly, but will have a greater

effect on the signal strength of the following peaks.

The above discussion shows that the signal is affected by the electronics, specifically

by the discharge from Cj.

Due to the spatial extent of the ion cloud, the signal has a Gaussian shape. Two

electronic artefacts are connected with this signal: The so-called ringdown and a

delayed pulse caused by reflections in the cables.

We will solely discuss the ringdown. The delayed pulse is a consequence of reflections

in the cables, but it is not observed in our spectra (and if it is, it is negligible). This

may be because we produce so few ions at low energies that the resulting low signal

intensity does not produce visible reflections as they are lost due to electronic losses

in the cables.

However, we do see ringdowns in the TOF spectra. The ringdown of a peak is a

consequence of the negative discharge of the capacitor with capacitance Cj.

It is a valley that is found after each peak, where the extent of the valley depends on

the intensity of the preceding peak. As shown in [10], the signal is composed of the
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Figure 7: Picture of electronic circuit (left) and schematic of the same circuit (right).
Adopted and modified from [10]

peak and the following ringdown. The ringdown can be described as a convolution
of a Gaussian curve and an exponential decay:

1 =2 1 o) y— o2\

I(y) = = — 50 = 5ep(Aly — )l +erf( N~ N (29)

where I(y) is the ringdown signal, A is the exponential constant of the decay, o is
the standard deviation of the Gaussian, * indicates a convolution and erf(...) is the
error function.

The theoretical signal described in the equation 28 is only true if the signal is very
narrow in time. In reality the signal is more like a Gaussian curve, so equation 29
is a better approximation.

To achieve a higher level of accuracy in estimating the population size and how it
changes, we will later correct the methane spectra for the ringdowns.

For other measurements it will not be necessary to correct for the ringdown as it
is small compared to the peak intensity. The correction made to account for this
effect is small and does not affect the conclusions drawn from the results.

More on the exact correction of this effect and when we are correcting for it will be
discussed in section 6.6.1.
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Example of a TOF signal
0.06 —— Data

0.05

0.04

0.03

Intensity (mV)

0.02
0.01
0.00

-0.01
2.70 2.75 2.80 2.85 2.90 2.95 3.00
Time of flight (us)

Figure 8: Signal with ringdown from TOF spectrum of ethane. The ringdown
is located roughly between 2.78 us and 2.95 us where the values of the signal are
negative.

4 Data acquisition

In this section we will describe the different measurements, discuss sources of error
associated with each measurement, and show some of the data we have obtained.
We will also talk about the process leading up to the measurements, how we find
good experimental parameters and how we collect the data.

4.1 Low energy parameters

An EBIT is normally operated at energies of > 100eV. To reach lower energies,
the experimental parameters were slowly adjusted downwards while ensuring good
measurement conditions. Settings with good electron beam transmission were known
down to about 400eV.

To reach lower energies, one starts from these settings and reduces the cathode
voltage until almost no TOF signal is visible on the oscilloscope. This leads to lower
electron beam currents and also has a negative effect on transmission. To increase
the transmission and current again, the potentials of the surrounding electrodes
must be adjusted: Anode back, anode front, focus left and focus right. The drift
tubes one and two also have some influence on the transmission. When the signal-
to-noise ratio has been improved by the above adjustments, the cathode potential
can be lowered further.

It is also possible to reduce the potential of drift tube four to achieve lower energies.
This can be done in larger steps than lowering the cathode, as it does not affect
the electron beam as much as changing the cathode potential. The electron beam
is on its trajectory when exposed to the potential of DT4, and is only accelerated
towards DT4, but is not otherwise affected in its movement. However, to reach
very low energies, the cathode must also be lowered, as the potential of DT4 must
eventually be close to zero.

When adjusting all the surrounding electrodes, one has to pay attention to the
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4 DATA ACQUISITION

transmission loss of the electron beam. In particular, the rear anode tends to absorb
a substantial proportion of the current. Often this is up to 85% of the total current,
especially at low energies and low currents. The power supplies that POLAR-X
uses for its electrodes can handle up to 1mA of current. It is important that the
losses on an individual electrode are kept below this value to ensure that the power
supplies can maintain their defined potential. If the current is increased above this
value, the potential of the electrode may change and the beam may be diverted. In
our experiment, we limited the maximum current loss to 0.6 mA per electrode to
protect the power supplies and the electrodes from excessive currents.

When changing the potential of an electrode, it can sometimes happen that the elec-
trode is struck by the electron beam and becomes charged in the process. This can
alter the potential of the electrode so greatly that the beam is completely diverted
towards a single electrode. If this occurs, the beam must be quickly switched off to
prevent damage and allow the charge to be removed from the electrode so that the
beam can be realigned.

At low energies, the cathode potential is low enough that the total current is less
than 1mA, so no matter how bad the transmission, the current will not be large
enough to damage the equipment.

With a change in energy, the speed of the electrons in the electron beam changes, and
so does the trajectory of the beam in the EBIT. This can lead to poorer transmission
values. You can also adjust the gun position to change the trajectory of the electron
beam. This changes where the electron trajectory begins and can greatly increase
transmission.

The biggest change compared to high energies is in the Sikler lens potentials. All
the voltages of the Sikler electrodes had to be increased by about 1kV to get a more
focused particle beam towards the extraction. It was also necessary to increase the
injection pressure to enhance the intensity of the ion signals.

The process of finding good settings for low energies proved to be very tedious and
difficult. A small change in a parameter can cause the signal to be lost, after which
no further optimisation is possible. You have to be very careful which parameters
to change and how much to change them to optimise the signal.

Below is a table of the optimised experimental parameters for low beam energies,
which remain largely constant throughout the course of this experiment.

Some of these parameters may be changed slightly to optimize the signal strength.
Parameters were not varied unless explicitly stated.

4.2 Spectra

The TOF spectra are taken from the oscilloscope. The oscilloscope is set up to
communicate with the PC using Python. The spectra are stored as two arrays, one
representing the time axis and the other the signal intensity.

To measure these spectra in a systematic way, we used a measurement scheme im-
plemented in Python. This scheme was designed to vary the voltage of an electrode
while keeping the other experimental parameters constant. In the program a start
and stop point of the voltage is defined, as well as the step size. For each set of
parameters, we take between ten and fifteen data sets from a selected range within
the oscilloscope and average them to improve the signal-to-noise ratio. The selected
parameter is then varied and the resulting spectrum is documented.

In addition to the spectrum, we also measure the pressure inside the injection. This
allows us to correct for this parameter later if we find that it has changed significantly
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Table 1: Experimental Parameters

Experimental Parameter Value
Cathode —17V
Focus Left+Right —80V
Anode Rear 1700V
Anode Front 1350V
DT1 2700V
DT2 820V
DT4 0—40V
Extractor 1+2 —1800 — 2000V
Kick 2500V
Trap Depth 8V
Sikler Top, Bottom, Left, Right 1000 — 1200V
Bender Outer, Inner 500 — 600V
Breeding Time 0.1s

Trap Pressure
Injection Pressure
Transmission
Current

1.7 x 10 8mbar
2 x 10~ °mbar
0.1-0.3
0.5 —1.3mA

during the measurement. However, most of the measurements are short enough that
the pressure does not change significantly. So we don’t need to correct for it.

4.3 Measurements

Some of the results shown here display integrated data to better visualize the results
of the measurements. The interpretation of this data will follow in the next section.
We use a method of integration which will be discussed in section 6.1.

The first measurements made were attempts to ionize molecules and make them
visible in a TOF measurement. An image of an early attempt is shown in Figure 9.
The signal-to-noise ratio in this image is still very low.

We first injected methane and optimized the TOF signal. By identifying the individ-
ual peaks, we found good evidence that we were indeed able to produce and measure
ionized dissociation fragments of methane. We decided to systematically find op-
timal parameters for the production and extraction of these dissociation products
and then measure the spectra to study the behaviour of the individual fragments.
In Table 4.3 all measurements are listed with their corresponding ranges and step
sizes.

Table 2: Overview of the measurements

Varied Parameter Range Step size
Trap depth 0V-30V 0.1V
Trap pressure 1.3x10 ®mbar — 2 x 10~ %mbar 0.05x10"®mbar
Breeding time 0.001s-0.13s 0.0001s
Energy Scan 23eV-T75eV 0.1eV
Disappearance Scan 16eV-26eV 0.1eV
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Figure 9: Picture of TOF spectrum displayed on the oscilloscope. Peaks from left
to right: C*, CH", CH;, CHS .

4.3.1 Trap depth

The trap depth is an important parameter to optimize for a good signal-to-noise
ratio.

We injected methane and measured different spectra whilst varying the trap depth.
One such measurement was made for a symmetric trap (see section 3.2) and one for
an asymmetric trap.

Asymmetric trap

In the experimental setup section 3.2 we have described a symmetrical setup of drift
tubes, where the potential of drift tubes three and five are equal. The difference
between the potential of DT3 and DT4 gives the trap depth.

The first measurements we made were made using this symmetrical arrangement,
whilst the later measurements used an asymmetrical trap. This means that the
potential of DT3 is higher than that of DT5. We found that this greatly increased
the signal intensity. This is due to the fact that when the kick voltage is applied,
some of the ions are also accelerated towards the gun rather than the collector.
Empirically, this seems to be about half of the ions, as the signal increases about
two-fold when the symmetry of the trap is changed. This makes sense if the ion
cloud is assumed to be centred in the middle of DT4. When the kick is applied, the
large potential effectively divides the cloud in half and accelerates the two halves in
opposite directions. This can be negated by an asymmetric trap, so that more ions
are accelerated towards the extraction than towards the gun.

Unfortunately, we only started using this at the end of the experiment, so we did
not have access to this superior method during the first experiments.

However, we did take the spectra of ethane without this asymmetric trap, which re-
sulted in a worse signal-to-noise ratio in these spectra than would have been possible.
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For ethane, we will focus on identifying the individual fragments of the dissociation,
but we will not explore the behaviour of the spectrum as deeply as we did with the
methane data. We will scan across a range of trap depths from 0V to 30 Vin steps
of 0.1V.

The potential applied to DT3 was 60V while the voltage of DTH was varied as
described above. In figure 10 you can see the change in the ion populations of the
methane spectrum as the trap depth is varied.

The power supplies we use for this experiment can deliver an electrical potential
to within 0.1 V. There may be some inaccuracies in how the device determines
a voltage, but these are less than 0.1V, as can be easily seen by measuring the
voltage of the power supply at low voltages with a voltmeter. This shows that the
instrument is accurate in determining the potential in the range in which we use it,
and we can assume that the reading of the trap depth is without significant error.
This is also true for all other voltages measured by the power supplies, provided
the voltages are read with the same accuracy. They are assumed to be free of error
unless otherwise stated.

Trap Scan
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Trapdepth [V]

Figure 10: Population size of ions against trap depth. The errors are the standard
error of the mean (calculated like discussed in section 6.1).

4.3.2 Pressure

The trap pressure has a significant impact on the population size. Particularly
during extended measurements, the pressure may fluctuate and influence signal
strength. In practice, our measurements are brief, and we can exert tight control
over the pressure.

To investigate the correlation between ion population size and pressure, we varied
the trap pressure from 1.3 x 10~ mbar and 2 x 108 mbar in increments of 0.05 x
10~® mbar by injecting methane.

The pressure gauge is not placed directly in the centre of the trap, as there is not
enough space. Instead, it is located slightly below the trap centre and measures the
gas pressure around the trap.

Increasing the trap pressure will increase the number of molecules in the trap centre.
The dynamics of how large the different ion populations are and how they interact
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with each other are partly determined by the number of particles present in the
trap.

The pressure gauges we use in the experiment are accurate to about 10~ mbar,
the pressures we measure are many orders of magnitude above this value at about
10~° mbar to 1072 mbar. Due to the accuracy of the display, the error of the pressure
reading can be assumed to be about 1% of the recorded value. However, this error
is very small compared to the fluctuations in pressure that we encounter and can
therefore be neglected.

There is some drift in the pressure over time as it takes time for the pressure in-
side the vacuum chamber to stabilise. This effect is particularly significant if the
injection pressure has recently been changed, and the system has not had time to
reach equilibrium. For this measurement, we are constantly changing the injection
pressure. Therefore, after each adjustment, we have to wait for the pressure to reach
a state of equilibrium.

However, there is still some inaccuracy in reading the exact value due to the fluctua-
tion. To account for this, we observed the fluctuations in pressure. This showed that
a reasonable assumption for this error is around 0.5 x 1071mbar. It is important
to remember, as mentioned above, that the trap pressure is not the actual pressure
at the center of the trap. Rather, it is the pressure of the gas surrounding the trap
center. We do not claim to have an exact reading of the pressure inside the trap,
only that the pressure inside the trap rises as the surrounding pressure rises.
When we recorded the spectrum for the pressure scan, the peak associated with
CHZ was missing. This is most likely due to a particular combination of extraction
parameters causing the CHZ ions not to be properly extracted.

Trap Pressure Scan

6
—— Weighted linear fits
C+
5 CHF

O*/CH

Intensity (arbitrary units)
w

1.3 14 1.5 1.6 1.7 1.8 1.9 2.0
Trap Pressure (10~8mbar)

Figure 11: Population size of ions against trap pressure. Different colors indicate
the ion populations that were inspected.

4.3.3 Current

The current of the electron beam is an influential parameter in maximising the signal
strength. To understand how to optimally select the current, we varied the current
while injecting ethane and took a spectrum at each step.
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A systematic error was made in this measurement. Instead of simply varying the
current while keeping the energy constant, the energy was also varied.

The current is increased by increasing the potential of the cathode. This also in-
creases the energy, which can be compensated by decreasing the potential of the
DT4 by the same amount as the cathode potential is increased. We failed to make
this correction during the measurement.

Unfortunately, once we realised this error, we did not have the experiment available
to repeat the measurement.

It would still be interesting. However, it is not too important for the continua-
tion of the experiment. The current we can achieve is very limited due to the low
transmission associated with low energies.

With a low current, it is best to get as high a current as possible to maximise the
signal.

4.3.4 Breeding time

The breeding time is the time that the electron beam interacts with the cloud of
molecules until we apply the kick voltage to extract the ions.

How long the electron beam interacts with the particles determines how many ions
are found in the trap. It also affects how the ionization states are populated relative
to each other, as this time also determines how long the different ion populations
can interact with each other.

We varied the breeding time between 0.001s and 0.13s with a step size of 0.0001s
and took a spectrum at each step.

Breeding Time Scan
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Figure 12: Population size of ions vs. breeding time. The bands around the plots
indicate the standard error of the mean.

To obtain a periodic measurement scheme as described above, we used a Keysight
333500B series function generator. The electronic signal from this function gen-
erator can be visualised by connecting its output to an oscilloscope. We can see
that we can easily generate a signal of the length and step size described above by
measuring the resulting signal on the oscilloscope. For this reason, we don’t assume
any propagation time error in this measurement. We also don’t assume any error
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for other time parameters of similar length and step size generated by a function
generator of the same type.

In Figure 12 you can see how the peak intensities change with the breeding time for
methane.

4.3.5 Energy

Now that we have made all the measurements to determine how best to choose the
experimental parameters to optimise the TOF signal, we will make measurements
of the spectra of methane and ethane whilst varying the beam energy. As men-
tioned above, a symmetric trap was used for the ethane measurements, whilst an
asymmetric trap was used for the methane measurements.

We chose an asymmetric trap for the methane measurement. One can see that the
signal to noise of the ethane using a symmetrical trap is very similar to the signal
to noise ratio of methane using an asymmetrical trap (see figures 17 and 21). For
the ethane measurement, we increased the voltage applied to the channeltron for
the short duration of the measurement. This caused more secondary electrons to
be emitted in the channeltron, increasing the signal intensity. This was not done to
the same extent for the methane measurement.

Care must be taken here as high voltages over long periods can damage the chan-
neltron or cause it to overheat. Overheating causes the signal to degrade over time.
For this reason we did not use this method of increasing the signal intensity for most
of the measurements.

Disappearance of the spectrum

During the measurements we found that the signal is very reliably lost at beam
energies of around 15eV. We are studying this more carefully to better understand
what limits our ability to go further down in energy.

To study this effect, we measure the spectrum of methane and lower the beam energy
further down until the signal disappears completely.

It is important to think carefully about how the experimental parameters change
during the measurement. The drift tube 4 is at zero potential during this measure-
ment, as we are already close to the limit of how far we can reduce the beam energy.
This means that to get to lower beam energies we have to lower the cathode poten-
tial. We have done this in steps of 0.1 V. This also lowers the current, resulting in a
poorer signal. This limits how low we can set the energy and still measure a signal.
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5 Modeling of the ion populations

In order to interpret the data in a meaningful way it is useful to create a model of
the processes that influence how large a given ion population is. There are processes
that add to a given ion population and processes that take away from it.

The rate of change of a given population n; is given by [18]:

dn; e
e ;(Z no; — n; Z o) (30)
/ %

The first sum is composed of all the processes that add to the population n; the
second sum consists of all the processes that remove ions from the population n;,
where e is the elementary charge and j is the current density of the electron beam:

_ ]collector (31)

2
Ty

with ry being the Hermann radius, as defined in section 3.4.1.

One can formulate such a differential equation for every ion population present in
the trap. As many processes take away from one ion population and add to another
these differential equations are coupled. This set of coupled differential equations is
solved numerically by the Runge-Kutta method.

This method can be used to solve an initial value problem of the form[27]:

Y flt)lto) = (32)

where g is an unknown function we would like to solve for. The rate of change over
time of this function is given by the function f(¢,y) and its initial value at time ¢,
is 0. One defines a step size h which will dictate the steps between iterations. This
can be used to define the iterative solution to this problem:

h
yn-l—l = yn —I— g(k?l —|— 2]{72 —|— 21{33 —f- k’4) (33)

and

where the k; are defined as:

k= f(tn, yn) (35)
ko :f(tn+g,yn+h%> (36)
k‘3=f(tn+g,yn+h%) (37)
ky = f(tn + h,yn + hks) (38)

where y,41 is the approximation of y(¢,.1) provided by this method. The next
solution is determined by the weighted average of four increments located inside the
step size. We will not describe this method further here. Rather we will discuss
what reactions we will consider to formulate the differential equations.
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Included processes

There are many processes that can occur in the EBIT. We will primarily focus on
reactions that have a larger cross-section than 1 x 10717 cm?.

Neutral particles are not trapped in the EBIT and thus are mostly lost from the
system. These reactions remove ions from a population without adding to another.
It follows that we will only consider the electron impact ionization of neutral methane
but not its neutral fragments. Neutral dissociation and dissociative recombination
will not be considered as their cross-sections are low. We will consider the processes
of dissociative excitation and ionization.

For atomic ions, we will consider direct ionization from a given charge state to a
larger one. As we only include carbon ions in our model, we use [32] for their
ionization cross-sections.

There are many more processes that one may include if one were looking for a
complete prediction of the behavior of the ions in the EBIT, such as dielectronic
recombination. We will not do so here, as one will see that much of the data can be
interpreted without the inclusion of said effects. All of the reactions in the molecules
that are considered can be seen in the appendix.

In figure 13 we show schemes of the processes we consider. All processes that are
displayed in these schematics are included in the differential equations.

Const. flow
+ + C(-\:fg\éﬁ; +
Ll

+ + + + + + +2 +3
CH, CLH4 cng CIQ ClH CH, CH, Cis CHy CH<0 c c
—> Electron impact|. ——> Rad. Recomb. + evap. e DE.CHI —>DECH ——> ,Dump®
+
———> Direct ionization DE-CH3 —_ DEACHE
[a] [b]
2
CH, CH, cHj cH, 4 ¢'—c™ ¢*®
DI.CH, DI.cH" ELC"

Y
DI.CH; ——> DI.CH,

[c]

Figure 13: Three Schematics show all processes considered in the model. Arrows
indicate from which population ions are removed and to which population they
are added. (a): electron impact ionization of neutral methane, direct ionization
of carbon ions. Red arrows indicate the losses from radiative recombination and
evaporative losses. (b): dissociative excitation. Red arrows: labeled "Dump”, con-
sider all processes that result in neutral fragments, which are lost in the model. (c):
dissociative ionization from above 28 eV energy. All above processes are considered
simultaneously but are not shown in one single schematic to ensure visibility.

For losses of ions we also consider radiative recombination and evaporative cooling.
Because of the temperature distribution there will be ions that have enough thermal
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5 MODELING OF THE ION POPULATIONS

energy to escape from the trap. The rate at which ions escape because of this effect
can be described by [28]:

dn; evi
Ll o Vw;(erf(w;) — 1) (39)
with
_ QZVw
wi= o (40)

where v; is the coulomb collision rate, V,, is the trap depth and 7; the ions temper-
ature. v; is calculated by[29]:

L ni q1ga\o 4w
32 Vin Ameo” /2 T3/

v, = In(A) (41)
where m; is the ion’s mass, ¢y, g2 are the charge states of the ions, Vj,, is the volume
of the ion cloud and In(A) is the coulomb logarithm.

The ion temperature can be approximated by[19]:

—~ inw
"~ 5kp
and In(A) can be assumed to be around 15 for laboratory plasmas[29]. The volume
of the ion cloud will be assumed to be of cylindrical shape with a length of Tmm
and a radius of 5 times the Hermann radius of the electron beam [30].

In addition to the losses due to evaporation, we will also consider radiative recom-
bination (see section 2.1.2). The loss of ions due to radiative recombination and
evaporation will be considered for all ions. There might be deviations from the
cross sections for the molecules compared to the atomic ions for these expressions
but they will be assumed to be small.

As an example of a differential equation we show CH}’s population:

1;

(42)

dnegr e dnept By, RE.
74 = 3 NCcHsOchHy—cuf — | enf Z Ocnf—cut T 4T (43)

DE.+DI.

The first term considers the electron impact ionization of neutral methane to CH},
the sum considers all reactions of dissociative excitation(DE.) and ionization(DI.).
In the case of CHJ these only decrease the population. The last term is the combined
rate of losses form evaporation(EV.) and radiative recombination(R.R.)

We will not show all differential equations. They can be reconstructed from our de-
scription of the considered processes, the schemes, and the tables in the appendix.
The stream of neutral methane is modeled by keeping the population of CH, con-
stantly at 1. This allows for replenishment of the ions which would otherwise disso-
ciate into carbon.

The cross sections used for this model are not without error [5]. This leads to error
propagation in the numerical solution. In this work, we will not discuss the error
further due to the time constraint of this thesis.

In Figure 14 we show the solution of the coupled differential equations. We assume
all ion populations to be zero at time t=0 and use 40000 steps with a step size of
0.00001 at an energy of 34eV:
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Figure 14: Model of ion populations vs. time. Each population converges to a
constant value.

The molecular ion populations each converge after around 0.02s or slightly before
that. The population of C* converges later. If we also include C™ and C** we have
to go up in beam energy to around 60 eV which can be seen in figure 15.

In this figure, we only show the carbon populations, as the molecular ions all converge
for every energy between 20eV and 70eV. However, the carbon populations behave
differently here. The C*? population only converges after around 0.35s, while the
C™3 population does not converge at all. This is because of the reactions we consider
in the model. The energy is not large enough to ionize C* so the only effects that we
consider that remove ions from this population are the evaporation and the radiative
recombination. The sum of these effects is small compared to the cross section of
the ionization of C*? so the population of C™ needs to be very large for these effects
to counteract the ionization of CT2.

We now calculate a solution for the ion populations for every energy between 20 eV
and 70eV with a step size of 0.1eV and take the value of the populations at 0.25s
breeding time. This is the value we often use for breeding time. The populations of
C™ and C™ do not converge around this time. During the time of constructing this
model, the EBIT was unavailable, so we were not able to carry out measurements of
these populations as a function of breeding time. We will use the value at these times
as we can neither confirm nor deny this divergent behavior in the real experiment.
This allows us to plot the population as a function of the beam energy (see Figure
16)

We will discuss how the model compares to the data in the next section.
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Figure 15: Model of carbon populations vs. breeding time. The populations of C*2
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6 DATA ANALYSIS

6 Data analysis

In this part of the thesis, we analyze the data taken in Section 4. We will discuss
how we integrate the spectra and how we correct for systematic errors in the spectra.
Different interpretations of the data and the following implications are discussed.

6.1 Integration

One of the most important aspects of interpreting the data is having a good mea-
sure of the different ion populations. Like we saw in Section 3.9, the peaks in the
TOF spectrum correspond to the different ions traversing the beam line at different
velocities. We use the integral of these peaks as a measure of how many ions of a
certain kind are present in the trap. One of course has to consider the limits of this
assumption, like we did in Section 3.8, but like we discussed, this is a reasonably
accurate measure of the ion population.

To get a measure of the intensity of the individual peaks, we define a region of interest
(roi) around a peak and use the composite-trapezoidal rule to numerically integrate
the peak over this region. The region we chose does not include the ringdown. Like
we saw in Section 3.9, the ringdown corresponds to the discharge of a capacitor. All
the charge that was deposited from the charge pulse must discharge again. Thus,
the integral of the ringdown is the same as the integral of the peak. Because of this,
we chose not to include it in the measure for the ion population.

In the composite-trapezoidal rule, multiple trapezoids are used to approximate the
integral of a curve[11].

The simplest form of this is to use a single trapezoid to approximate the integral of
a function over the interval [a, b]:

b
| #a)dn = 6= @3 (@) + £0) (14)

Of course, this is a very rough approximation of the true value of the integral. One
may improve the approximation by including a larger number N of trapezoids and
consequently summing all the respective areas:

flar—1) + flzx)
2

b N

/ @)z ~ . (45)
@ k=1

where Az, is the width of a single trapezoid. When integrating over a set of discrete

data points that have uniform spacing, like we find in our data, Axj corresponds to

the spacing between two data points in the x-direction (time in our data).

The error E of this numerical integration can be estimated to be [11]:

bh— 3
2 < - | () (46)

where maz|f”(z)| is the maximal value of the second derivative of the data in the
interval [a,b]. We will not prove this here. For the full derivation, one may look at

[11].
In practice, we will determine the second derivative of the data using the gradient:
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with Az being the distance between two data points. We will use this function again
on the computed gradient to get the second derivative of the array, from which we
can take the maximal value.

The distance Ax between two data points in the spectra is very small and is de-
termined by the time resolution of the oscilloscope. Because of the high resolution
of the oscilloscope, we will neglect the error of the second derivative, which comes
from the data points being discrete rather than a continuous function.

Because of the high resolution of the oscilloscope, the employed method will provide
a very good approximation of the integral of the individual peaks. The error of the
numerical integration will be very small. It is often about three to four orders of
magnitude smaller than the value of the integration. We will ignore this error.
Rather, we will consider the statistical error that one gets when using the mean of
many spectra to produce the spectrum we will use for the integration. To quantify
this error, we will numerically integrate every peak of a spectrum and calculate the
standard deviation of the mean. The error of an individual measurement will be
assumed to be the standard error of the mean:

o
SE = NG (48)
where SE is the standard error, o is the standard deviation, and n is the number of
spectra that were used for the mean.
One also has to consider that the baseline of the spectra is not at zero but rather
slightly above it. Before we can use the numerical integration, we have to correct
this by lowering the spectra in such a way that its baseline is zero. One finds this
baseline at low TOF values as there are few peaks and the signal is only composed
of the baseline.
Also, for most of the measurements, we will not correct for the ringdown. The
ringdown will influence the intensity of certain peaks, but the influence is small
enough for us to ignore it for most measurements. Later on, when we discuss the
energy scan, we want to get as good a representation of the ion populations as we
can get. Then we will correct for the ringdown.

6.2 Peak identification

Before we talk about the measurements that concern themselves with finding optimal
experimental parameters, we will identify the different peaks in the spectrum of
methane and ethane. This will be helpful later on, as we will often analyze how an
individual peak behaves when varying a certain parameter. To make it clear what
peak we are talking about, we will first identify all of the peaks and lay out the
evidence for their identification. We give the q/m ratios in units of <, where e is the
elementary charge and u is the atomic unit.

There is an important impurity in the trap that we have to consider in the analysis
of the data. The trap always contains some water molecules. These stem from water
vapor from the outside that is difficult to remove from the vacuum system. Some
of this water vapor dissociates into hydrogen and oxygen upon interaction with the
electron beam at small energies. In the measurements, we will find varying amounts
of water vapor in the trap. The HoO" and the OH™ peaks are easy to identify and
cause no problem in the measurements as they don’t influence other peaks. The
same is true for the products of dissociation, which often include O*T, O*" and H'.
However, the O" peak causes some ambiguity in the TOF spectra. The q/m of O"
is 1/16; this is the same q/m value as CH; . The peak that is associated with a q/m
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of 1/16 is composed of the contributions of the ions O" and CHJ. If there is a lot
of water present, it is hard to say how large an impact the O™ has on the integral of
the 1/16 peak. The influence of this will be discussed in detail for each spectrum,
as it is different for each measurement.

6.2.1 Methane

In figure 17, we show the spectrum of methane at an energy of 57¢eV, including an
identification for each line. We will now lay out the evidence for this identification.
In the later section 6.6, we will further talk about the height of the individual peaks
and how they change with energy. For now, we just want to identify the peaks.
When this spectrum was taken, we injected methane at a trap pressure of around
2.4 x 1078 mbar. We expect methane and all of the dissociation products to be
present in the trap. Further, we can expect to ionize carbon up to +3 as we are
at 57eV beam energy, which is well above the ionization level of C* of 47.9eV
[12]. Similarly, we expect to see ions of oxygen up to +3, which will be ionized at
54.9eV[12]. We also expect some water and its dissociants to be present.

In conclusion, we expect the following peaks in the methane spectrum:

C*t C*t? ¢, CHT,CHy, CHS, CHf, H,Ot, OHT, Ht, 01, O**, 0%

0.06 c*2 c*
0.05
0.04 c*s
N
E
20.03
[}
c
k5
c
0.02
0.01 CH3?
0.00 e
2 3 4 5 6

Time of Flight (us)

Figure 17: TOF spectrum of methane with identification of the ions associated with
the peaks. The higher the TOF value, the smaller the q/m ratio of the ion.

The most important tool to determine the q/m values of the peaks is the so-called
TOF calibration. For this, one guesses the q/m ratios of some peaks and then
verifies the guess by fitting the function for the time of flight to the q/m values:

Ax Ax 1

v V2Ukiek /() 49)
To identify the peak, we define a threshold in height, above which we consider the
signal to be a peak. The maximum of the signal will then be used to determine

the position in time. As most of the peaks are close to symmetrical, this is a good

t
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approximation. We assume an error for the position of the peak in time when using
the position for the q/m calibration. As the peaks are gaussian in form, we take the
full width half maximum as the error of the time position.

For the first guess, we can use our expectation of the ions we will find in the trap.
We know that methane has four products of dissociation that are all very close in
mass.

CHJ has a q/m ratio of 1/16, CHJ has a ratio of 1/15, CHJ has a ratio of 1/14,
CH" is 1/13, and finally C* has a ratio of 1/12. We use this guess for the structure
located between 4.1 us and 4.7 us. The resulting fit is shown in figure 6.2.1.
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Figure 18: TOF calibration methane. Fit created using weighted linear regression.
The errors in time are full-width-half-maximum of the peaks.

The fit works very well for this guess.Now that we have established the first five
peaks, we are able to identify the rest of the peaks more easily, as we can just look
at the expected q/m values and compare them to the spectrum.

We know that we will always find varying amounts of water in the trap. The q/m
values for HoO" are 1/18 and for OH' 1/17. These correspond to the small peaks
at roughly 4.8 us and 5 us.
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Some of the structures of the spectrum first arise at higher energies. This is why we
choose to show the spectrum at 57eV, to have a spectrum where all the structures
are present. Like we stated above, we expect C™ and C™ to be present at this
energy as they are ionized at around 24 eV and 48 eV [12]. If we take a look at the
spectra around this energy, we find that there are two respective peaks that arise.
One of them arises at roughly 2.8 us at around 24 eV and the other at 2.4 us at an
energy of 45eV.

There is more evidence to support this claim. The peak is of great intensity. This
large intensity is only reached by atomic ions. The reason for this is that the amount
of molecular ions is more strongly limited by dissociation, while atomic ions don’t
break up into other parts. This implies that this peak is an atomic ion. The only
other atoms present in the trap that are of sufficient concentration to lead to a
significant signal of this kind are hydrogen and oxygen. H" has a ¢/m ratio of 1 and
is the earliest peak we find in the spectrum. The only other option is oxygen. The
ions O** and O®" are ionized at an energy of 35.1eV and 54.9eV. If we inspect the
spectrum around these energies, we find no peaks.

No less is true for the peak we are trying to identify. 43.8 eV is too large an energy for
O*". Tt is also significantly too small to ionize O™ to get O*". The only remaining
option is that this peak corresponds to CT3.

Like we mentioned above, we don’t find any peaks emerging at the ionization energy
of oxygen. Also, if one looks at the peaks of H,O™ and OH™, one finds that they are
of small intensity compared to the peaks of the dissociation products of methane.
From this, we draw the conclusion that in this measurement, very little water is
present in the trap, thus no significant amount of oxygen ions are produced.

This is very advantageous for later interpretations of the methane spectrum. As
water leads to ambiguities in the peak of CH; . We can ignore the influence of O
on this peak.

To identify the remaining three peaks at around 2.5 us, 3.1 us, and 3.2 us, we consider
possible q/m ratios, given the peaks we have already identified and think about
possible molecules that could have these values. A TOF calibration will not be
done here, as the peaks have bad signal and are very broad. This leads to large
uncertainties.

Before doing the identification, one might guess that the peaks at 2.5 us and 3.1 us
might be reflections of the large carbon ion peaks, as we briefly mentioned in Section
3.9. This is not the case. If one looks at the intensity of these smaller peaks, one
finds no correlation between the larger carbon peaks and the smaller peaks.

We already identified the peak of C*® and C*? which have q/m ratios of 3/12 and
2/12 so the peak between them has to have a q/m that lies between these values
and the two peaks to the right of C*? have to have a slightly smaller ¢/m than 2/12.
For the peak at 2.5 us we a q/m of 3/15 is fitting as it lies between 3/12 and 2/12.
This would corresponds to CHF®. As we find CHZ in the trap it is in principle
possible to ionize further to get to this state of ionization. Similarly, we guess a
q/m ratio of 2/15 for the peak at 3.1us as it is slightly smaller than 2/12 and would
correspond to CH3? which like we said can in principle exist in the trap.

The last peak at 3.2 us is 2/17 which is slightly smaller than 2/15 and would cor-
respond to OH'2. Again we are able to produce this ion in principle since we find
OH™ in the trap.

In this spectrum we didn’t record the hydrogen peak. This peak will be seen in
other spectra. However, we decided to zoom in further into the spectrum and ignore
this peak to get better resolution of the other peaks that are of more interest to us.
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The hydrogen peak has the issue of being very far away from the peak we optimized
the spectrum for. As a consequence its extraction efficiency is rather bad compared
to other peaks and change in peak height is not really representative of the true
amount of hydrogen in the trap.

6.2.2 Ethane

Now we will identify the peaks in the spectrum we took for ethane. Here we will
use many of the arguments we used for the peak identification of methane; thus, we
will only highlight some of this process. The spectrum we show below was taken at
an electron beam energy of 34eV.

Here, it is useful to again think about the ions we expect to find in the trap. When
we inject ethane (CyHg) at a pressure of around 2.4 x 10~% mbar, we expect to find
the dissociation products of it where only single hydrogen atoms have broken away.
We also expect some water and its dissociants to be present in the trap. It is also
possible that CoHg will dissociate to CH,4, which is methane. If this happens, we
will find the dissociation products of methane again, like we did in the methane
spectrum. This also includes ions of carbon.

In conclusion, we expect the following ions to be present in the signal:

Ht, C* C*™ Ct CHY,CHJ,CHJ, CHS,H,O", OH", H", O,

0"2,0% CoHY, CoHY, CoHY, CoHf, CoHF, CoH

The first peak is easy to identify. It is located slightly above 1 us. This peak is the
peak associated with H* which has the highest q/m value in the trap of 1.

It is also clearly visible that we see a structure composed of seven peaks between
4 us and 5 ps. This is roughly at the same position where we found the dissociation
products of methane, which we expected to be present in this spectrum, as we
mentioned above. We do a TOF calibration where we guess the peaks to have q/m
values of 1/12, 1/13, 1/14, 2/29, 1/15, 1/16, and 1/17.

The double ionization of ethane’s fragments leads to some ambiguity. The peak
for the q/m value of 1/13 could also belong to CoH$? as the q/m ratio of this ion
is 2/26=1/13. The same ambiguity is possible for the other methane dissociation
peaks.

It is interesting to note here that the peaks that may show some ambiguity have a
greater intensity than the peaks that are only associated with one ion species. This
makes sense when you consider that two components are adding to the same peak
rather than one ion.

This ambiguity is also why we won’t take a closer look at the development of each
individual peak, as it is difficult to separate these ambiguous peaks into their indi-
vidual components.

In figure 6.2.2 we show the resulting TOF calibration and the associated fit.

The fit works well. However, we have more evidence for the identification we pro-
vided than just the TOF calibration.

We don’t find any ionized water but only OH™. The experimental parameters may
cause the water ions to be lost during production or extraction. Again, we cannot
observe any ions of oxygen, which implies that the trap holds very little water.

In the same way we did above, we can identify the carbon peaks by observing their
appearance at the given ionization energies. Here, the energy of the beam is large
enough to produce carbon ions up to C™2. Very close to the peak of C*?, one can

35



6 DATA ANALYSIS

x10° TOF calibration
— fit
§  agmguess
7
6
0 5
=
=)
5 4
Q
£
'_
3
2
1
0.05 0.06 0.07 0.08 0.09 0.10
q .
_ ~ ratio
x10° "
K} ¥ Residuals
o 5
2
[0}
3 0 zx 1
(7]
[0}
¢ i
-5 I
0.05 0.06 0.07 0.08 0.09 0.10
% ratio

Figure 19: Residuals of the middle of the ethane spectrum. Fit created using
weighted linear regression. The error in time is the full-width-half-maximum of
the peaks.

see a small rise in intensity in the ringdown. This is very close to the peak and is
thus unlikely to be the peak of another ion, as there are no possible ¢/m values that
would be this close to this carbon peak. Also, the peak intensity is very large, thus
making electronic artifacts like reflections more likely. This rise in intensity is most
likely just a reflection of the carbon peak and is thus not to be interpreted as a real
signal from ions.

The same goes for the small structure that can be seen next to the C* peak. As
the peak is very large, it is reasonable to assume that this structure is a reflection
of the carbon signal.

The structure between 5.7 us and 6.3 us is very small. As it is located at larger TOF
values, it has to be composed of ions with a large q/m ratio. One can easily count
the peaks as six in total. These peaks suggest themselves to be the dissociation
products of ethane that have two carbon atoms, as there are exactly six of them.
There is: CQH+,CQH;,CQH;,CQHI,CQH;—,CQH; which q/m ratios are. We can
again look at a TOF calibration in figure 6.2.2 to prove this guess.
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Figure 20: TOF calibration of the right side of the ethane spectrum. Fit created
using weighted linear regression. Error bars are full-width-half-maximum of the
peaks. The error bars are large for these data points as the peaks are very small
and as a consequence very wide.

The errors are large as the peaks are small and wide in form. If we consider teh fit
and our initial expectations of the ion composition, we can confidently identify the
peaks.

We also find a very small peak somewhat close to the hydrogen peak at 1.5 us. This
peak probably belongs to HJ with a q/m value of 1/2. Light elements like carbon
and oxygen that we find in our trap almost all have a q/m ratio of 1/2 when they
are stripped of all of their electrons. However, the energies that we are using the
EBIT at are far too low to fully strip these elements bare, so this peak cannot be
associated with them.

The fact that the peaks are of small intensity makes sense, as we are not optimizing
for neither their production nor their extraction. They are far away in q/m values
from the center of the dissociation products of methane that we have optimized for
here. Also, the extraction of these heavy ions would benefit from other extraction
parameters of the Sikler lens, bender, and kick voltage to be more specialized to
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their mass.

One can find what might appear to be small peaks in between the true peaks. One
may look, for instance, in between the peaks we associated with CHy /CoHg? and
CH;.

This is likely to be random noise in the signal, as there are no obvious q/m ratio
candidates for these TOF values. To be sure, one may take a spectrum with again
improved settings and also an asymmetric trap to increase the signal-to-noise ratio.
Here, we won’t identify these structures, as we have no reason to believe that they
are associated with any real q/m values.

However, this is fine for our purposes, as we only show this spectrum to provide an
example of what kind of ions we are able to produce with the EBIT at low energies
and are not necessarily interested in studying their behavior. Although this may be
very interesting for future studies.
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Figure 21: TOF spectrum of methane with line identification. The colored boxes
are zoomed-in sections from the spectrum. The singly charged methane and doubly
charged ethane fragments are highlighted in the red box. The singly charged frag-
ments of ethane are highlighted in the green box.
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6.3 Pressure

We varied the pressure inside the trap and took a spectrum at each step, like we
described in Section 4.3.2. This measurement was done using a symmetric trap.
There is no CHJ peak, which, like we already mentioned, is most likely because
the experimental parameters we chose were of such a nature that the production
and extraction of CHj were greatly suppressed. One can also notice that the peak
that corresponds to CH; and O™ is very large compared to the other peaks, except
for the peak of CT. This implies that there is a lot of oxygen and, consequently,
water in the trap. However, we will later show that this is not an issue as the water
content stays constant during the experiment while the methane content changes.
Thus, the influence of O does not play a role in how the peak changes.

In Figure 22, one can see the spectrum and the regions of interest we determined
for the integration of the peaks. We chose not to correct for the ringdown in this
measurement, as all the peaks we are considering are not significantly located within
the ringdown of another peak.
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Figure 22: Spectrum of the pressure scan. Blue bars indicate the interval of the
integration. Left peak: C*, middle: CHj, right: O*/CH} .

We only focus on the OT /CHJ, CHJ, and the C peak, as they are the most visible
of all the peaks. There are some other peaks as well, but they have a very bad
signal-to-noise ratio.

We integrate the peaks as described in Section 6.1 and plot the population size
versus trap pressure. We find that all the populations show a linear relationship
between pressure and intensity. We fit a linear function to the data using weighted
linear regression and produce below the resulting fit parameters in table 3.

All of the populations show different slopes and different intersections with the y-
axis. The starting point at 1.25 x 10~®mbar is similar for carbon and oxygen but
then shows a great difference in slope. The starting point of CH; is smaller than
the other peaks. This is probably because it is a molecule and dissociates into other
smaller molecules, like we discussed in Section 6.2.1, limiting the peak height. The
atomic peaks are much larger than the peak of CH; because they do not dissociate
further. This is also evidence for the 1/16 peak being composed of a lot of ionized
oxygen.
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The 1/16 peak rises with an increase in trap pressure. If the amount of oxygen in
the trap were constant and the peak would be solely composed of oxygen, it should
stay constant if one increases the injection pressure.

One option for what happens here is that the peak is composed of oxygen and
methane, and the injection also contains oxygen. As we take precautions to keep
the injection free of oxygen, this is unlikely.

A more likely scenario looks like this: There is oxygen in the trap as well as CHJ .
Like we discussed in Section 6.2.1 these ions share the same peak in the TOF spec-
trum. The amount of oxygen in the trap is approximately constant, but upon
injecting methane, the methane is added to the peak intensity.

Even though we have a lot of oxygen in the trap, giving the total intensity of the
peak some ambiguity as to its composition, one can assume that all the increase we
observe with increasing the pressure is associated with an increase in CHJ ions.

The behavior of the peaks is well described as linear in the pressure regime we
measured.

By increasing the pressure, we increase the amount of neutral CHy in the trap. As
the methane gas is of low density, it may be approximated as an ideal gas. Thus,
we can use the ideal gas equation to describe it:

pTrapV = nkBT (50)

where prvap is the trap pressure, V' is the volume of the vacuum chamber surround-
ing the trap, n is the particle density, kg is Boltzmann’s constant, and 7" is the
temperature of the neutral gas.

We vary the trap pressure pryap, the volume of the vacuum chamber is constant,
as well as the temperature of the neutral gas T'. Because of this, there is a linear
relationship between the trap pressure and the particle density in the trap:

N X Pryap (51)

The rate of an interaction is proportional to the number of particles involved in the
interaction and the corresponding cross section (see section 5):

Pinteraction X N0y (52)

As we just stated the number of neutral methane is proportional to the trap pressure,
so we find:

Pinteraction X PTrap (53>

The interactions here are all reactions that are related to neutral methane.

We can now use the model we described in Section 5 to give a prediction for how
the populations change with varying pressure. For this, we can vary the amount of
CH, in the model. As we used 1 as the starting point in the model and roughly
doubled the pressure over the measurement, we will vary the amount of CH, from
1 to 2 with steps of 0.1 at an energy of 28 eV, which is also the energy we used for
the data, and plot the population sizes against CHy.

Figure 24 shows how the ion populations change with an increase in neutral methane
in the context of the model.

The starting points of the populations is different in the model. While C* and
O'/CHJ are at the same height in the data, they are not in the model. This is
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Figure 23: Ion population vs. trap pressure. Error in x-direction are average pressure
fluctuations, the error in y-direction: standard error of the mean. The fit was done
using weighted linear regression.
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Figure 24: Model population size vs. number of neutral methane in the trap.

because we don’t consider the presence of OF in the model, which increases the
initial height of the 1/16 peak, thus increasing the starting point of CHj .

To compare the model to the data we calculate the ratios of the slopes of the graphs.
The slopes of the model are different from the data. While C* rises around 34 times
faster than CHJ and 10 times faster than CHJ in the data, it only rises around 4
times as fast as CHy and CH;. Also, the slopes of the molecules are very similar in
the model and different in the data.

The data implies that the population of CHj is overrepresented in our model. It is
very close to the population of CH , and thus their slopes are similar. The reason for
this lies in the differential equation describing CH; ’s population. We don’t consider
processes with a small cross-section. Many of these are recombination processes that
add to the loss of CHJ. If one adds many of these small processes, they may lead
to significant losses in the CH; population and thus change its starting point and
slope.

Additionally, we don’t consider all the physics that is happening in the trap. One
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Table 3: Slopes of the model and data
Ion Model Data (10 ®mbar) !

Ct 9.92x107° 6.878(85)
CHf 2.37x1073 0.676(37)
CHf 2.27x1073 0.196(18)

potentially important effect may be how ions behave in a filled trap. If the ion
populations have built up in the trap, it may favor ions of a ”stable” kind like C™,
which cannot dissociate further, or CHJ , which is readily produced by the ionization
of the neutral gas. CHJ, on the other hand, may be less likely to accumulate in a
full trap as it dissociates quickly to smaller fragments and is not produced as readily
by the ionization of CHy.

We do observe in the data as well as the model that CHJ shows the smallest slope,
followed by CHJ and the largest slope, C.

That C" has the largest slope can be explained by the fact that it is produced by
the total dissociation of methane. If we increase the amount of methane in the trap,
there are more ions that can be dissociated into C*. This is a similar argument to
the one we used in Section 6.2.1. As molecular ions have the option of dissociating,
their intensity is limited to a greater degree than that of atomic ions. Once they
have dissociated far enough down to carbon, there is no further dissociation possible,
and the atomic ions may start to build up quicker.

We now discuss why the peak of O /CHJ should increase more rapidly than CHj .
Like we stated above, the slope of the O /CHJ is associated with an increase in
the amount of CHy in the trap. Because we don’t change the energy of the electron
beam, we do not expect any changes in the cross sections of the individual processes
of dissociation or ionization, as they are not dependent on the number of particles.

The probability of an interaction taking place is, however, dependent on the number
of particles. It is proportional to the product of the cross section and the number of
particles of a given ion. The dynamic that ensues from a larger starting population
of methane is not obvious, as feedback loops are involved.

The only reaction that adds to the population of CHJ is the ionization of neutral
CH,. On the other hand, there are multiple processes that add to CHj .

The following conclusion can be drawn: An increase in neutral methane leads to
a disproportionate production of CH, compared to CHj, as the populations of
ions that are involved in the production of CHJ do not increase as quickly as the
population of neutral methane. This is logical, as the ion populations that lead to
the production of CHJ are produced from neutral methane but are also affected by
losses.

All the populations that lead to the production of CHy are CH,, CH;, and CHJ.
While all of these populations are increasing with more neutral methane, their losses
are also increasing. The loss of neutral methane is not increasing, on the other hand.
This leads to the difference in slope that we observe in the model as well as in the
data.
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6.4 Trap depth

The trap depth is an important parameter to optimize for a good signal-to-noise
ratio.

Other works have looked at the optimization of this parameter and have found that
there is a maximum at a trap depth of around three to eight volts [19].

However, most of these measurements were done at high energies of the order of
1keV. We want to find the optimal trap depth for low energies and compare it to
the results other authors have found.

We inject methane and measure the TOF spectrum while varying the trap depth.
The range of trap depths is 0V to 30V with steps of 0.1V. As mentioned in 3.2,
we used an asymmetric trap for this measurement. We numerically integrated the
peaks of C*, CHY, CHJ, CH;, and CH}.

We did this measurement immediately after the energy scan of methane that we
described in Section 4 and analyzed in Section 6.2.1, where we concluded that the
influence of oxygen ions is very limited in this measurement. The same holds true
for this set of data.

One can see that the population sizes of the different ions all start at a similar
point but change very differently once the trap depth is increased. They all reach a
maximum at around 4 to 6V and are almost at baseline again at 20 volts, with the
exception of C*, which is still significantly higher than at baseline.

First, we want to discuss the maximum of the data. One may suspect that a deeper
trap may lead to stronger axial confinement of the ions, thus increasing the number
of ions in the trap. However, not only is the signal not larger for deeper traps, but
the maximum is reached at a rather shallow trap depth.
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Figure 25: Population size vs trap depth. Errors are the standard error of the mean

A common explanation[20] is connected to equation 54, which relates the trap depth
and the ion temperature[18]:

kpT; o< q;Vr (54)

A deeper trap leads to more ions being trapped but also to a higher ion temperature.
This changes the temperature distribution and can lead to higher evaporative losses.
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Thus, more ions escape than are additionally trapped by increasing the trap depth.
To understand why different populations are found at different sizes, we can once
again compare the data to our model. We use the model shown in Figure 16 at
39.5eV, which is the energy we used for the trap scan, and compare their relative
population sizes (Figure 26).

Data Model
CH,f

CHy

.
- CH;

Figure 26: Pie chart comparing the relative ion populations at 39.5eV. Left: Data,
Right: Model

The populations follow roughly the same pattern as the data. Like we discussed,
CHJ is overrepresented in the model. The populations of CH; , CHJ, and C* agree
well with the data, while CHJ is underrepresented.

If there was a constant amount of gas in the trap, we would find very few ionized
molecules, as they would eventually all dissociate into carbon and hydrogen. The
main reason we do observe ionized molecules in the trap is that there is a constant
flow of neutral gas toward the trap. Thus, new molecular ions can be produced.

Of the molecular ions CHJ is the largest. This is because it has a large cross
section for the dissociative ionization from neutral methane but also gains from the
population of CHJ, while CH} can only gain from neutral methane and no other
ion population.

The most influence by far is shown by the C* peak. This can again be explained
by the dissociation chain of methane. Carbon is the end product of the dissociation
chain of methane. The closer the trap gets to its maximum entrapment of ions, the
more methane ions and their associated dissociation products will be present in the
trap, leading to more dissociations ending in C*. This explains the disproportionate
influence that trap depth has on the size of the C* population.

The differences between the data and the model are also associated with the way
we measure the ions. Because we optimize for one ion population, all ion popula-
tions are extracted at a slightly different efficiency, leading to a different population
distribution than we would expect.

6.5 Breeding time

We are interested in the dependence of the ion’s population size on the breeding
time, which is the duration that the electron beam interacts with the ions before we
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accelerate the ions to the channeltron.

We varied the breeding time between 0.001s and 0.13s with a step size of 0.0001s
like described in Section 4 and plotted the ion population size against it in Figure
27 .This measurement was done using a symmetric trap. From the analysis, we
excluded the peak of CHT as it shows a low signal-to-noise ratio and is located in
the ringdown of C™.

Breeding Time Scan
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Figure 27: Population size of ions vs. breeding time. The bands around the plots
indicate the standard error of the mean.
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Figure 28: Breeding time model. Equilibrium is reach at different points than in
data.

As one can see from Figure 27, all the peaks behave similarly.

At first, they rise quickly until they reach a stable point at around 0.024 s of breeding
time. After this point, they still continue to rise slightly, but not much compared
to the beginning of the measurement.

The breeding time is the duration that the electron beam interacts with the ion
cloud. The lower the interaction time, the lower the likelihood of an interaction
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taking place, and consequently, the fewer ions will be produced. When the time of
interaction is increased, there is more time for the interaction to take place, and
thus more ions are being produced.

Our model gives a prediction for the time evolution of different ion populations.
This is shown in Figure 28.

The ratios in equilibrium are similar to those we discussed in the previous section(see
6.4). The time after which equilibrium is reached slightly differs from what we
observed in the data. In the model, it is around 0.01s for CHJ, 0.03s for CHJ,
and 0.1s for CH;, while it is 0.024 s for all populations in the data. To understand
why this is the case, one first has to understand why the ion populations reach
equilibrium in the first place.

An equilibrium is reached because of the way the differential equations describing
the growth of an ion’s population behave in relation to the population of the ion.
The losses of an ion’s population are proportional to its own population, while the
gains are proportional to the populations of the other ions. This means that when
an ion grows while the other populations stay constant, it will reach a point where
the losses are as large as the gains. This is the point of equilibrium. The easiest
example is CHJ . It only gains from the ionization of neutral methane, and its only
losses are proportional to its own population size:

dnCH+ e
dt == 3 [”CH4UCH4—>CHI - <”CH;r ZW}HI-@H#’)] (55)

where the sum is the sum of all reactions that remove ions from CHJ, these losses
also includes radiative recombination and evaporative cooling. If we want to find the

dn_ 4+
. . e . . CH
population size of CH; where equilibrium is reached ( L = (), we can rearrange

dt
equation 55 to find:

n - 9CHy—CHf
CH; equilibrium — '*CHy
>0 CH} —CH}Y

(56)

Since the ratio of the cross sections in equation 56 is smaller than 1, CH; will reach
equilibrium at a population size smaller than CHy. A similar population size can be
calculated for every ion.

The time it takes a population to reach this point is dependent on the rate at
which the population increases. In the data, the populations all reach the point
of equilibrium around the same time because their rate of growth per equilibrium
population size is similar. In our model, on the other hand, the populations reach
the point at different times. If we take CT for example, this is because it has a
large equilibrium population but a relatively small rate of growth compared to that.
CH;, on the other hand, has a small equilibrium population with a larger growth
rate relative to it.

In the model, CHj is almost as large as CH}, while the data shows a big difference
in the populations. It seems that the way we consider CHJ in the model leads to
an overrepresentation. The reasons for this were already discussed in Section 6.3:
We underestimate the effect of multiple small recombinatory processes and don’t
consider a potential bias towards certain ions when the trap is full.

6.6 Methane energy scan

The cross-section of the different processes that occur in the EBIT changes with the
energy of the electron beam. To study this influence on the spectrum, we varied the
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energy of the electron beam while measuring the TOF spectrum. We described the
measurement procedure in Section 4.

For the data analysis, we chose to focus on the peaks associated with the ions of
carbon and the singly ionized fragments of methane and methane itself (see Figure
17). This almost includes all of the spectrum’s peaks only excluding more highly
charged fragments of methane as their peaks don’t resemble a gaussian very well,
indicating that their extraction leaves much to be desired for; thus it is hard to give
this signal much meaningfulness.

6.6.1 Correction of the ringdown

As some of the peaks of the TOF spectrum are located below zero because of the
ringdown of an earlier peak, their true population size will be smaller when we
integrate them without correction. It is necessary to correct the peaks of the methane
fragments for the ringdown (see section 8) to get an accurate representation of their
population.

Like we described in Section 8, this ringdown can be approximated by the convolu-
tion of an exponential decay and a gaussian curve. The smaller the peak intensity,
the smaller the following ringdown.

005 Methane Spectrum with corrections

—— Data

—— Corrections
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Figure 29: Peaks of the methane spectrum that are corrected for the ringdown.
Peaks in the middle are below zero because of the ringdown of the C* peak located
at the left hand side of the spectrum. Red: Fitted polynomial used for the correction.

One way of correcting this data would be to take equation 29 and fit it to the data
to determine the relevant parameters for the function, and then subtract this fitted
function from the spectrum.

This would, in theory, be the most sophisticated way of correcting the data. How-
ever, during the data analysis, we experienced issues with this method. Firstly, there
are many parameters to be determined during the fitting of the function, leading
to long computation times and making the fit very error-prone as it often assumes
unrealistic values for the fitting parameters, leading to bad fits.

Secondly, and maybe more importantly, because the following peaks are in the
ringdown of other peaks, the ringdown signal is difficult to include in the array for the
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fitting as it is not purely the convolution we described but rather the convolution plus
the following peaks, making the fitting of the complete ringdown almost impossible
in many cases.

Another idea for the correction of the data that did not work is to use a corrective
array. This is based on the idea that the gaussian peak and ringdown potentially
have a regular shape that can be scaled up and down to other peaks. Practically,
one would take the shape of one reference peak and ringdown and just scale it up
and down to correct the ringdown of other peaks. For scaling, one would use the
integral of the peak, as it is proportional to the total charge deposited.

We found this method to have some issues as well, as the shape of the signal was not
regular enough to be fitted to other peaks easily. There were significant differences
in the shape of the ringdown relative to the peak for each peak that we tried to
correct.

After these attempts, we settled on a more pragmatic method that has some advan-
tages over the previous methods as well.

The ringdown in the methane spectrum is sufficiently long so that one can assume
the ringdown to be linear during the short time it intersects with the next peak.
We will use around 100 data points before the emergence of a peak to fit a linear
approximation of the ringdown. This linear fit will then be subtracted from the
corresponding peak. This produces a small error in the correction, as the ringdown
is not exactly linear in the region, but it is linear enough to be very close to the
real corrected value. The error that is thus produced is very small compared to the
statistical error that we assign the data through the process of averaging (see section
6.1).

This method has the advantage that one does not have to make corrections in the
order of the peaks. When fitting the exact ringdown function, one has to first correct
the ringdown of the carbon peak, then take this corrected spectrum and correct it
for the peak of CH™ and continue ion by ion, as the ringdowns are overlapping.
With the method we are using, however, all the relevant ringdowns affecting a
peak will be considered by the linear fit, as the total ringdown will appear as a
superposition of all the previous ringdowns. This means we can simply correct
every peak by the linear behavior before it and have considered all the relevant
ringdown effects.

Figure 29 shows how we fit the linear polynomials to the data. Consider here that we
only correct the peaks themselves and not the whole spectrum, as the parts between
the peaks are not of interest to us.

We will now integrate the peaks like we have already done before and display them
below.

Interpretation of the data

It makes sense to look at all of the populations simultaneously to be able to compare
the change in the ion populations with one another.

For this, we will not display the error of the individual populations, as it causes the
figure to be too cluttered. The average error of each peak is around 10% of its value.
We will analyze this data by comparing it to the model.

Firstly, one can again see that the population size of the atomic ions is much larger
than the population size of the molecular ions. This is again explained by the atoms
being the end point of the dissociation chain (see section 6.2.1). This is both true
for the model and the data.
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Figure 30: Population size vs. beam energy. Top: Data, Bottom: Model. No error
is shown here as the figure would be too cluttered. Similar behavior in carbon ions
in both figures.

Many of the large-scale differences in ion population can be traced back to the
interaction with carbon ions.

When C* is ionized at around 24 eV [12] its population decreases while the popu-
lation of C™ increases. This point is reached later in the data because we did not
consider all reactions that lead to C*, and thus the point at which the losses are
larger than the gains is reached earlier in our model.

The same is true for C™. It is ionized at around 42eV [12]. At which point its
population decreases while C*® increases. This point occurs slightly later in the
data than in the model for similar reasons.

A big difference between the model and the data appears in the population of the
molecules. In the model, the populations do not vary much, while in the data, they
show big changes. This is especially clear for small energies between 22eV and
35eV. In the data, the populations of CH; and CHJ are noticeably larger than the
populations of CH} and CHT. Again, CHJ is overrepresented in the model, which
may also influence how much CH™ is present. This could explain this difference.
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Another interesting difference appears at around 35eV. All ion populations begin to
decrease as the population of C™2 increases. Our model only predicts the decrease
of C*. This simultaneous decrease of the molecular ions and increase in C*2 may
not be related.

However, it could imply that there is a process that leads from molecular ions to
C™ that appears around this energy. Given the tables in the appendix, there is
exactly such a mechanism that we included in the model.

Below the energy of 30 eV, only dissociative excitation and electron impact ionization
of neutral methane may happen. All of these processes have a low cross section
toward the production of C*. This makes up only about 5% of the total cross
section. It follows that the cross section toward the production of C™ must be
lower than 5% of the total cross section of these processes. However, beginning at
around 34 eV, there is the process of dissociative ionization from ionized molecules
to CT, which has a much larger relative cross section of 20% and up to 45% of the
total cross section. This adds to the total production of C*, which in turn may be
ionized to C*2. This is not a direct pathway to C*™ but rather a two-step process
leading over C*. One can see a representation of this mechanism in Figure 31

+ + + + + +2 43
CH, GCH, CH; GH, CH c—c < ¢
—>nl. CH;r ——>DIL.CH —> EL.C

+
DI.CH3 —— DI.CH,

Figure 31: Scheme of the proposed mechanism potentially explaining the decrease
of the molecular ions at around 35eV. Shown are the processes of dissociative
ionization leading to C™ which in-turn is ionized to C*2.

Yet, we considered this mechanism in the model and did not see any changes. This
may be because, in reality, the trap biases towards carbon ions as they cannot
dissociate. The trap has a certain capacity for trapping ions. After it has reached
its limit, there may be some bias toward more 'stable’ ions, meaning less chance of
dissociation. This would lead to a larger accumulation of carbon ions and would
also increase the effect of the mechanism leading from ionized molecules to C*2,

The last big difference is found at higher energies between 45eV and 60eV. The
model only predicts the rise of C™® and the decrease of C™2. In the data, one finds
that the molecular ions and carbon rise as well in this regime. In our model, we
have no processes relating to the molecular ions, or C* that arise at this energy.
Especially those that increase these populations.
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If one just considers the molecular ion populations and C*, one can see that they all
behave very similarly in the data. This looks more like a global effect than individual
cross-sectional changes. This global effect is shown in Figure 32.
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Figure 32: Molecular ion populations and C* vs. beam energy. All populations show
similar behaviour in this energy region, leading back to changes in the extraction
efficiency.

This may occur because the extraction efficiency changes with increasing energy.
Upon increasing the energy, the space charge of the trap changes. This leads to a
change in the effective kick voltage that the ions experience. Thus, they are extracted
differently and potentially more efficiently. This coincides with the appearance of
C™. As this ion population appears, the space charge changes quickly, thus leading
to a abrupt change in the extraction for every ion.

Another interesting observation is that the population of C™2 is the largest popula-
tion in the data as well as in the model. C* is also very large in the model, but this
is due to the fact that the only mechanisms causing losses for C™ are evaporation
and radiative recombination.

In our discussion of the model in Section 5, we showed that the population of C
does not converge for the breeding times we chose in the experiment. We did not
measure the population of C*2 as a function of breeding time, which makes us
unable to confirm that this is the case in the experiment. However, if this were
true, it would imply that the potential population of C*™ may be much larger for
larger breeding times, and we extract this population while it is still not in a state
of equilibrium.

The reason this population is so large lies in the fact that it gains from the C7*
population, which is the end of the dissociation chain, while only losing to C™ at
higher energies.

Past 60 eV, all the populations go to zero. This is not because we stop producing ions
in the trap but rather because it is associated with the asymmetric trap. For this
measurement, we used an asymmetric trap where D'T3 is at roughly 60V potential
and DT5 is 6V higher than DT4. When the potential of DT4 is increased, the trap
becomes less asymmetric and eventually becomes a symmetric trap when DT4 is at
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54V. After this point, the trap is asymmetric in the other direction, and extraction
becomes exceedingly hard. We never quite reached a potential of 54V, but the
measurement indicates that the asymmetry of the trap was sufficiently disturbed by
the increase in potential of DT4, such that the extraction efficiency dropped very
rapidly.

6.7 Disappearance of the signal at low energies

During the measurements, we noticed that the signal is lost very reliably at beam
energies of around 15eV. We want to study this more carefully to better understand
what limits our ability to lower the energy further. Like we stated in Section 4, we
did a measurement where we lowered the energy until the spectrum disappeared.
Below is the spectrum during the three steps of this process, where the spectrum
shows a good, medium, and eventually very bad signal-to-noise ratio.
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Figure 33: Three spectra of the disappearance measurement. First spectrum: clearly
visible peaks, second spectrum: signal to noise ratio is small but peaks are still
visible. Right plot: peaks are barely visible as the noise grows.

In the first figure, one can clearly see all the peaks of methane’s dissociation products
we identified in Section 6.2.1. This measurement was taken shortly after the energy
scan for methane. We concluded in Section 6.2.1 that the influence of O" on the
CH; peak is negligible. The same is true for this measurement. In the second figure,
one can see that the signal-to-noise ratio has worsened while all of the peaks are
still visible. The last figure shows the signal after the spectrum has disappeared. It
is just composed of noise.

If we integrate over the peaks like we described in Section 6.1, we can display how
the intensity changes with lower energies. As the signal-to-noise ratio gets worse the
lower the beam energy, the statistical error from averaging is naturally very large
in this measurement. We will not show the error in the figure with all graphs to
increase visibility. However, we show two of the populations in figure 34 to give an
idea of how large the errors are.

The intensity of all the peaks decreases continuously without sudden drops in inten-
sity. This implies that there is no resonant process that leads to the disappearance
of the spectrum, but rather that the loss of the signal is associated with a global
worsening of the production and extraction of the ions.

To understand where the theoretical limit of the signal lies, it is worth considering the
tables provided in the appendix. These tables give all the pathways of dissociation
of methane we considered in the model. Especially important here is the following
process:
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Figure 34: Two of the total five graphs with errors. Error is the standard error of
the mean.

e+ CHy — CHJ + 2¢ (57)

This process is only possible at energies larger than 12.6eV (see appendix). It is the
process of electron-impact ionization of neutral methane. This is the basis for the
further dissociation of other ions. If the electron energy is lower than this energy, no
ions can be produced from methane. The threshold energies for neutral dissociation
of methane are at lower energies, but we assume that neutrals are not trapped and
can thus not contribute to an ion population. Thus, this describes the theoretical
limit of how low we can choose the beam energy and still see the spectrum of the
dissociation products of methane.

As the spectrum disappears at an energy of roughly 17eV, we are only 4.4eV away
from the theoretical limit. Effects like negative space charge may also play a role in
further lowering the true electron energy (see Section 3.4.2). Meaning, it is possible
that we are even closer to the theoretical limit.
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Figure 35: Population size as a function of beam energy. Errors have been excluded
for better visibility.

7 Conclusion and outlook

The goal of this thesis was to understand how methane is ionized and dissociated in
an EBIT at low energies.

A key idea to make this possible was to use the integral of the peaks in the TOF
data as a measure for an ion’s population. The fluctuations of the spectrum were
one of the main sources of error in the experiment.

To interpret the data, we created a model that considered the rates at which different
ion populations increase and decrease. These were formulated as coupled differential
equations that were solved using the Runge-Kutta method.

We took TOF spectra of methane and ethane to identify what ions are present in
the trap.

To identify the lines correctly, we provided evidence of different kinds. Our previous
knowledge of what molecules are possibly present helped in formulating a guess for
a TOF calibration.

We were able to differentiate atomic peaks from molecular peaks as they are not as
limited in their intensity by dissociation.

The ionization energies of the atoms present in the trap were used to identify the
ions of carbon and prove that very little water was in the trap, as no oxygen peaks
were present.

Doubly ionized fragments of ethane were found in the spectrum of ethane, which
was surprising to us, as we suspected the molecules to dissociate before reaching a
state of double ionization.

This proved that it is possible to ionize molecules with an EBIT without completely
dissociating them.

We determined optimal experimental parameters to increase the signal, which is
naturally very low at the energies we operated the EBIT at.

We varied the pressure while measuring the ion populations to find the optimum of
this parameter. All ions showed a linear relationship between population size and
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pressure, while the slopes were different for every ion. The slopes were compared to
the slopes predicted by the model for an increase in neutral methane. The model was
able to predict the ordering of the slopes from largest to smallest. It showed similar
slope ratios for the slope of CHJ /CHj, while the ratio of C*/CHJ and C*/CHy
were smaller in the model than in the data. The reason for this is that the model
does not consider all reactions leading to C* thus this slope is underrepresented.
The linear growth was predicted by our model as a consequence of the neutral
methane population being an ideal gas and the temperature and volume remaining
constant.

We also discussed the difference in slope between CH} and CHj and traced it back
to the fact that CHy is produced by other molecular ions that suffer from losses,
while CHJ is only produced from neutral methane, which does not lose any particles
as there is constant replenishment.

The optimal trap depth interval is between four and six volts of trap depth on one
side of an asymmetric trap. The other side was at a potential of 60V.

This finding proved to be similar to what other works also found [19, 20]. It was
explained by ion temperatures rising with deeper traps, leading to more losses than
ions gained by the deeper trap.

Here, the model was used to predict the share of an ion’s population in the total ion
count. We found that CHJ is overrepresented in the data due to not considering
neutral processes in the model, while the other populations were well predicted by
the model, with the exception of CHJ .

The breeding time was shown to have a great influence on the ion population. At
first, populations rise quickly with breeding time. Eventually, a state of equilibrium
is reached after 0.024 s. This point was similarly predicted by our model for the
molecular ions, although there were some differences. The equilibrium is established
as a consequence of population-dependent losses that increase until the losses are as
large as the gains from other ion species.

The model did not predict the time of equilibrium for the C* population, again
because the model does not include all possible reactions.

We planned on measuring the influence of the current on the ion population size.
However, a systematic error was made that led to the energy being varied in parallel
to the current.

It would be interesting to repeat this measurement without this error to better
understand how the current influences the ion population. For this particular ex-
periment, it was not necessary to determine an ideal value for the current, as the
current was constantly very low due to losses in transmission through the off-axis
electron gun. Because of this, we aimed for as large a current as possible in every
measurement.

To better understand the interactions between the ions, we measured the ion pop-
ulations while varying the electron beam energy.

To get a more accurate representation of the ion populations, we corrected for the
ringdown.

Our model was able to explain many of the structures we observed, indicating that
the changes in population arise due to changes in cross-section that dictate how ion
populations interact with each other.

The model did not predict the drop of the molecular ions around 35 eV electron beam
energy. We provided an explanation for this behavior in discussing the influence of
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dissociative ionization. While we included this in our model, it may not show because
of different effects concerning the trap physics that we did not consider.

The rise at around 45eV was explained as a global effect, due to changes in the
extraction efficiency.

The drop off at 60eV is due to the trapping being disturbed by the asymmetry of
the trap decreasing.

We were able to explain most of the behavior of the carbon ions. The model was
also able to predict the sequence of the molecular ions’ populations.

Finally, we measured the point of disappearance of the ions. It showed that we lose
the signal completely at an energy of 17.1eV, which is 4.4 eV above the theoretical
limit for ionization of neutral methane.

This shows that an EBIT can be used to produce ionized molecules at very low
energies.

This work may be improved by using an on-axis electron gun instead of the off-axis
version we used. For these measurements, the off-axis gun was mostly a disadvan-
tage, as it caused the transmission and thus the current to be very low. This made
the signal-to-noise ratio worse than if we had used an on-axis gun.

Another improvement may be made by optimizing the TOF spectrum for C* instead
of CHj. This would have made the comparison to the model more accurate.

The model can be improved by including all reactions between the ions, no matter
how small they may be, as it is difficult to say how large this affects the dynamics of
the ions. Additionally, one could also include effects like dielectronic recombination
[19] and charge exchange. These may be able to predict smaller structures in the
data.

It may also be interesting to inspect additional molecules, like the polycyclic aro-
matic hydrocarbons we mentioned in the introduction. All the strengths of the
miniature EBIT that make it a well-rounded atomic ion source may be translated
to molecular ions. This could provide a novel and potentially superior way of con-
ducting studies in molecular physics. Especially if the EBIT is used in combination
with other light sources, such as synchrotron radiation.
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A PROCESSES CONSIDERED IN THE MODEL

A Processes considered in the model

All the tables were taken from [5]. The reactions for the direct ionization
of carbon ions are not listed here, but included in the model.

I,ord, E’ E (diss. products)

Reaction (eV) (eV) (eV)
etCH; —CHj +2e 12.63  12.63 “e
—CH; +H+2e 1425  17.49 3.2
—CH; +H,+2e 15.1 18.83 3.7
—CH"+H,+H+2e¢ 19.9 23.5 3.6
—CY+2H,+2e 19.6 24.6 5.0
—H"+CH;+2e 18.0 20.7 3.0
—H, +CH,+2e 20.1 25.6 6.0

Figure 36: Electron impact ionization of neutral methane. I, appearance energy,

Eél_) mean electron loss, Fx mean total kinetic energy of products. The last two
reactions are not considered in the model.

E4q=E) E (ion.prod.)

el

Reaction Channel R}, (eV) (eV)
e+CH, —e+CHy +H* +e 0.35 27.05 11.78
—e+CH, +H+H" +e 0.24 32.48 11.78
—e+CH"+H,+H" +e 0.22  33.09 11.78
—e+C"+H,+H+H"+e 0.19 36.76 11.78
e+CH; —e+CHy+H"+e 040  30.81 11.78
—e+CH"+H+H"+e 0.31 35.94 11.78
—e+C +H,+H" +e 0.29 35.09 11.78
e+CHY —e+CH"+H'+e 0.55 30.41 11.78
—e+C "+H+H"+e 0.45 34.15 11.78
e+CH" —e+Ct+H'+e 1.00 29.0 11.78

Figure 37: Dissociative ionization. R}, branching ratios,Ey, threshold energy, Ex
mean total kinetic energy of products. All reactions are considered in the model.
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Eth=E7_) Ex (products)

el

Reaction Channel R} : (eV) (eV)
e+CH; —CHS+H+e 0.360 5.2 3.6
—CH;+H* +e 0.315 8.0(#) 2.6
—CH; +H,+e 0.140 6.5 4.0
—CH,+Hj +e 0.073 9.5(#) 2.0
—CH*+H,+H+e 0.068 10.0 2.4
—CY+2H,+e 0.044 10.4 3.7
e+CH; —CHf +H+e 0.256 10.6 5.3
—CH,+H* +e 0.515 11.0 2.5
—CH*+H,+e 0.125 12.0 6.1
—CH+H; +e 0.048 11.32 0.8
—C*+H,+H+e 0.056 14.0 4.5
e+CH, —CH'+H+e 0.195  12.0 7.0
—CH+H"+e 0.675 9.0 2.4
—C+H+H" +e 0.040 14.2 3.3
—CY+H,+e 0.056 11.0 6.8
—C+HS +e 0.021 11.6* 33
—CtY+2H+e 0.013 15.5 6.8
e+CH" —Ct+H+e 0.09 12.2° 8.2
—(CH)**-C*+H+e 1.0 2.5 4.0
—C+H*+e 0.91 5.0° 2.0
E{)=8.4°

Figure 38: Dissociative excitation. R}, branching ratios, Ey, threshold energy, Ex
mean total kinetic energy of products. In the model the first reaction of each ion
population is considered to contribute to another ion population. The rest of the
reactions are considered to decrease the given ion population without adding to
another.





