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Abstract 

It has been shown that when speakers produce hand gestures, 

addressees are attentive towards these gestures, using them to 

facilitate speech processing. Even relatively simple “beat” 

gestures are taken into account to help process aspects of speech 

such as prosodic prominence. In fact, recent evidence suggests 

that the timing of a beat gesture can influence spoken word 

recognition. Termed the manual McGurk Effect, Dutch 

participants, when presented with lexical stress minimal pair 

continua in Dutch, were biased to hear lexical stress on the 

syllable that coincided with a beat gesture. 

However, little is known about how this manual McGurk 

effect would surface in languages other than Dutch, with 

different acoustic cues to prominence, and variable gestures. 

Therefore, this study tests the effect in Spanish where lexical 

stress is arguably even more important, being a contrastive cue 

in the regular verb conjugation system. Results from 24 

participants corroborate the effect in Spanish, namely that when 

given the same auditory stimulus, participants were biased to 

perceive lexical stress on the syllable that visually co-occurred 

with a beat gesture. These findings extend the manual McGurk 

effect to a different language, emphasizing the impact of 

gestures' timing on prosody perception and spoken word 

recognition.  

Index Terms: speech perception, gesture, lexical stress 

1. Introduction 

Communication is a multimodal affair, whereby interlocutors 

make use of both voice and body to convey meaning. 

Furthermore, both the auditory and visual modes of 

communication are temporally aligned so that in pitch-accent 

languages such as English or Spanish, gestures tend to co-occur 

with pitch-accented syllables (see [1] for a review). In 

laboratory settings where participants are asked to point or 

produce beat gestures (i.e., non-referential gestures that mark 

an underlying rhythmic pulse, see [2], [3]), this coupling in time 

has been shown to be quite precise: the ‘apex’ or point of 

maximum extension of the gesture most stably aligns with the 

peak of the pitch accent [4] and this gesture timing is affected 

by an upcoming prosodic boundary, showing similar patterns to 

pitch production at prosodic boundaries (namely showing a 

shift to earlier positions within the syllable to accommodate the 

additional boundary tone [5]). 

The close link between gesture and prosody also has an 

impact on the listener. For example, the presence of a beat 

gesture coupled with a contrastive (L+H*) pitch accent leads to 

greater recall of target words than when presented with a pitch 

accent alone [6]. Such effects have also been found in EEG 

studies, where for example [7] found that words produced in 

contrastive focus with a beat gesture elicited a P300 component, 

which is said to reflect increased attention. This close link can 

even be used in language learning contexts, where beat gestures 

have been shown to facilitate word learning [8], the learning of 

lexical stress [9], and to improve pronunciation [10], [11]. 

In addition to areas of recall, attention, and learning, a 

number of studies have investigated the impact of manual 

gesture production on syntactic parsing and prominence 

perception. For example, regarding the former, [12] 

investigated how gesture can impact the perception of sentences 

that are syntactically ambiguous, yet can be disambiguated via 

prosody. They found that listeners showed no difference 

between modalities (audio-only, or AO vs. audiovisual, or AV 

conditions) when gestures were produced naturally to co-occur 

with the meaning conveyed with prosody. However, when 

seeing videos where the meaning of prosody and gesture did not 

match, listeners were significantly more likely to choose the 

meaning conveyed by gesture over that of prosody. Thus, the 

timing of gestures is used by listeners as an audiovisual prosody 

cue. Regarding the effects of beat gestures on the perception of 

speech prominence, [13] created matching and mismatching 

multimodal versions of Dutch sentences containing two target 

words, where a pitch accent could be placed on either the first 

or second word, and a beat gesture could also be placed on 

either the first or second word. The participants were then asked 

to rate the prominence of the target words in AO and AV 

conditions. They found that words produced with a beat gesture 

were perceived as more prominent in the AV condition than that 

same utterance in the AO condition. Additionally, when 

listeners saw a beat gesture on one target word, the perceived 

prominence on the other target word decreased. 

The aforementioned studies show how the production of 

gestures facilitates the comprehension of semantic and 

pragmatic meanings at the level of the utterance (via syntactic 

parsing and focus marking). More recent work has targeted the 

effects of beat gestures on the perception of lexical stress (i.e., 

testing word-internal prominences), showing how in Dutch 

gestural timing can even impact spoken word recognition. In a 

2-alternative forced choice (2-AFC) experiment, [14] used 

disyllabic lexical stress minimal pairs (e.g., PLAto vs. 

plaTEAU) to create lexical stress continua of manipulated audio 

which gradually went from a trochaic pattern (strong-weak; 

SW) to an iambic pattern (weak-strong; WS). The manipulated 

audios of the target words were then embedded in a carrier 

sentence and superimposed on a video of a speaker producing a 

beat gesture occurring with either the first syllable or the second 

syllable. The authors then presented these items to 48 native 



speakers of Dutch, who were asked to choose the word they 

heard. Results showed that seeing a beat gesture on the first 

syllable (compared to seeing no gesture) prompted significantly 

more SW responses across all steps on the acoustic continuum. 

Follow-up experiments suggest that this effect of manual beat 

gestures on lexical stress perception is robust (e.g., also 

surfacing when data is collected online) and serves as an even 

stronger cue to lexical stress than articulatory cues to stress on 

the lips and face [15]. The authors thus termed this effect the 

manual McGurk effect, reflecting the classic finding by [16] 

that the visual modality has an impact on perception in the 

auditory modality, and subsequently, spoken word recognition.  

The aim of the current study is to assess the generalizability 

of the manual McGurk effect. Specifically, we tested this effect 

in Spanish, where stress is a more informative lexical cue than 

in Dutch, as it is part of the regular verb conjugation system. 

Namely, lexical stress allows for the disambiguation between 

the verb inflections for first person present tense and third 

person preterit tense for many Spanish verbs (e.g., ‘bailo’, I 

dance, with stress on the initial syllable vs. ‘bailó’, (s)he 

danced, with stress on the final syllable). Therefore, one might 

expect the manual McGurk effect to have a larger effect size in 

Spanish than in Dutch (which only has a handful of, 

semantically unrelated, minimal pairs). In addition, we made 

several critical changes to the paradigm. First, whereas the 

continua in [14] were created by manipulating F0 only (keeping 

intensity and duration at ambiguous levels), the current study 

varies multiple cues to stress across the phonetic continua, as 

syllabic duration has been shown to be a strong cue to lexical 

stress in Spanish, with F0 being a more reliable cue to 

prominence at a phrasal level [17]. Second, we were able to test 

the effect in more items (given the larger repertoire of lexical 

stress minimal pairs in Spanish).  Finally, the current study will 

make use of video recordings of a female speaker of Castilian 

Spanish producing a beat gesture with a different kinematic 

profile (i.e., a smaller, punctuating movement more in line with 

naturally produced gestures). Thus, we aim to assess the cross-

linguistic generalizability of the manual McGurk effect in a 

more naturalistic setting with more variable stimuli properties. 

We expect to find the same pattern of results as reported in [14], 

namely that seeing a beat gesture on the first syllable will bias 

participants towards choosing more SW responses. Further, 

given the relative importance of stress as a lexical cue in 

Spanish, this effect size may be even larger than that reported 

for Dutch. Such findings would add to the growing body of 

literature that suggests speech perception is influenced by 

multimodal communication.  

2. Methods 

2.1. Participants 

Twenty-four native speakers of Castilian Spanish (11 female, 

11 male, 2 no response; Mean age: 28.26 ± 5.6) were recruited 

via Prolific and tested online using the Gorilla platform 

(http://gorilla.sc). Participants gave informed consent as 

approved by the Ethics Committee of the Social Sciences 

department of Radboud University (ECSW-LT-2023-8-31-

15306). None of the participants reported any hearing or 

language deficits. 

2.2. Materials 

Materials consisted of 18 lexical stress minimal pairs 

(henceforth “items”, see full list at https://osf.io/bmk2s/) that 

consisted entirely of segmentally identical verb conjugations, 

either in the first person singular in the present tense (e.g., 

‘bailo’, I dance) or the third person singular in the preterit tense 

(e.g., ‘bailó’, (s)he danced). A female native speaker of 

Castilian Spanish was recorded producing the single-word 

utterances twice with a beat gesture, and twice without. The 

speaker was instructed to produce the beat gesture in a way that 

was natural and comfortable for them. The video recordings 

were then manipulated in Praat [18] and Python [19] to create 

the final AV stimuli. All scripts for stimuli creation are publicly 

available at https://osf.io/bmk2s/. 

2.2.1. Audio manipulation 

The audio was extracted from the no-beat videos on a trial-

by-trial basis. Syllable and segmental annotations were made 

manually in Praat. Adapting a script adopted from [20], we then 

created 11-step phonetic continua from clear SW (‘bailo’) to 

clear WS (‘bailó’) for each item. Specifically, the script took 

the WS recordings of each item and first linearly interpolated 

the two syllable durations in 11 steps (i.e., step 1 had a long first 

syllable, but step 11 had a short first syllable). Then the F0 

contour was linearly interpolated in 10 ms time bins between 

the two original SW and WS contours, followed finally by 

interpolating the two syllables’ mean intensity. This resulted in 

three-dimensional phonetic continua, where co-varying 

duration, intensity, and F0 cues together gradually changed 

from cueing SW to cueing WS. In an AO pretest, the 

manipulated audios (N = 198, 18 items x 11 steps per item) were 

presented to 12 native speakers of Castilian Spanish (not 

participating in the actual AV experiment), where they were 

asked to categorize the target words as either SW or WS in a 2-

AFC task. Based on the results from the pretest, we selected 

five steps for each item that represented a perceptual continuum 

from SW to WS. The original recordings were then added at the 

extreme ends of the continua (i.e., steps 1 and 7 were 

completely unmanipulated) and thus the continua for each item 

contained 5 manipulated audio steps (in terms of duration, mean 

intensity, and F0).  

2.2.2. Video manipulation       

The original video recordings were imported into ELAN [21] 

for annotation of gesture production, focusing specifically on 

the gesture phase (that is, the stroke of the gesture as well as 

any preparation, hold, and recovery phases) and the apex (the 

point of maximum extension within the stroke). Based on this 

data, the average time-normalized position of the apex within 

the stressed syllable was calculated for each member of a lexical 

stress pair in R [22] (e.g., for a given word, the gesture's apex 

arrived at the 12%-point of a given stressed syllable's duration). 

This then informed a custom Python script that merged the 

manipulated audio and the original video file (taken from the 

WS recording for each word) so as to create two conditions: a 

version of the continua with the beat gesture apex occurring on 

the average time-normalized position within the first syllable 

('beat-on-syllable-1'; Bo1) and a version of the continua with 

the beat gesture apex occurring on the average time-normalized 

position within the second syllable ('beat-on-syllable-2'; Bo2). 



Figure 1 illustrates the two gesture conditions in experimental 

stimuli for the item “bailo” at step 4. Finally, the video was 

cropped to focus on the gesturing speaker and the speaker's face 

was masked to remove any articulatory cues to stress. In 

addition to these AV stimuli, videos were also made for ‘catch 

trials’ that were included to motivate participants to keep 

watching the AV stimuli (i.e., not close their eyes). A total of 

18 videos (one for each lexical pair) was taken from the 

recordings without gesture, and a large red cross was 

superimposed on the video.  

 

 

Figure 1: Still images taken from the AV stimuli, 

showing the beginning and end (apex) of the gesture 

stroke. Lower panels show the temporal alignment 

with item “bailo” at ambiguous step 4 in Beat-on-

syllable 1 (Bo1) and Beat-on-syllable 2 (Bo2) 

conditions (red dashed line indicates apex placement).  

2.3. Procedure 

The experiment took place online on the Gorilla platform. After 

an initial screening to check for technical compatibility (i.e., 

checks for the use of headphones and media playback) and 

some pre-experimental individual differences tests (not 

reported here), the participants were given a short description 

of the 2-AFC task. They were specifically instructed to watch 

the video and decide which of the two target words they heard 

by pressing ‘F’ (stress on the first syllable, e.g., ‘bailo’) or ‘J’ 

(stress on the second syllable, e.g., ‘bailó’). They were also told 

that if they saw a red cross in the video (i.e., a catch trial) to 

push the ‘space bar’, in an attempt to motivate participants not 

to close their eyes. They were given 6 practice trials and then 

moved on to the actual experiment. Items were presented in a 

randomized order (N = 252, 18 items x 7 steps x 2 conditions). 

Trials started with the presentation of a fixation cross along 

with the two potential target words on either side of the screen 

for 1000 ms. Then, the AV stimulus was played for the 

participant, after which, the target words reappeared on the 

screen and participants had to make their decision. They had 4 

seconds to give a response before automatically moving on to 

the next trial. The entire experiment lasted approximately 1 

hour and participants were renumerated for their participation 

at 6 GBP per hour.      

3. Results 

All scripts for statistical analysis are publicly available at 

https://osf.io/bmk2s/. Missing data due to time-out were 

excluded from analysis (14 trials; <0.1%). Figure 2 shows the 

percentage of SW responses that were recorded at each Step in 

the two Gesture conditions. Figure 3 illustrates some of the 

individual variation present in the data. 

 

Figure 2: Percentage of SW responses at each step by 

condition (green line = Beat-on-syllable 1, orange 

line = Beat-on-syllable 2), showing that the same 

acoustic stimulus was perceived as more trochaic 

(SW) if the beat occurred on the first syllable, but as 

more iambic (WS) when the beat occurred on the 

second syllable. Error bars represent standard error. 

 

Figure 3: Percentage of SW responses at each step by 

condition, sampled from 6 participants. The top row shows 

data from 3 participants with less clear effects, while the 

bottom row shows data from 3 participants with robust effects. 

Using the lme4 package [23], a generalized linear mixed 

effects (GLM) model with logistic link function was built with 

the participants’ responses as the binomial dependent variable 

(SW response coded as 1; WS response coded as 0) and fixed 

effects of Step (z-scored), Condition (categorical variable; Bo1 

mapped onto the intercept), and their interaction. The random 

effects structure was determined using the buildmer package 

[24] which takes the most complex random effects structure as 

input, and returns the structure that best fits the data. Thus, the 

model included by-participant and by-item random intercepts. 

This model revealed a significant effect of Step (β = −3.246, s.e. 

= 0.106, t = −30.582, p < .001), as well as Condition (β = 

−0.436, s.e. = 0.089, t = −4.906, p < .001). Omnibus test results 

showed a significant main effect of Step (χ2(1) = 1463.9, p < 

.001) as well as a significant main effect of Condition (χ2(1) = 

23.87, p < .001). A post-hoc Bonferroni-corrected pairwise test 

was carried out with the emmeans package [25] to further assess 

https://osf.io/bmk2s/


the main effect of condition. It was found that when participants 

saw a beat gesture on the first syllable, they were significantly 

more likely to report hearing a SW pattern than a WS pattern (z 

= 4.91, p < .001) compared to trials where the beat gesture fell 

on the second syllable. There was no interaction between Step 

and Condition.  

4. Discussion & Conclusions 

The main objective of the current study was to corroborate the 

robustness of the manual McGurk effect by testing in a different 

language, namely Spanish. In this preliminary sample, 24 

participants heard disyllabic single-word utterances sampled 

from 7-step continua from SW to WS (acoustically signaled by 

co-varying F0, duration, and mean intensity), while visually 

accompanied with a beat gesture either on the first or second 

syllable. The results showed that seeing a beat gesture on the 

first syllable led to significantly more reports of hearing the SW 

target word (e.g., 'bailo' with initial stress, I dance), while the 

same (possibly ambiguous) acoustic stimulus combined with a 

beat gesture on the second syllable biased perception towards 

the WS target word (e.g., 'bailó' with final stress, (s)he danced).  

These results thus lend further support to the manual 

McGurk Effect by extending the effect to Spanish, where 

gestural timing could potentially be a more important cue in 

speech perception as we demonstrate here that it can distinguish 

verb inflections for the first person present tense and the third 

person preterit tense in many verbs. However, the effect size in 

the current study does not seem to be larger than previously 

reported for Dutch (where only few minimal stress pairs exist). 

If anything, it appears to be smaller (maximally 7% shift at 

ambiguous step 4 vs. an average of 20% in [14]; for similar 

results regarding how non-manual cues affect the perception of 

contrastive focus in Spanish, see [26]). One potential 

explanation is that Spanish listeners are used to assessing 

lexical stress contrasts, and thus may be more in tune with 

acoustic cues, relying less on visual cues. Nevertheless, strong 

conclusions about this comparison are not warranted given 

methodological differences. That is, the present smaller effect 

size could have been driven by the larger number of items 

(increasing item variability), greater acoustic variability, the 

precise gestural timing on a millisecond timescale, sample size, 

or variable gesture kinematics. Future studies may want to test 

bilingually-raised participants in both their native languages to 

be able to draw more direct cross-linguistic comparisons.  

In any case, the current study takes an important step in 

extending the effect with more naturalistic stimuli, particularly 

in terms of (a) the kinematic profile of the gesture, and (b) the 

acoustic cues to prominence. Regarding the kinematic gesture 

profile, the present outcomes emphasize the impact of relatively 

simple hand gestures on spoken word recognition. Previous 

studies presented participants with a male speaker producing a 

rather forceful beat gesture, while the current speaker presented 

a female using more naturally produced subtle beat gestures. 

Studies have shown that biomechanical forces from hand 

movements and gestures have an impact on speech acoustics 

([22], [23]). Indeed, it has been argued that the manual McGurk 

Effect may not necessarily reflect the perception of the auditory 

signal alone, but rather that participants are perceiving a “limb-

vocalic speech act, and varying information about physical 

impulses of gesture interacts with audition in the perception of 

a more global array of multimodal information” [24, p. 1]. 

Though the gesture used in the current study does not directly 

address this issue (as biomechanical effects may still be present 

in the gestures that were produced), it is interesting to see a 

more subtle gesture produce a manual McGurk effect. Future 

studies may assess whether the effect would be present with 

much smaller gestures, as “beat” gestures have been described 

to be as small as simple flicks of the finger [2]. 

The current study confirmed the effect when varying 

multiple cues to prominence (particularly syllabic duration as a 

major cue to word-level stress prominence in Castilian Spanish 

[17]). However, further cross-linguistic comparisons of how 

gestural timing can impact speech perception are needed. For 

example, less is known about how this effect would play out in 

fixed-stress languages which do not have lexical stress minimal 

pairs (e.g., French). Beat gestures could then potentially impact 

word recognition by means of facilitating speech segmentation. 

Alternatively, assessing the effect in tonal languages where 

specific F0 contours (i.e., lexical tones) act as a major cue for 

word recognition would further our cross-linguistic knowledge 

of how gesture timing and speech acoustics interact, impacting 

speech perception. 

Finally, little is known about the ways in which individual 

variation plays a role in the manual McGurk Effect. As shown 

in Figure 3, some participants showed no clear patterns of the 

manual McGurk effect (top row) while others showed quite 

consistent patterns (bottom row). While the manual McGurk 

effect is rather robust at the population level, it would be 

interesting to see what different cognitive factors may drive 

these individual differences, such as phonological/visuospatial 

working memory, musical abilities, or other cognitive 

measures. Some of these individual differences may even lead 

to explanations as to why some individuals differ in their timing 

patterns of multimodal speech production. Indeed, most studies 

on the temporal integration of speech and gesture focus on 

group averages, and much less is known about individual 

differences in multimodal speech production, even though it has 

been shown that considerable individual variation does indeed 

exist (See [30] for a short discussion). All in all, the current 

study adds further evidence to the idea that the temporal 

gesture-speech alignment patterns impact the sounds we hear, 

and opens up multiple future lines of research to better 

understand multimodal communication, both in perception and 

production.  
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