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We investigate early-time equilibration rates of observables in closed many-body quantum systems
and compare them to those of two correlation functions, first introduced by Kubo and Srednicki.
We explore whether these different rates coincide at a universal value that sets the timescales
of processes at a finite energy density. We find evidence for this coincidence when the initial
conditions are sufficiently generic, or typical. We quantify this with the effective dimension of
the state and with a state-observable effective dimension, which estimate the number of energy
levels that participate in the dynamics. Our findings are confirmed by proving that these different
timescales coincide for dynamics generated by Haar-random Hamiltonians. This also allows to
quantitatively understand the scope of previous theoretical results on equilibration timescales and
on random matrix formalisms. We approach this problem with exact, full spectrum diagonalization.
The numerics are carried out in a non-integrable Heisenberg-like Hamiltonian, and the dynamics
are investigated for several pairs of observables and states.

The current rate of development of quantum technolo-
gies means that experiments on quantum many body sys-
tems away from equilibrium are within reach. One of the
more easily realizable mechanisms in this context is that
of a quantum quench [1]. In it, one prepares a simple
initial state |Ψ〉 of a lattice system, such as a low en-
ergy eigenstate of Hamiltonian H0, and the Hamiltonian
is suddenly switched to H for which |Ψ〉 is no longer an
eigenstate. This drives the system far from equilibrium,
and the subsequent dynamics can be traced through the
expectation values of observables A,

〈A(t)〉 ≡ 〈Ψ| e−iHtAeiHt |Ψ〉 , (1)

where t is the time elapsed after the quench.
The experimental relevance of this setting has trig-

gered a large amount of theoretical work, aimed at de-
scribing the complex dynamics of a wide variety of mod-
els [2, 3]. One of the most prominent features of these
quantum dynamics is that physically relevant observ-
ables often thermalize, in the sense that there is some
time T such that 〈A(t)〉 ∼ 〈A〉β for t ≥ T , where

〈A〉β = Tr
[
e−βH

Z A
]

is the expectation value of a Gibbs

ensemble with average energy 〈Ψ|H|Ψ〉. It is by now
established that thermalization occurs generically as a
consequence of the eigenstate thermalization hypothesis
(ETH) [4, 5]. The ETH implies that energy eigenstates
within a microcanonical window have thermal expecta-
tion values, from which it follows that 〈A(t)〉 → 〈A〉β ,

where 〈...〉 denotes the long-time average.
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Less is known about how fast systems thermalize and
about how the ETH affects the approach to thermal equi-
librium (also called relaxation or equilibration). It has
been argued that the ETH is behind the fast relaxation
to steady state values [6–14]. It has also been shown to
play a role in fluctuation-dissipation relations [3, 15–18],
certain kinds of transport [3, 19–21], and in the appear-
ance of random matrix-like phenomena [3, 21–24]. How-
ever, our theoretical understanding of these processes,
their timescales, and of how the ETH exactly influences
them remains far from complete.

Here, we investigate the relaxation timescales of A by
numerically analyzing the early-time decay of the expec-
tation value 〈A(t)〉 for various observables and states.
We focus on a non-integrable Heisenberg model that we
study via exact diagonalization. For the cases studied, we
observe numerically that at early times the expectation
value decays as

〈A(t)〉 ' 〈A(0)〉e−
σ2At

2

2 ' 〈A(0)〉
(

1− σ2
At

2

2

)
, (2)

for some constant σA > 0. This sets the initial relaxation
rate, which dominates until later phenomena, such as hy-
drodynamic tails [21, 25, 26], become relevant. We thus
identify σA as the object of study of previous works on
the timescales of equilibration [8–10, 27, 28].

We study the relaxation rate σA, and relate it to those
of two correlation functions: C(t) describing the long-
time out of equilibrium fluctuations, introduced by Sred-
nicki [15], and the Kubo function CKubo(t) describing the
dissipation of perturbations near thermal equilibrium.
We also calculate these rates analytically in a random
matrix theory model, for which we show that they co-
incide up to a d−1 error, with d the Hilbert space di-
mension. Inspired by this result and other insights from
random matrix theory frameworks [7, 29], we theorize,
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and numerically analyze, that in “generic” situations, the
decay rate of all these quantities closely matches. This
sets a universal timescale, which may only depend on few
parameters such as the temperature [30].

The coincidence of correlation functions introduced by
Srednicki and Kubo has been previously referred to as a
“fluctuation-dissipation theorem” [3, 16]. With our anal-
ysis, we go beyond this connection by exploring how this
fluctuation-dissipation relation can already arise during
the initial relaxation process of the system. This is also
supported by previous results [11, 31] which found other
initial conditions under which thermal correlation func-
tions coincide with the post-quench evolution of observ-
ables.

To study the relation between the different decay rates,
we numerically determine σA for different initial condi-
tions and system sizes, up to L = 24, and compare it
to the rates σG and σK which characterize the dynamics
of the Srednicki and Kubo correlation functions, respec-
tively. We find that they are of the same order of magni-
tude in all cases studied, and they converge to the same
value for at least one of the observables and initial state
considered. We also observe that they are closer the more
generic or “typical” the initial conditons are, which we
quantify with the so-called effective dimension [32, 33] of
the initial state, and with a modified version of it that
also depends on the observable measured.

With these results, we illustrate with exact numerics
previous theoretical arguments regarding timescales of
relaxation [15, 27, 28], narrowing down their regime of
applicability. We conclude that the accuracy of many ex-
isting theoretical predictions, (in particular, their ability
to predict the relaxation timescale accurately) crucially
depends on the typicality of the initial conditions, which
appears to be challenging to quantify rigorously. We pro-
pose the aforementioned two quantities as figures of merit
of this typicality, and we conclude that their value also
relates to the validity of random matrix theory models
studied in the literature [6, 7, 17, 34–37].

The paper is structured as follows. We define the
model, observables, and states considered in our simu-
lations in Sec. I, and we study the decay rates of the ob-
servables in Sec. II. In Sec. III, we define the correlation
function of Srednicki and in Sec. IV that of Kubo. We
compare the different decay rates in Sec. V. In Sec. VI,
we show that all timescales coincide for Haar random
Hamiltonians of large dimensional systems. In Sec. VII,
we further investigate the conditions under which 〈A(t)〉,
C(t), and CKubo(t) have similar decay rates. We end with
some remarks and open questions in Sec. VIII.

I. NON-INTEGRABLE MODEL: HEISENBERG
CHAIN

We provide numerical results using a Heisenberg chain
with next-nearest neighbour interactions

H =

L∑
j=1

J1

(
S+
j S
−
j+1 + h.c

)
+ γ1 S

Z
j S

Z
j+1

+ J2

(
S+
j S
−
j+2 + h.c

)
+ γ2S

Z
j S

Z
j+2, (3)

where SZj = |↑〉〈↑| − |↓〉〈↓| is the Pauli operator along

Z for spin j and S+
j = |↑〉〈↓|. We characterize this

model by the coefficient vector (J1, γ1, J2, γ2). It is non-
integrable and obeys the ETH for generic parameters.
However, it is quasi-free for (J1, γ1, J2, γ2) = (J1, 0, 0, 0)
and Bethe-ansatz solvable when (J1, γ1, J2, γ2) =
(J1, γ1, 0, 0) [38–40]. Unless otherwise stated, we take
(J1, γ1, J2, γ2) = (−1, 1,−0.2, 0.5) for the figures.

The Hamiltonian in Eq. (3) has a number of sym-
metries which allows us to block-diagonalize it. In
particular, it preserves total magnetization in the

mz =
∑L
j=1 S

Z
j direction and is translation invariant.

In our numerics, we choose initial states with 〈mz〉 = 0,
which allows to further exploit the Z2 spin flip symme-
try. Our initial states are also chosen such that they have
support in the k = {0, π} translation sectors. This allows
us to access exact dynamics from the maximally symmet-
ric blocks of the Hamiltonian using the spatial reflection
symmetry.

We investigate two observables of interest,

A1 := SZ1 , (4)

A2 :=
1

L

L∑
j=1

SZj S
Z
j+1. (5)

Observable A1 has support on a single site and is there-
fore not translation invariant. This requires eigenstates
from different symmetry sectors of the Hamiltonian to
contribute to its dynamics. This is fundamentally dif-
ferent from the translation-invariant observable A2, for
which dynamics are generated only between eigenstates
in the same symmetry sector.

We study three initial states that, as we see below,
showcase rapid and slow examples of the relaxation pro-
cess when probed by the observables introduced above.
Let,

|ψ〉 := | ↑↓↑↓ . . . ..〉, (6)

|ψ′〉 :=
1√
2

(| ↑↓↑↓ . . . ..〉+ | ↓↑↓↑ . . . ..〉) , (7)

|φ〉 :=
1√
L

L−1∑
r=0

T̂ r| ↑↑ . . . ↑↓ . . . ↓↓〉, (8)

where T̂ is the translation operator shifting the state of
each spin by one lattice site.
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One expects the Néel-type state |ψ〉 to rapidly ap-
proach equilibrium due to every ↑ being neighboured by
two ↓ terms. Also, |ψ′〉 being a superposition of two such
states, we expect it to behave similarly, although its “cat
state” structure may slightly change the physics.

Meanwhile, |φ〉 is a translation invariant state where
the generating state | ↑↑ . . . ↑↓ . . . ↓↓〉 only has two points
that will initially admit spin flip dynamics. Due to this
property, we expect it to exhibit slower equilibration that
is more likely to feature hydrodynamic tails associated
with transport.

In summary, we focus on the observable-state pairs

〈A1(t)〉|ψ〉 := 〈ψ|A1(t)|ψ〉, (9a)

〈A2(t)〉|φ〉 := 〈φ|A2(t)|φ〉, (9b)

〈A2(t)〉|ψ′〉 := 〈ψ′|A2(t)|ψ′〉. (9c)

II. INITIAL DECAY RATE

We observe that the initial decay of expectations after
a quench takes the form

〈A(t)〉 ' (〈A(0)〉 − 〈A(∞)〉) e−
σ2At

2

2 + 〈A(∞)〉 (10)

' (〈A(0)〉 − 〈A(∞)〉)
(

1− σ2
At

2

2

)
+ 〈A(∞)〉,

where 〈A(∞)〉 represents a late time “equilibrated” value
that for simplicity we will take to be 〈A(∞)〉 = 0
throughout.

A Taylor expansion to second order shows that

σ2
A = − 1

〈A(0)〉
d2〈A(t)〉
dt2

∣∣∣
t=0

= −〈[H, [H,A]]〉
〈A(0)〉

=

∑
j,k cjc

∗
kAjk(Ej − Ek)2∑
j,k cjc

∗
kAjk

, (11)

where in the last line we expand in the energy eigenbasis
{|Ej〉} such that H =

∑
j Ej |Ej〉 〈Ej |, the initial state

is |Ψ〉 =
∑
j cj |Ej〉 and Ajk = 〈Ej |A |Ek〉. This sec-

ond derivative has previously appeared in the analysis of
general equilibration timescales [9].

Since we focus on an early-time regime, both the Gaus-
sian and the quadratic functions give good approxima-
tions, with the Gaussian being slightly more accurate in
most cases. The accuracy of the approximation is shown
in Fig. 1 for the observable-state pair in Eq. (9a) (the
other two show similar behaviour). Here, we see that
the Gaussian does a marginally better job at approxi-
mating the decay in the dynamical region of interest and
both functions get progressively worse at approximating
the dynamics as t increases. This differs from the expo-
nential decay ∼ e−σt associated with Fermi’s golden rule
found in some regimes [12, 41, 42]. In the cases studied
here, a leading linear term is already ruled out from the
fact that for our initial states and observables it holds
that [A, |Ψ〉〈Ψ|] = 0.

0.050 0.075 0.100 0.125 0.150 0.175 0.200 0.225 0.250
τ

10−6

10−5

10−4

D̄
(τ

)

Quadratic

Gaussian

FIG. 1. Early time fit of 〈A1(t)〉|ψ〉 as defined in Eq. (9a)
with respect to a quadratic and a Gaussian. We define a
discrete approximation of the functions to be compared at
the times t ∈ {n∆t|n ∈ N ∧ n∆t ≤ τ}. We take D̄(τ) =

||〈
−→
A1(t)〉|ψ〉 −

−→
f (t)||1/||〈A1(t)〉|ψ〉||1 where −→g (t) is the vector

with components g(n∆t), and f(t) is the fitted function on the
discrete interval. Here ∆t = 0.01 and the fits are performed
for L = 24 dynamics.

We first investigate the dependence of the initial de-
cay rate σA with respect to various parameters of the
Hamiltonian in Eq. (3). To produce a systematic pic-
ture of the dependence of σA on the parameters of the
Hamiltonian, we take (J1, γ1, J2, γ2) = (J1,

J1∆
2 , J2,

J2∆
2 ).

We further fix the relation J2 = 1
2.7J1. The results are

shown in Fig. 2 for L = 18. We vary J1 ∈ [−2,−1]
and ∆ ∈ [0.1, 1.1]. In this regime we see that the σ2

A
of 〈A1(t)〉|ψ〉 is largely independent of ∆ in the tested
regime. On the contrary, the decay rate σA of 〈A2(t)〉|φ〉
varies quite strongly with respect to ∆, most likely due
to its construction hindering spin flip dynamics early.
Our third example sits in-between these two. While
the timescales associated with 〈A2(t)〉|ψ′〉 vary weakly
with respect to ∆, the effect is non-negligible. Unsur-
prisingly, the timescales are much more sensitive to J1

since it directly controls the magnitude of interactions
which do not commute with the observables studied. As
we will see, we can associate this lack of dependence on
certain Hamiltonian parameters with the coincidence of
timescales that we explore.

III. FLUCTUATIONS: SREDNICKI’S
CORRELATION FUNCTION

We now consider the correlation function C(t), first
defined in [15], which quantifies the “correlations in time”
of 〈A(t)〉, as 1

1 Due to ETH, and the assumption that 〈A(∞)〉 = 0, one could
equivalently write these sums including the terms with j = k.
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FIG. 2. The plots use the parameters of (J1, γ1, J2, γ2) = (J1,
J1∆

2
, J2,

J2∆
2

) with J2 = 1
2.7
J1 fixed. All data shown here has

a system size of L = 18. (First row) Heat map of σ2
A as a function of J1 and ∆ for our three observable/state pairs. (Second

row) We define ∆σ2
A = maxσ2

A −minσ2
A, where the maximum and minimum are extracted from the data of the first row. To

illustrate the individual variation of σ2
A with respect to ∆ we cut the data from the first row by fixing J1 = −1.8. Normalizing

the σ2
A by dividing out ∆σ2

A indicates how much change in the value is due to changes in ∆ compared to J1.

C(t) =
〈A(t+ t′)〉〈A(t′)〉

〈A(t′)〉2
, (12)

where X(t′) ≡ limT→∞
∫ T

0
dt′

T X(t′). It can also be writ-
ten as

C(t) =

∑
j 6=k |cj |2|ck|2|Ajk|2e−it(Ej−Ek)∑

j 6=k |cj |2|ck|2|Ajk|2
. (13)

The ETH and properties of the observable and the
state imply that, for short times, this function decays as

C(t) ' e−
σ2Gt

2

2 ' 1 − σ2
Gt

2

2 (since it is at early times, the
quadratic function is also a good approximation). This
is discussed in more detail in Appendix A. Moreover, the
initial decay rate is given by

σ2
G =

∑
j 6=k |cj |2|ck|2|Ajk|2(Ek − Ej)2∑

j 6=k |cj |2|ck|2|Ajk|2

=
Tr [D(|Φ〉〈Φ|)[A,H]D(|Φ〉〈Φ|)[H,A]]

Tr [(D(|Φ〉〈Φ|)A)2]
, (14)

where D(|Φ〉〈Φ|) :=
∑
k |ck|2|Ek〉〈Ek| is the so-called di-

agonal ensemble. Note that 〈A(∞)〉 = Tr [D(|Φ〉〈Φ|)A] =
0. This can be seen by expanding Eq. (13) to second or-
der at short times. With this expression, σG could be
calculated by more efficient methods than exact diago-
nalization, such as tensor networks [43].

It will be often the case that σG characterizes relax-
ation timescales beyond the short-time behaviour of C(t).

We prove in Appendix B that the rate at which the corre-

lation function changes is upper bounded by
∣∣∣dC(t)dt

∣∣∣ ≤ σG
at all times – a form of quantum speed limit on C(t). The
main results of [44] also apply to this function. They
show that σG characterizes not only the initial rate but
also the timescales for C(t) to equilibrate to the steady
state value in generic situations (see Appendix C).

Unlike the form of σA in Eq. (11), σG in Eq. (14) im-
plies that the characteristic rate σG is independent of
the terms in the Hamiltonian that commute with A. In
our examples, both observables commute with the term
γ1S

Z
j S

Z
j+1 and as such σG is independent of γ1. We can

now compare this conclusion to that of Fig. 2, where
we see that σA is mostly independent of γ1 only for
〈A1(t)〉|ψ〉. This already hints to situations where we
expect σA ∼ σG.

In [15], it was argued that C(t) exactly models the de-
cay of 〈A(t)〉 after possible large out-of-equilibrium fluc-
tuations that happen after the system has thermalized.
We have not been able to numerically verify this claim,
since it appears that the potential fluctuations that this
correlation function models happen at late times (likely
scaling quickly with system size). In any case, from the
definition in Eq. (12), we can establish that C(t) quanti-
fies the correlations in time of the fluctuations of 〈A(t)〉.

Notice that this function depends on the same initial
conditions as 〈A(t)〉 (with the difference that it does not
depend on the phases of cjc

∗
kAjk). We may then expect

what is one of our main points: that in some “generic”
cases, e.g. in which the dependence with the phases is
unimportant, its decay rate may be close to σA in Eq. (2).
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This is in fact the conclusion reached by slightly differ-
ent arguments of previous works on relaxation timescales
[27]. These suggests that, given ETH, the relevant decay
timescale in which 〈A(t)〉 → 〈A〉β is close to precisely σG
(see Eq. (15) of [27]).

We now explain why this can be expected. As dis-
cussed in e.g. [27], the initial relaxation rate can be un-
derstood as follows: for many-body systems, the expec-
tation value of an observable

〈A(t)〉 =
∑
jk

cjc
∗
kAjke

−it(Ej−Ek), (15)

at time time t > 0 is a sum over a dense set of complex
numbers oscillating at different frequencies in the com-
plex plane. If these complex numbers are spread evenly
enough among the plane, they will typically collectively
cancel. This will cause the oscillating part of 〈A(t)〉 to
average to zero, leading to equilibration to a steady value.
This will happen quickly in general, provided that there
are not too many spurious correlations among the coef-
ficients cjc

∗
kAjk and the energy gaps, that might make

the spread uneven. We thus identify this spread and lack
of correlations between the complex coefficients with the
concept of “typicality”. A similar picture is also provided
in [28].

The conclusion stemming from this is that the relax-
ation or “dephasing” time is controlled by the variance of
the energy gaps, as weighted by the absolute value of the
coefficients in Eq. (15) [9, 27, 28]. This exactly coincides
with the expression for σG in Eq. (14). This implies that
the initial decay rate is the same as that of a correlation
function C(t), which we already know to be σG from the
discussion in Sec. (III), and so σA ' σG.

However, from this coarse argument it is not clear
whether a conclusion as strong as σA ' σG can hold
in full generality — in fact, we will see that at times
they are only within the same order of magnitude. Nev-
ertheless, it suggests that this coincidence of timescales
will be closer the more evenly spread the coefficients in
Eq. (15) are in the complex plane, and the fewer spurious
correlations there are between them. We explore this nu-
merically in Sec. V below, and further explain it in Sec.
VII.

IV. DISSIPATION: THE KUBO THERMAL
RESPONSE FUNCTION

The Kubo correlation function models the dissipa-
tion of small perturbations away from thermal equilib-
rium [45]

CKubo(t) ∝
∑
j 6=k

e−βEj − e−βEk
Ek − Ej

|Ajk|2ei(Ej−Ek)t. (16)

By a similar argument as that used for C(t) in Ap-
pendix A, this function has an initial Gaussian/quadratic

decay

CKubo(t) ' CKubo(0)e−σ
2
Kt

2 ' CKubo(0)
(
1− σ2

Kt
2
)
,

(17)
with a characteristic decay rate given by

σ2
K =

∑
j,k

e−βEk − e−βEj
CKubo(0)

|Ajk|2(Ek − Ej) (18)

=
1

CKubo(0)
Tr

[[
A,

e−βH

Z

]
[A,H]

]
. (19)

The initial decay rate σK also characterizes other aspects
of the dynamics of the correlation function, as was the
case for C(t). Theorem 5 in [44] shows that in some cases
σK also governs the equilibration timescale of CKubo, and
Appendix E shows that σK also upper bounds its rate of
change.

Based on the ETH, the work of Srednicki [15] argues
that C(t) behaves similarly to CKubo(t). We reproduce
the theoretical argument based on the ETH ansätz in
Appendix D. The reason behind it is similar to that of
the previous section: states that have a support uni-
formly spread over many energy eigenstates will behave
in a more “thermal”, or “typical” manner, so that both
correlation functions evolve similarly by virtue of be-
ing largely independent of the coefficients of Eqs. (15)
and (16). More specifically, if the function f(〈H〉, ω) of
the ETH ansätz [see Eq.(A1)] decays rapidly at frequen-
cies ω > W and the initial state has variance λ, then

C(t) ' CKubo(t) +O(β2W 2) +O
(
W 2

λ2

)
. (20)

The function f(〈H〉, ω) has been thoroughly explored in
numerical simulations [3, 16, 22, 46, 47], showing a rel-
atively fast decay with frequency. This suggests that
the two error terms in this equation are small, so that
C(t) ' CKubo(t) or that, at least, σG ' σK . We check this
similarity for our examples in Sec. V below. This coinci-
dence of the dynamics of C(t) and CKubo(t) has been pre-
viously identified as a quantum “fluctuation-dissipation”
relation [16].

Note that the argument leading to Eq. (20) crucially
relies on the coefficients cj and Ajk being uniformly
distributed (see Eq. (D1)). Thus, as we find, in the
more “non-generic” situations, hidden correlations be-
tween these coefficients can make the argument fail. This
also agrees with the fact that only some of the examples
studied in [16] show that C(t) ∼ CKubo(t), which cor-
respond to the quenches in which we expect typicality.
That is, when the lack of structure or correlations be-
tween the coefficients cj , e

−βEj and Ajk, is more promi-
nent.

V. COMPARISON OF TIMESCALES

In the discussion above we have introduced three dif-
ferent rates: σA, σG and σK , defined respectively in
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FIG. 3. Ratio between σ2
G defined in Eq. (14) and σ2

A defined
in Eq. (2), as a function of system size. We see that in the
case of 〈A1(t)〉|ψ〉 the ratio approaches 1 for larger L.

Eqs. (11), (14) and (18), and speculated with the possibil-
ity that they may coincide in certain cases. We now nu-
merically compute these quantities, and explore whether
this coincidence indeed happens.

First, we compare the decay rates σA and σG in each
of our three pairs of initial states and observables in
Eqs. (9). The results are shown in Fig. 3, where we see
that σA and σG are of the same order of magnitude, and
that they converge in the case of the state-observable pair
〈A1(t)〉|ψ〉 in Eq. (9a) as the size of the system grows. At
system size L = 24, we see the decay rates strongly coin-
cide, with σ2

G/σ
2
A ≈ 1.0105. This shows that, at least in

the latter case, the two rates converge, which is consistent
with our expectation from Fig. 2. Given our discussion
above, we thus expect that 〈A1(t)〉|ψ〉 is the most “typi-
cal” scenario, with 〈A2(t)〉|φ〉 being the least.

The case of 〈A2(t)〉|φ〉 is the one for which σA and σG
differ the most, and also the one for which σA is more
sensitive to changes in γ1 (see Fig. 2). A possible reason
for this is that we expect that transport processes are
relevant in the relaxation of state |φ〉. These are generally
associated with an “atypicality” of the dynamics, and a
breakdown of random matrix theory features [36], which
can potentially cause correlations between the coefficients
of Eq. (15).

Additionally, Fig. 4 compares the rates σG and σK .
We observe that the two timescales are similar for both
state-observable pairs 〈A1(t)〉ψ and 〈A2(t)〉φ, with the
former being the closest. Indeed, for 〈A1(t)〉|ψ〉 and
the largest system size tested L = 24 we have that
σ2
G/σ

2
K ≈ 0.9864. This shows how in some cases

the aforementioned “fluctuation-dissipation” relation can
emerge in certain situations, as previously found in [16].
On the other hand, the rates σG and σK differ signif-
icantly for the third case of 〈A2(t)〉|ψ′〉 (although still
within an order of magnitude).

Moreover, comparing Figs. 3 and 4 shows that the cases
when σK ∼ σG coincide with those for which σK ∼ σA.
This is not surprising since, as per the discussions above,
we expect that the most typical situations are the ones
in which all these rates are similar. Here, the most typi-

10 12 14 16 18 20 22 24
L

0.2

0.4

0.6

0.8

1.0

1.2

σ
2 G
/σ

2 K

〈A1(t)〉|ψ〉
〈A2(t)〉|φ〉
〈A2(t)〉|ψ′〉

FIG. 4. Ratio between σ2
G defined in Eq. (14) and σ2

K defined
in Eq. (17) as a function of system size. The thermal state
was restricted to energy eigenstates with non-zero weight in
the states defined in Eqs. (6) and (8)]. The value of β was
determined so that the thermal state had identical energy to
the initial pure state.

cal case is 〈A1(t)〉ψ, with 〈A2(t)〉|ψ′〉 being somewhat far
from it.

VI. RANDOM MATRIX THEORY ANALYSIS

We have seen how in the model of Eq. (3) the dif-
ferent timescales considered coincide for certain state-
observable combinations. We now explore the conclu-
sions of the previous sections in the paradigmatic model
of “typicality”, with a Hamiltonian diagonalized by a ran-
dom unitary matrix [35].

This is a simpler model in which the characteristic re-
laxation rates can be analytically computed exactly. Let
us define an arbitrary Hamiltonian in which the eigenba-
sis is chosen at random, as

HU ≡ UHU†, (21)

where U is drawn from the Haar measure over the unitary
group [48]. This model, which has previously appeared
in the study of equilibration of closed systems [6, 35,
49], is motivated by the fact that quantum non-integrable
systems have highly entangled eigenstates, that highly
resemble random states [3, 4, 50–52].

With it, we are able to give analytical expressions
for the average squared decay rates 〈σ2

A〉U , 〈σ2
G〉U and

〈σ2
K〉U , where 〈·〉U indicates the average over the Haar

measure. Given that the corresponding thermal state
of this model is always the maximally mixed state, the
thermal state corresponding to D(|Φ〉〈Φ|) is always the
infinite temperature state β = 0.

In Appendix F, we show that

〈σ2
G〉U ' 〈σ2

A〉U +O
(

1

d

)
= 〈σ2

K〉U +O
(

1

d

)
(22)

= 2
(
〈H2〉MC − 〈H〉2MC

)
+O

(
1

d

)
,
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where d = 2L is the dimension of the total Hilbert space
and 〈B〉MC = Tr [B] /d. That is, the rates coincide with
the energy variance at infinite temperature for L � 1.
The intuitive reason behind this is that the random-
ness in the eigenstates washes out any correlations be-
tween {Ajk}, {cj , ck} and Ej − Ek, such that the rel-
evant timescale does not depend on the observable nor
the initial state but only on the spectrum. The “ ' ”
in Eq. (22) relies on the accuracy of the approxima-
tion 〈f/g〉U ≈ 〈f〉U/〈g〉U , sometimes referred to as the
“annealed approximation” [53–59], which we justify an-
alytically in Appendix G.

To derive Eq. (22), we need to compute the average
of certain correlation functions over the unitary group.
These involve the fourth moment of the Haar measure,
which results in cumbersome analytical expressions of
hundreds of coefficients coming from the Weingarten cal-
culus [48]. We deal with these analytically with the re-
cently introduced RTNI package [60]. In contrast, the
calculations with the same model of e.g., [7] only involve
second moments, which can be done by hand.

The result in Eq. (22) supports the fact that, in typ-
ical instances of the dynamics where RMT is accurate,
the timescales studied here coincide with a “universal”
value. It is also consistent with previous studies of RMT
models [7, 29], where such coincidence of timescales for
different dynamical processes is already hinted at.

VII. TYPICALITY OF THE DYNAMICS AND
THE EFFECTIVE DIMENSION

Here, we propose to quantify the typicality of the sit-
uations studied with two figures of merit, and connect
them to the dynamics of the observables and correlation
functions.

The dephasing argument in Sec. III suggests that
the more “evenly spread” in frequency the coefficients
cjc
∗
kAjk are, the more we expect the decay rates to coin-

cide, σA ∼ σG. On top of that, the result of the Sec. VI
shows that, when these are fully random, the rates co-
incide for large Hilbert space dimension d. Motivated
by these facts, we aim to understand our numerical find-
ings from Sec. V in terms of two different measures of
typicality of the initial conditions.

The first one contains information about the state and
the Hamiltonian, and is the so-called effective dimension,
also commonly referred to as the inverse participation
ratio. The effective dimension DΦ of a pure state |Φ〉,
defined by

D−1
Φ ≡ Tr

[
D(|Φ〉〈Φ|)2

]
=

∑
j

|cj |4
 , (23)

controls the long-time equilibration of isolated quantum
systems [32, 61, 62]. Here, |Φ(t)〉〈Φ(t)| = D(|Φ〉〈Φ|) is
the diagonal ensemble: the initial state dephased in the
energy eigenbasis.

The effective dimension quantifies the number of eigen-
states that participate in the process. A “typical” state
thus has a large effective dimension. It is known to grow
exponentially in system size under very general condi-
tions on the eigenstates [63, 64] and to be close to the
maximal value d if the initial state is chosen at ran-
dom [65, 66]. Importantly, it bounds the size of late time
fluctuations around equilibrium [32, 33].

A shortcoming of this measure is that it does not de-
pend on the observable studied. To account for it, we
consider a second measure of typicality DΦ,A that incor-
porates information of the off-diagonal matrix elements
of the observable, which play a role in dynamics. We re-
fer to DΦ,A as a state-observable effective dimension, and
define it by 2

D−1
Φ,A ≡

∑
j 6=k

|cj |2|c∗k|2|Ajk|2. (24)

It holds that D−1
Φ,A ≤ ||A||2D−1

Φ [32, 33], where ||A||
is the largest singular value of A. Comparing D−1

Φ,A and

D−1
Φ , we can roughly think of D−1

Φ,A as an inverse effective
dimension that accounts for the observables off-diagonal
elements. Notice that this expression only contains infor-
mation about the off-diagonal terms which generate the
dynamics, and not the diagonal ones.

The state-observable effective dimension is related to
the fluctuations around equilibrium, as

D−1
Φ,A = lim

T→∞

∫ ∞
0

dt

T
|〈A(t)〉 − Tr [D (|Φ〉〈Φ|)A] |2, (25)

where we have assumed non-degeneracy in the energy
gaps.

The significance of these two measures for the dy-
namics at earlier times can be understood as follows:
the larger the effective dimensions, the more off-diagonal
terms Ajk can participate in the dynamics. This implies
that the particular details and structure of individual
off-diagonal matrix elements contribute less at an earlier
time, making treatments akin to random-matrix theory,
such as in [7, 11, 17, 67], more accurate. That is, we
generally expect that the larger the effective dimensions
DΦ and DΦ,A, the more typical the dynamics is.

When that is the case, the initial state and the energy
eigenbasis are closer to being “mutually unbiased” [68],
which effectively means that the energy eigenbasis and a
basis of low-entangled states including |Ψ〉 can be related
by a random matrix. In [7], this was shown to imply that

〈A(t)〉 ∝
∑
j,k

e−it(Ej−Ek), (26)

2 Notice that this quantity is very close to
Tr [AD(|Φ〉〈Φ|)AD(|Φ〉〈Φ|)] since they differ only by the
j = k terms.
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where the sum includes the set of energy gaps that partic-
ipate in the dynamics. That is, 〈A(t)〉 resembles the spec-
tral form factor of the Hamiltonian, and depends weakly
on the details of the coefficients Ajk and cj . This is
consistent with the random matrix theory result of Sec-
tion VI, which show that in a random-matrix model the
timescales are set only by the Hamiltonian.

Another way to understand this is as follows: if we
compute the coefficients cj , Ajk with a random matrix
formalism, they will be all of similar weight, and close
to maximally evenly distributed in the complex plane,
leading on expectation to Eq. (26).

In contrast, in a local model with energy conservation,
such as that of Eq. (3), the coefficients Ajk and cj have
non-trivial structure, and set the range of participating
energy gaps to be those around the average energy (those
for which cjc

∗
kAjk is not too small). Due to this, the

decay rates σA can be significantly different from that
of an actual form factor or the Loschmidt echo, which
would correspond to the energy variance [69, 70] as we
found in Eq. (22).

Exactly the same argument applies to C(t) and
CKubo(t), and one can thus infer that they will behave
similarly to 〈A(t)〉 on the basis of them also evolving like
an spectral form factor

∑
j,k e

−it(Ej−Ek) of the partic-

ipating energy gaps. This idea is consistent with [71],
which proposes that the coincidence of correlation func-
tions and form factors is a key indicator of the validity
of random matrix theory ansätze.

Given this discussion, we expect that the larger the
effective dimensions DΦ and DΦ,A, the closer the decay
rates σA, σG and σKubo shown in Fig. 3 of Sec. V become.
We confirm this by calculating the effective dimensions
as a function of system size for the three different initial
states. The results are shown in Figs. 5 and 6, where we
see an exponential decay in all cases. We also observe
a noticeable difference between the different states, with
Dψ > Dψ′ > Dφ, and with Dψ,A1 > Dψ′,A2 > Dφ,A3

for sufficiently large systems with L ≥ 16. This agrees
with our expectations that the effective dimensions can
serve to witness the situations in which the decay rates
coincide. This is also consistent with the results of
Sec. V and with Figs. 3 and 4. We find that 〈A1(t)〉
is the most typical scenario, and the one in which the
timescales σA, σG, σK most resemble each other. In con-
trast, 〈A2(t)〉|φ〉 is a more atypical scenario in which the
decay rates differ the most.

These results suggest that the effective dimensions con-
sidered can serve as

• Figures of merit of the typicality of the dynamics,
and of the validity of RMT frameworks.

• Indicators of the coincidence of the relaxation rate
of the quench with correlation functions.

An interesting open problem is to make this connection
more precise and quantitative, perhaps in the form of a
bound similar to those for late-time fluctuations in [32,
33, 72].

10 12 14 16 18 20 22 24
L

10−4

10−3

10−2

10−1

D
−

1
Φ

|ψ〉
|φ〉
|ψ′〉

FIG. 5. Inverse effective dimension D−1
Φ as a function of sys-

tem size, up lo L = 24. We see a clear exponential decay,
with different states decaying at diverging rates.

10 12 14 16 18 20 22 24
L

10−6

10−5

10−4

10−3

10−2

D
−

1
Φ
,A
/||
A
||2

〈A1(t)〉|ψ〉
〈A2(t)〉|φ〉
〈A2(t)〉|ψ′〉

FIG. 6. D−1
Φ,A as a function of system size, up to L = 24. We

see a clear exponential decay setting in at large system sizes
at different rates.

VIII. CONCLUSIONS

We have analyzed the early time relaxation rate of
observables with different initial conditions for a non-
integrable quantum system. As a general conclusion, we
observe a close link between the coincidence of differ-
ent dynamical quantities and their initial relaxation rates
with the typicality of the initial conditions. We quantify
this typicality with two notions of “effective dimensions”
that, in broad terms, quantify the number of frequencies
involved in the evolution of an observable. This allows us
to better understand how and when the complex relax-
ation behaviour of these quantum systems can be under-
stood in simpler terms, either by linking it to correlation
functions, or by having random matrix theory/typicality
treatments to accurate describe dynamics.

We see that, in typical situations, the rate σA at which
an observable initially decays is related to the rate σK ,
which dictates the approach to thermal equilibrium from
perturbations, and to the rate σG, which dictates tem-
poral fluctuations. This suggests a connection between
(short-time) equilibration, fluctuation, and dissipation
processes of an observable for typical states – a sort of
equilibration-fluctuation-dissipation relation, formalized
by σA ' σK ' σG, that goes beyond some previously
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studied fluctuation-dissipation relations [16].
A full theoretical characterization of relaxation dynam-

ics and their timescales remains a largely open problem
[10, 12, 73]. Our findings suggest that, while it may be
possible to describe the dynamics of very generic situa-
tions, the existence of “atypical” situations make general
rigorous results challenging [74–76]. This impacts the
regimes in which previous upper bounds on equilibration
timescales correctly capture the dynamics of isolated sys-
tems [9, 27]. An important milestone could be to find
more systematic ways of knowing when a particular dy-
namics can be considered typical, via the effective dimen-
sions proposed here, or some related figure of merit.

The present results confirm the intuition provided
by a large number of previous theoretical works that
make similar connections through either typicality argu-
ments [7, 61, 77] or random matrix theory ansätze [4, 17,
37, 49, 78]. They are also consistent with the picture that
links typicality and the validity of different random ma-
trix formalisms to the absence of macroscopic transport

phenomena [36].

ACKNOWLEDGMENTS

AMA acknowledges support from the Alexander von
Humboldt foundation. J.R acknowledges support from
the Natural Sciences and Engineering Research Coun-
cil of Canada (NSERC). J.R would also like to thank
Steven Silber and Erik Sørensen for helpful discussions
about exact diagonalization methods. LPGP acknowl-
edges the DoE ASCR Accelerated Research in Quantum
Computing program (award No. DE-SC0020312), DoE
QSA, NSF QLCI, NSF PFCQC program, U.S. Depart-
ment of Energy Award No. DE-SC0019449, DoE ASCR
Quantum Testbed Pathfinder program (award No. DE-
SC0019040), AFOSR, ARO MURI, AFOSR MURI, and
DARPA SAVaNT ADVENT.

[1] A. Mitra, Annual Review of Condensed Matter Physics
9, 245 (2018).

[2] C. Gogolin and J. Eisert, Rep. Prog. Phys. 79, 056001
(2016).

[3] L. D’Alessio, Y. Kafri, A. Polkovnikov, and M. Rigol,
Advances in Physics 65, 239 (2016).

[4] J. M. Deutsch, Phys. Rev. A 43, 2046 (1991).
[5] M. Srednicki, Phys. Rev. E 50, 888 (1994).
[6] P. Reimann, New Journal of Physics 17, 055025 (2015).
[7] P. Reimann, Nat. Commun. 7, 1 (2016).
[8] A. J. Short and T. C. Farrelly, New. J. Phys. 14, 013063

(2012).
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APPENDICES

Appendix A: Initial Gaussian decay

Here we explain why we expect C(t) to decay as a Gaussian for early times, which also implies that it is well
approximated by a quadratic function. Similar results should also apply for CKubo, as well as for the central quantity
〈A(t)〉. For the latter, however, the complex coefficients in the expansion Eq. (15) make that analysis far from
straightforward.

We follow a method for estimating expectation values based on ETH that can be found in several references
[3, 16, 79, 80], and that allows us to transform sums over energy gaps into integrals over frequencies. First, notice the
dependence of Eq. (13) on the matrix elements Ajk. We can then make use of the ETH ansatz

〈Ej |A |Ek〉 ≡ Ajk = A(E)δjk + e−S(E)/2f(E,Ej − Ek)Rjk. (A1)

Here, Ej , Ek are energies belonging to the same microcanonical ensemble with energy E. S(E) is the microcanonical
entropy of that ensemble, f(E,ω) is a function that decays monotonically with ω and Rjk are the coefficients of a
random matrix.

The randomness in Eq. (A1), and the small level spacing in the thermodynamic limit, suggests that we can replace
the sums

∑
k,j |cj |2|ck|2 in (13) with integrals over the energy sum and differences

∫ ∫
dEdωeβES(E+ω)p(E−ω/2)p(E+

ω/2) [3]. Here eβES(E) is the density of states at energy E, and βE is the inverse temperature corresponding to average
energy E. The integral is as follows

C(t)− C(∞) ∝
∫ ∫

dEdωeβE(S(E+ω)−S(E))p(E − ω/2)p(E + ω/2)|f(E,ω)|2eiωt, (A2)

where p(E) is the probability of being in energy E, the continuum limit of the coefficients |cj |2, and C(∞) = C(t).
For physically relevant initial states, such as product or shortly-correlated states on lattices, this energy distribution

is always close to a Gaussian (see [81, 82] for rigorous statements)

p(E) ' 1√
2πλ

e−
(E−〈H〉)2

2λ2 , (A3)

where 〈H〉 = 〈Φ|H |Φ〉 and λ2 = 〈Φ|H2 |Φ〉 − (〈Φ|H |Φ〉)2. Typically, λ2 ∼ N , so that the energy fluctuations are
subextensive, and thus the energy density is essentially free of uncertainty. We can then write

p(E + ω/2)p(E − ω/2) ∝ e−
(E−〈H〉)2

λ2 e−
ω2

2λ2 . (A4)

This means that the energy is highly peaked around the average value, with small fluctuations around it. This fixes
the “effective” temperature βE = β〈H〉 ≡ β. At the same time, S(E + ω) can only change significantly if ω changes
by an extensive amount. As such, we can approximate S(E + ω)− S(E) to leading order in ω, obtaining

eβE(S(E+ω)−S(E)) ' eβE ω
2 = eβ

ω
2 . (A5)

Notice that the only dependence left on E is on the function f(E,ω), which again changes very slowly with E (it
should be effectively constant within the same energy density). Putting everything together, we can write

C(t)− C(∞) ∝
∫

dωeβ
ω
2 |f(〈H〉, ω)|2eitωe− ω2

2λ2

∝
∫

dω|f(〈H〉, ω)|2eitωe−( ω√
2λ
− βλ√

8
)2
. (A6)

An extra constraint on the observable is imposed by its locality. This implies that Tr
[
ρA2

]
must be finite and O (1)

for any ρ, and it was argued in [79] [Eq. (12)] that this implies that at large enough ω, f decays at least as fast as

f(〈H〉, ω) ∼ e− β|ω|4 . (A7)

This exponential decay at large frequencies has been numerically verified in at least [3, 16, 22, 46, 47] (see [27, 83]
for mathematically rigorous but weaker statements). It further justifies the approximation in Eq. (A5), since the
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integrand will be very suppressed at large ω. Essentially, this means that if we are interested in short times t, for
which the high frequencies matter more, we can assume that f(E,ω) decays like a simple exponential in |ω|. We
do not have an estimate for the cut-off frequency or time at which this argument starts to fail, but it is likely some
timescale related to the transport processes in the system. On the other hand, f(〈H〉, ω) is roughly constant for some
range of small frequencies ω. This can be thought of as a consequence of the validity of random matrix theory-like
phenomena at late times, after all transport phenomena have dissipated [21, 23, 24].

We see then that the integrand at short times is just a product of Gaussians and of decaying exponentials, with
the Fourier factor eiωt. We conclude that ∫

dωe−
(ω−ω0)2

2σ2 eitω ∝ e−σ2(t−t0)2 , (A8)

where ω0 and σ depend on the details of the function f , and on the constants β and λ.

At the same time, we can see that if we Taylor-expand C(t) and write it as in Eq. (13), we have

C(t) = 1− t2

2

∑
j,k |cj |2|ck|2|Ajk|2(Ek − Ej)2∑

j,k |cj |2|ck|2|Ajk|2
+O

(
t3
)

= 1− σ2
Gt

2

2
+O

(
t3
)
, (A9)

where we have defined

σ2
G :=

∑
j,k |cj |2|ck|2|Ajk|2(Ek − Ej)2∑

j,k |cj |2|ck|2|Ajk|2
. (A10)

Given the form of (A8), this shows that the initial decay constant is σ = σG and t0 = 0, which is confirmed by our
numerical examples.

A similar argument can be also done for the Gaussianity of the early-time decay of 〈A(t)〉 (e.g. see [28]), with
the extra potential difficulty of the relative phases of the complex cj , Ajk. Our numerical calculations support the
conclusion that both C(t) and 〈A(t)〉 decay as Gaussians at early times.

Appendix B: Upper bound on the rate of change of C(t)

From Eq. (13) in the main text we have that

∣∣∣∣dC(t)dt

∣∣∣∣ =
1∑

jk |cj |2|ck|2|Ajk|2

∣∣∣∣∣∣
∑
j 6=k

|cj |2|ck|2|Ajk|2eit(Ej−Ek)(Ej − Ek)

∣∣∣∣∣∣ . (B1)

Using the Cauchy-Schwarz inequality and Eq. (14) in the main text gives that∣∣∣∣∣∣
∑
j 6=k

|cj |2|ck|2|Ajk|2eit(Ej−Ek)(Ej − Ek)

∣∣∣∣∣∣
2

≤
∑
j 6=k

|cj |2|ck|2|Ajk|2
∑
j 6=k

|cj |2|ck|2|Ajk|2(Ej − Ek)2

≤

∑
jk

|cj |2|ck|2|Ajk|2
2

σ2
G. (B2)

Thus, ∣∣∣∣dC(t)dt

∣∣∣∣ ≤ σG. (B3)

This bounds the rate of change of C(t) by its short time decay rate σG, and this holds at all times t.
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Appendix C: Upper bound on the equilibration timescale of C(t)

Defining C(∞) := C(t) = D(|Φ〉 〈Φ|), we have

C(t)− C(∞) =

∑
j 6=k |cj |2|ck|2|Ajk|2eit(Ej−Ek)∑

j,k |cj |2|ck|2|Ajk|2
(C1)

=

∑
j 6=k |cj |2|ck|2|Ajk|2eit(Ej−Ek)

Tr [D(|Φ〉 〈Φ|)AD(|Φ〉 〈Φ|)A]
. (C2)

Let us denote the normalized distribution qα := 1
K |cj |2|ck|2|Ajk|2, where α = (j, k) denotes pairs of energy levels and

K := Tr
[
D(|Φ〉 〈Φ|)A†D(|Φ〉 〈Φ|)A

]
. Then, we can write

〈|C(t)− C(∞)|2〉T =
∑
α,β

qαqβ

〈
e−it(Gα−Gβ)

〉
T
, (C3)

where 〈f(t)〉T := 1
T

∫ T
0
f(t)dt denotes time average.

Lemma 2 of [44] and Proposition 5 of [9] imply that

〈|C(t)− C(∞)|2〉T ≤ 3π

(
a(ε)

σGT
+ δ(ε)

)
. (C4)

Here, a(ε) and δ(ε) are functions of energy gaps that depend on the form of the distribution qα, and therefore depend
on the observable, initial state, and Hamiltonian of the system. One can argue that, typically, one can find ε such
that a(ε) ∼ 1 and δ(ε) � 1 for generic many-body systems (see [9, 44] for more details, and [12] for a discussion of
cases when this condition may not hold).

The variance of the energy gaps Gα with respect to the distribution qα is given by

σ2
G =

1

K

∑
jk

|cj |2|ck|2|Ajk|2(Ej − Ek)2 (C5)

=
Tr [D(|Φ〉 〈Φ|)[A,H]D(|Φ〉 〈Φ|)[H,A]]

Tr [D(|Φ〉 〈Φ|)AD(|Φ〉 〈Φ|)A]
, (C6)

and when a(ε) ∼ 1 it dominates the approach to equilibrium of C(t). Note that this matches the short-time decay
rate (Eq. (14)) as well as the fastest rate of change of the correlation function (Eq. (B3)).

Appendix D: The Kubo function and C(t)

Making use of the ETH ansatz as in Eq. (A2), we obtain that, for the Kubo function in Eq. (16),

CKubo(t) ∝
∫

dE

∫
dωeβES(E+ω)e−βES(E)|f(E,ω)|2eiωt sinh(βω2 )

ω
e−βE . (D1)

The integrand is thus proportional to the Gibbs distribution e−βE . In most situations, this is very peaked around the
average energy 〈H〉 [84], in the same way as above for the initial pure states are (since both are states with short-range
correlations). This means that the typical energy fluctuations are subextensive, and the system has a well defined
energy density. As such, we can treat it in the same way as the diagonal distribution in Eq. (A3): effectively a Dirac δ
function centered at the average energy 〈H〉. Moreover, as in Eq. (A5), we can approximate eβE(S(E+ω)−S(E)) ' eβE ω

2

and write

CKubo(t) ∝
∫

dωeβ
ω
2 |f(〈H〉, ω)|2eiωt sinh(βω2 )

ω
. (D2)

Notice that the difference between Eq. (D2) and Eq. (A6) is only on the last factor, and that for small ω,

sinh(βω2 )

ω
' 1 +O(β2ω2) (D3)

e−
ω2

2λ2 ' 1 +O
(
ω2

λ2

)
. (D4)
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Thus, if the function f decays quickly on an energy scale of ω ∼W , we expect that

C(t) ' CKubo(t) +O(β2W 2) +O
(
W 2

λ2

)
. (D5)

This is the conclusion of [15]. That this is the case, and that these two functions coincide, has been verified in at
least [16, 22, 47]. There, it is shown that f(E,ω) is constant for some small interval around ω = 0, and then quickly
decays in an exponential fashion. We provide further evidence within our setting in Sec. V.

Appendix E: Upper bound on the rate of change of CKubo(t)

From Eq. (16) in the main text, we have that the rate of change of the Kubo correlation function satisfies∣∣∣∣d CKubo(t)

dt

∣∣∣∣ =
1

CKubo(0)

∣∣∣∣∣∣
∑
j 6=k

e−βEj − e−βEk
Ek − Ej

|Ajk|2ei(Ej−Ek)t(Ej − Ek)

∣∣∣∣∣∣ . (E1)

The Cauchy-Schwarz inequality implies that∣∣∣∣∣∣
∑
j 6=k

e−βEj − e−βEk
Ek − Ej

|Ajk|2ei(Ej−Ek)t(Ej − Ek)

∣∣∣∣∣∣
2

≤

∣∣∣∣∣∣
∑
j 6=k

e−βEj − e−βEk
Ek − Ej

|Ajk|2
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
j 6=k

e−βEj − e−βEk
Ek − Ej

|Ajk|2(Ej − Ek)2

∣∣∣∣∣∣
= CKubo(0)

∣∣∣∣∣∣
∑
j 6=k

(
e−βEj − e−βEk

)
|Ajk|2(Ej − Ek)

∣∣∣∣∣∣
= C2

Kubo(0)σ2
K , (E2)

where we used the definition of σK , Eq. (17) in the main text.
Therefore, ∣∣∣∣d CKubo(t)

dt

∣∣∣∣ ≤ σK , (E3)

as claimed in the main text.

Appendix F: Decay rates for random Hamiltonians

We focus on a model of a quantum system in which the eigenbasis of the Hamiltonian is chosen randomly as
HU = UHU†, where we average over U drawn from the Haar measure on the unitary group. We now calculate the
rates analyzed in the main text, by performing analytical calculations consisting on those Haar averages, and show
that for typical random Hamiltonians, the timescales coincide. These calculations are done with the Mathematica
package RTNI [60].

For a given state |Ψ〉 and observable A, we can write the decay rates as

σ2
A = −〈[HU , [HU , A]]〉

〈A(0)〉 , (F1)

σ2
G =

Tr [DU (|Φ〉〈Φ|)[A,HU ]DU (|Φ〉〈Φ|)[HU , A]]

Tr [(DU (|Φ〉〈Φ|)A)2]
, (F2)

where if H =
∑
j Ej |Ej〉 〈Ej |, the dephasing in the random eigenbasis is defined as

DU (|Φ〉〈Φ|) =
∑
j

U |Ej〉 〈Ej |U†|Φ〉〈Φ|U |Ej〉 〈Ej |U†. (F3)

For the Kubo function, we consider the limit β → 0, which is such that

lim
β→0

CKubo(t)

CKubo(0)
=

Tr [A(t)A]

Tr [A2]
, (F4)
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and thus in this model we have the corresponding rate

σ2
K =

Tr [[HU , A][A,HU ]]

Tr [A2]
. (F5)

Denoting the Haar average
∫

Haar
·dU = 〈·〉U , let us first calculate 〈σ2

A〉U .

〈σ2
A〉U = −

〈 〈[HU , [HU , A]]〉
〈A(0)〉

〉
U

(F6)

= − 1

〈A(0)〉
(〈

Tr
[
|Φ〉〈Φ|H2

UA
]

+ Tr
[
|Φ〉〈Φ|AH2

U

]
− 2 Tr [|Φ〉〈Φ|HUAHU ]

〉
U

)
. (F7)

Since the Hamiltonian appears twice, this sum of expectation values is computed with the first and second moments
of the Haar measure. The result, to leading order in the inverse of the system’s dimension d−1, is

〈σ2
A〉U = 2

(
〈H2〉MC − 〈H〉2MC

) (〈A(0)〉 − 〈A〉MC)

〈A(0)〉 +O
(

1

d2

)
, (F8)

where 〈A〉MC = Tr[A]
d is the microcanonical average. Notice that our assumption of Tr [D(|Φ〉〈Φ|)A] = 0 from the

main text here translates to 〈A〉MC = 0.
Now we calculate the other rate, which is significantly more involved. It reads

〈σ2
G〉U =

〈
Tr [DU (|Φ〉〈Φ|)[A,HU ]DU (|Φ〉〈Φ|)[HU , A]]

Tr [(DU (|Φ〉〈Φ|)A)2]

〉
U

. (F9)

As a first simplification, we use the so-called “annealed approximation”, which states that we can approximate the
average of the ratio is similar to the ratio of the averages

〈σ2
G〉U '

〈Tr [DU (|Φ〉〈Φ|)[A,HU ]DU (|Φ〉〈Φ|)[HU , A]]〉U
〈Tr [(DU (|Φ〉〈Φ|)A)2]〉U

. (F10)

As explained in Appendix G below, this approximation can be made rigorous through concentration arguments and
Levy’s lemma. Let us now calculate the numerator and denominator separately. If we decompose the dephased states
as in Eq. (F3), and define U |Ej〉 〈Ej |U† ≡ P jU , the numerator of Eq. (F10) is∑

j,k

2
〈

Tr
[
P jU |Φ〉〈Φ|P jUAHUP

k
U |Φ〉〈Φ|P kUHUA

]〉
U

(F11)

−
〈

Tr
[
P jU |Φ〉〈Φ|P jUHUAP

k
U |Φ〉〈Φ|P kUHUA

]〉
U

(F12)

−
〈

Tr
[
P jU |Φ〉〈Φ|P jUAHUP

k
U |Φ〉〈Φ|P kUAHU

]〉
U
. (F13)

Due to cancellations of some of the unitaries, these three correlators involve at most four pairs {U,U†}, and can
thus be calculated with the fourth moment of the Haar measure. Because of this, it is an analytical expression with
3× 4!2 = 1728 terms, for which then the sum over j, k has to be taken. This sum can then be simplified to

2

(
〈H2〉MC − 〈H〉2MC

)
(d− 1)(d+ 1)(d+ 2)(d+ 3)

× (F14)(
2
(
d2 − 1

)
〈A(0)2〉+ 〈A(0)〉2

(
d2 + d+ 2

)
− 2〈A(0)〉〈A〉MCd(3d+ 1) + d

(
(d+ 1)2〈A2〉MC − 〈A〉2MC(d− 1)d

) )
.

The denominator on the other hand consists of a single correlator, which can be written as∑
j,k

Tr
[
P jU |Φ〉〈Φ|P jUAP kU |Φ〉〈Φ|P kUA

]
. (F15)

This still requires the 4th moment of the Haar measure, and involves 4!2 = 576 terms. With the sums over j, k, they
simplify to the expression

1

d(d+ 1)(d+ 2)(d+ 3)

(
d
(
〈A〉2MCd(d+ 1) + d(d+ 4)〈A〉2MC + 2(d+ 4)〈A(0)2〉+ 〈A〉2MC

)
(F16)

+ 〈A(0)〉2(d(d+ 5) + 2) + 2〈A(0)〉〈A〉MC(d− 1)d+−2〈A(0)2〉
)
.
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Now, with the denominator and numerator, their ratio to leading order yields the average rate

〈σ2
G〉U ' 2

(
〈H2〉MC − 〈H〉2MC

) 〈A(0)〉 − 〈A〉MC

〈A(0)〉 +O
(

1

d

)
. (F17)

We end with the computation of the Kubo decay rate

〈σ2
K〉U =

2

Tr [A2]

(
〈Tr

[
HUAHUA−A2H2

U

]
〉U
)
. (F18)

This again only requires the second moment of the Haar measure, from which it follows that

〈σ2
K〉U = 2d2 (〈A2〉MC − 〈A〉2MC)(〈H2〉MC − 〈H〉2MC)

(d2 − 1)〈A2〉MC
(F19)

= 2

(
1− 〈A〉

2
MC

〈A2〉MC

)(
〈H2〉MC − 〈H〉2MC

)
+O

(
1

d2

)
. (F20)

We can now compare Eq. (F8), Eq. (F17) and Eq. (F19). We see that when we set the thermal or long-time
value to zero 〈A〉MC = 0 (as discussed in the main text, this is necessary to compare them given the definition of the
correlation functions), the three timescales coincide up to leading order

〈σ2
G〉U ' 〈σ2

A〉U +O
(

1

d

)
= 〈σ2

K〉U +O
(

1

d

)
= 2
( 〈
H2
〉

MC
− 〈H〉2MC

)
+O

(
1

d

)
. (F21)

This is the energy variance in the microcanonical distribution of the Hamiltonian H.

Appendix G: The annealed approximation

In Eq. (F10) we assumed that the average of the ratio of the correlators is approximately equal to the ratio of
their averages. This has been previously referred to in the literature as the “annealed” approximation [53–59, 85]. Its
general form is as follows. Given two functions two functions f, g : U(d)→ R, such that g(U) > 0, then〈

f

g

〉
U

' 〈f〉U〈g〉U
(G1)

We now show why concentration bounds imply that this approximation is very often accurate. For the two functions
f, g, let us write

〈f〉U =

∫
Haar

dUf(U) =

∫
Haar

dU
f(U)

g(U)
g(U). (G2)

Defining the deviation g(U) = 〈g〉U + δU , we write

〈f〉U =

∫
Haar

dU
f(U)

g(U)
g(U) =

〈
f

g

〉
U

〈g〉U +

∫
Haar

dU
f(U)

g(U)
δU . (G3)

We thus need to show that the second term is small. To do so, let us define the following quantities

K1 ≡ max
U

∣∣∣∣f(U)

g(U)

∣∣∣∣ , (G4)

K2 ≡
maxU g(U)

〈g〉U
, (G5)

K3 ≡ min

{
K : ∀U, V |g(U)− g(V )|

〈g〉U
≤ K||U − V ||2

}
. (G6)

The first two are the results of optimizations, and the last is the Lipschitz constant of g(U)/〈g〉U . We now divide the
Haar average into two and bound∣∣∣∣∫

Haar

dU
f(U)

g(U)
δU

∣∣∣∣ ≤
∣∣∣∣∣
∫
|δU |≤ε

dU
f(U)

g(U)
δU

∣∣∣∣∣+

∣∣∣∣∣
∫
|δU |>ε

dU
f(U)

g(U)
δU

∣∣∣∣∣ (G7)

≤ εK1 +K1K2〈g〉U × Prob(|δU | > ε). (G8)
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The second term can be upper bounded with Levy’s lemma for the Haar distribution [86], which states that

Prob(|δU | > ε) ≤ exp

(
− dε2

4〈g〉UK3

)
. (G9)

This finally allows us to write, from Eq. (G3), 〈
f

g

〉
U

=
〈f〉U
〈g〉U

+ ε′, (G10)

where |ε′| ≤ K1

(
ε
〈g〉U +K2exp

(
− dε2

4K3

))
. For instance, under the assumption that K1,K2,K3 ≤ O(polylog(d)),

choosing ε = 〈g〉Ud−1/2 × polylog(d) yields the bound ε′ ≤ poly(d−1).
In our case, we have

f(U) = Tr [DU (|Φ〉〈Φ|)[A,HU ]DU (|Φ〉〈Φ|)[HU , A]] (G11)

g(U) = Tr
[
(DU (|Φ〉〈Φ|)A)2

]
. (G12)

The assumption that g(U) > 0 holds here since g(U) it is a trace of two positive matrices DU (|Φ〉〈Φ|) and
ADU (|Φ〉〈Φ|)A. To prove a more explicit bound on the error of the annealed approximation, one needs to give
upper bounds on the constants Ki, which can in principle be obtained from the explicit expressions of f(U) and g(U).
The assumption that Ki ≤ O(polylog(d)) is likely to be satisfied in this case, since it requires that those constants
grow at most polynomially in the system size.
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