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Abstract

The High Energy Stereoscopic System is an array of five imaging atmospheric Chere-
nkov telescopes that detects air showers produced by very high energy y-rays. To
exploit the full energy range of the experiment (tens of GeV upto 100 TeV), a com-
bined analysis of detected y-ray events of various quality classes needs to be carried
out. In particular, the events detected by the 28m telescope (CT5) are very important
because they are mostly at low energies and a stereoscopic view aiding the recon-
struction of the air shower is not possible. In this thesis, we present improvements
carried out on CT5’s energy and angular monoscopic reconstruction. We utilise
next-generation air shower simulations, new image parameters and machine learn-
ing tools such as artificial neural networks for this work. Furthermore, upon im-
plementing these improvements in the H.E.S.S. data analysis chain, we carry out a
high-level Gammapy analysis of the 2020 H.E.S.S. observations of the flaring blazar
PKS 0903-57.

This work sets the ground for ongoing and future work on finalising the imple-
mentation of the various event quality classes in the H.E.S.S. pipeline, which shall
ultimately boost the sensitivity of the experiment for the detection of y-ray bursts
and flares from distant active galactic nuclei.
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Introduction

Very-high-energy (VHE) or TeV-scale y-rays probe some of the most extreme envi-
ronments in the Universe such as active galactic nuclei (AGN), pulsar wind nebulae,
gamma-ray bursts (GRBs) and supernova remnants. When a VHE <y-ray strikes the
earth’s atmosphere, it produces a cascade of relativistic charged particles, called an
extensive air shower (EAS), which gives off a flash of Cherenkov radiation. Ground-
based imaging atmospheric Cherenkov telescopes (IACTs), such as the high energy
stereoscopic system (H.E.S.S.), image this Cherenkov radiation.

The H.E.S.S. array of IACTs comprises 5 telescopes — four smaller telescopes
with a diameter of 12m (called CT1-4) and a central 28m telescope (called CT5).
This arrangement allows the simultaneous observations of an air shower to be car-
ried out. The presence of five telescopes allows a stereoscopic reconstruction of the
primary y-ray’s direction of arrival and energy.

Owing to its larger mirror and camera, CT5 is able to detect relatively lower
energy events than the other four telescopes, down to a threshold of 10s of GeV.
It, therefore, contributes crucially to the sensitivity achieved by the experiment at
low energies. However, most low-energy events seen by CT5 are not imaged by the
smaller telescopes, thereby making a stereoscopic view impossible. A monoscopic
reconstruction of events, therefore, becomes necessary in order to access the full
energy range of H.E.S.S..

With limited information available from only one telescope, monoscopic recon-
struction is difficult and leads to a loss in accuracy of further scientific analysis car-
ried out on monoscopic data. New techniques to overcome this problem have been
proposed — by including more information (through shower image parameters)
in the direction reconstruction algorithms and employing machine learning (ML)
methods. In this thesis, such improvements to the monoscopic reconstruction in
H.E.S.S. are developed, implemented and tested.

Correctly reconstructing the directions and energies of -ray events is a cru-
cial step in the study of astrophysical sources. With improved monoscopic recon-
struction, the sensitivity of H.E.S.S. at low energies is increased, a critical range

for the study of non-thermal processes in a variety of sources, such as AGN and



GRBs. Moreover, in addition to serving as groundwork for improved reconstruc-

tion techniques in the future, the improvements carried out to mono reconstruction

described in this thesis form part of a larger-scale project of implementing a uniform

framework of data analysis for H.E.S.S..

This thesis is organised as follows:

Chapter 1 introduces the field of very high energy <y-ray astrophysics and the
H.E.S.S. experiment, and also provides a brief overview of the data analysis
chain employed therein. The chapter concludes with a discussion on AGN,

which serve as science targets for this work.

Chapter 2 offers an overview of the drawbacks of the present analysis chain
employed in H.E.S.S. and the alternative ways of addressing these problems.
In particular, the task at hand — improving the capabilities of the central

largest telescope in H.E.S.S. — is introduced.

Chapter 3 provides an introduction to artificial neural networks as tools to
address the limitations of the current H.E.S.S. pipeline.

Chapter 4 presents the results of the improvements carried out to the H.E.S.S.

analysis chain, with a focus on the simulation-based data.

Chapter 5 presents the results of carrying out a high-level analysis of the bench-
mark target (a VHE AGN source observed with H.E.S.S.), with a particular
emphasis on the improved analysis configuration. A comparison with the pre-

vious analysis, without improvements, is also presented and discussed.

Chapter 6 summarises the work carried out in this thesis, and presents the

ground for future work.



Chapter 1

Very High Energy (VHE) ~y-ray
Astrophysics

High-energy astrophysics is the study of astrophysical phenomena that involve the
emission of high-energy, non-thermal photons (X-rays and 7-rays). In particular,
this field involves the study of fundamental physics taking place in highly violent
and relativistic scenarios, usually around compact objects such as black holes and
neutron stars of different scales [1]. These sources also produce non-electromagnetic
signals such as cosmic rays (CRs), gravitational waves and neutrinos which, if stud-
ied in conjunction with their 7-ray emission, can offer a holistic picture of the non-
thermal universe [2, 3].

Out of the broad-band, non-thermal electromagnetic radiation spectrum from
these objects, the y-ray emission itself extends several orders of magnitude in en-
ergy, reaching ranges beyond the scope of terrestrial particle accelerators. The lower
end of energies spanned by y-rays is termed the high energy (HE) regime, with pho-
ton energies lying in the range 100 MeV-100 GeV. Very high energy (VHE) y-rays have
energies exceeding 100 GeV and upto a 100 TeV.

In this chapter, an overview of the processes and techniques involved in the de-
tection of VHE <y-rays on the ground is presented. This is accompanied by an intro-
duction to the High Energy Stereoscopic System (H.E.S.S.), the instrument of focus
in this work, and a review of the y-ray data analysis pipeline employed therein. Fi-
nally, a a specific type of VHE <y-rays source, namely active galactic nuclei (AGN),

that are employed as benchmark and validation cases in this work is discussed.
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1.1 Ground-based 7y-ray astronomy

Earth’s atmosphere is opaque to radiation beyond optical wavelengths and entirely
blocks out X-ray and <-ray radiation from cosmic sources. Therefore, the direct
detection of y-rays is only possible with space- and balloon-borne experiments; the
Fermi-Large Area Telescope (LAT), for instance, has been highly instrumental in
several outstanding discoveries of y-ray sources [4].

However, when photon energies reach tens of GeV, a two-fold problem for such
detectors arises. Firstly, the spectrum followed by y-rays arriving at Earth is a power-
law, fi—]]}] o« E~T (T is the spectral index) — the flux of photons decreases rapidly with
increasing energy. Thus, for good statistics at high y-ray energies, large collecting
areas and long exposure times are needed, which are massive practical and techno-
logical challenges [5]. Secondly, it becomes exceedingly difficult to find material that
can “stop” such VHE +y-rays for detection [3]. Space-based detectors are, therefore,
appropriate for the detection of y-rays with energies only in the HE regime.

At very high energies, a unique opportunity to carry out y-ray astronomy from
the ground arises. Although astrophysical y-rays can not penetrate the atmosphere
to reach Earth’s surface, they do interact with nuclei in the atmosphere to produce
air showers of secondary particles, which can be detected by a variety of techniques
on the ground. The atmosphere can, thus, be employed as a gigantic gas detector to
study VHE cosmic < radiation [2, 3, 6, 7].

1.1.1 Extensive air showers (EAS)

A high-energy particle (7y-ray photon or electron or CR) can interact with atmo-
spheric nuclei through a variety of processes and give rise to a cascade of relativistic
secondary particles and photons, termed an “extensive air shower” (EAS). Depending
on the initial particle, the interactions may be primarily hadronic or electromagentic,
which leads to an intrinsic variability in shower production. Since an overwhelming
fraction of such showers are initiated by CRs, understanding the subtle variations
in the detectable products of an EAS is required to discriminate signal (y-rays) from
background (CRs) [5, 6].

The EAS produced by a VHE <-ray is governed mainly by two physical pro-
cesses: pair production and Bremsstrahlung. A primary 7y-ray interacts with the Coulomb
field of an atmospheric nucleus and produces an electron-positron (¢*) pair. These,
in turn, loose energy by Bremsstrahlung to further produce y-rays. With successive
pair production and Bremsstrahlung, an electromagnetic cascade develops (Figure
1.1a). This is termed an electromagnetic (EM) shower. The growth of the shower stops



1.1. Ground-based 7y-ray astronomy 5

(A) EM shower (B) Hadronic shower

FIGURE 1.1: Lateral profiles of simulated EAS produced by (A) a y-ray

and (B) a cosmic ray proton, each with an energy of 100 GeV. Images

courtesy of the CORSIKA site; CORSIKA (COsmic Ray SImulations for

KAscade) is a program used for the production of highly-detailed air
shower simulations [8].

when the energies of the constituent particles reach a critical energy, below which
ionization losses dominate [9].

On the other hand, the EAS produced by a hadron colliding with atmospheric
nuclei (termed hadronic showers) are more complicated to describe and unlike an EM
shower, comprise of several components (Figure 1.1b). The hadronic component of
the shower consists of pions (7%%) and kaons (K*) as well as spallation products
such as nuclear fragments. Neutral pions (71°) decay into 7-rays, which can form
an electromagnetic shower component in much the same way as described before.
Charged mesons (77+ and K¥) decay into high energy muons (¢*) and atmospheric
neutrinos forming the leptonic component. In this case, shower development stops
when pion energies go below a critical energy [6, 9].

Ground-based <y-ray astronomy relies on the detection of y-ray EAS by employ-
ing either of the following two techniques:

¢ Atmospheric Cherenkov technique: Ultra-relativistic particles in an EAS travel
faster than the speed of light in air and emit Cherenkov radiation (see fol-
lowing Section 1.1.2). The time-scale of this Cherenkov light wavefront is
in nanoseconds. Detectors using this technique sample this Cherenkov light
from complete showers (EAS that have died out before reaching the ground).
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In this case, the atmosphere acts as a giant calorimeter — the total amount of
Cherenkov light is proportional to the energy of the primary particle [6]. Al-
though these detectora have very short duty cycles (around 15%), they provide

superior background rejection and angular resolution [5, 2, 7].

* Particle sampler technique: Detectors utilizing this technique measure the
shower tail reaching the ground. Experiments employ arrays of water or scin-
tillator detectors to detect the charged secondaries and are called air shower
arrays. They also provide a unique window into the ultra-high energy (UHE)
regime (energies > 100 TeV) because they have large fields of view and very
long duty cycles (almost 100%). This also makes them ideal for sky surveys
and detecting transient sources [5].

1.1.2 Cherenkov radiation

Cherenkov light is produced when charged particles travel through a dielectric ma-
terial with velocities greater than the speed of light in that medium. For a particle
moving with a velocity v, through a medium with refractive index n = 7 (here v
is the speed of light in that medium), a dipole field symmetric along the azimuth is
produced (Figure 1.2) [10].

When the particle travels at relativistic speeds, v, > v = =, a coherent depolar-

ization of the dielectric medium leads to the emission of a cone of Cherenkov light.
This cone has an opening angle 6, such that

cos(0.) = — = —, (1.1)

where = UTF’.
The minimum energy, E,,;,,, required by a particle of mass my with Lorentz factor

Ymin, to produce Cherenkov radiation is

m()C2

Emin = 7minm0cz - \/ﬁ (1.2)

where Vi, = 1/4/1—v,%/c? and v, = v at the threshold. Therefore, particles
with smaller masses (small m() such as electrons and positrons tend to dominate
the Cherenkov light pool; for instance, in air, their energy threshold is ~21 MeV as
compared to ~4.4GeV for muons.

The Cherenkov yield, that is the number of photons emitted per unit track length
of the charged particle, dz, and per unit wavelength, dA, is given by the Frank-Tramm
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C
charge at rest V<= p=s v, >

FIGURE 1.2: Cherenkov light emission from a particle moving at rela-

tivistic speeds (velocity greater than the speed of light in the medium).

The radiation is emitted in a cone with opening angle 6. (extreme right).
The figure is adapted from [10] and [11].

equation [10, 6]:

d* Ny 5in26 (1-(Bn(A)7?)
P 2 c 2
= = : 1.3
T2dn 2t/ P 2t/ P (1.3)
Here, « ~ 1/137 is the fine-structure constant and Z is the charge of the particle.
Note the 1/A? dependence — Cherenkov light peaks at shorter wavelengths corre-
sponding to the UV-blue region.

1.2 Imaging Atmospheric Cherenkov Telescopes
(IACTs)

Imaging Atmospheric Cherenkov Telescopes (IACTs) employ the Atmospheric Cherenkov
technique (Section 1.1.2) to image the ns-long flashes of Cherenkov radiation pro-
duced by an EAS. Since the Cherenkov photons are spread across a large circular
area, one or multiple telescopes placed in this light pool can detect such a shower
and provide collecting areas of the order of km? [6, 7, 12].

IACTs comprise of an optical reflector, which focuses the faint, blue Cherenkov
light onto a camera consisting of several photomultiplier tubes (PMTs). Along with
very fast front-end electronics, PMTs provide the acutely sensitive and ultra-fast
response needed to image the ns-long flashes. Thus, an EAS, which can either be
a y-ray or CR-initiated one, triggers one or more telescopes through its Cherenkov

light and a resultant image, termed an “event”, is obtained by each telescope.
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Each event contains information about the primary -ray’s energy and direction.
An array of IACTs, such as H.E.S.S., can provide a stereoscopic view of an EAS,
therefore allowing for a much more accurate reconstruction of the shower (and thus
the primary <-ray) direction. Note that due to the very low intensity of the blue
Cherenkov light, these telescopes can only operate during the night and their func-
tioning is severely affected by moonlight and atmospheric conditions.

1.2.1 The H.E.S.S. array

Located in the Khomas Highlands of Namibia in Southern Africa, the High Energy
Stereoscopic System (H.E.S.S.) is an array of five IACTs. It is sensitive to y-rays with
energies ranging from tens of GeV to a tens of TeV [13].

FIGURE 1.3: A full view of the H.E.S.S. array with the four small (CT1-
4) telescopes and central large telescope (CT5). Picture credit: the
H.E.S.S. Collaboration [14].

Four of the five telescopes, referred to as CT1-4 (CT for Cherenkov Telescope),
are arranged in the form of a square with side length 120 m and were contructed
as part of the first phase of the experiment (called H.E.S.S. I). Each of these four
telescopes is equipped with a segmented mirror of 12 m diameter which is mounted
on an alt-azimuth setup. The camera of each telescope comprises 960 PMTs (pixels)
which collect the Cherenkov radiation from an EAS and has a 5° field of view (FoV).
The CT1-4 telescopes offer a stereoscopic view of the same air shower [13].

The fifth telescope, with a 28 m parabolic mirror that corresponds to a collecting
area of 650m?, is the largest of the five. It is placed in the center of the array (See
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Figure 1.3). Called CT5, this telescope has a much larger camera with 2048 PMTs and
has a FoV of 3.5°. CT5 significantly increases the sensitivity and energy coverage of
the instrument at low energies due to its greater size and sensitive camera. The five
telescopes now make up the second phase of the experiment (H.E.S.S.1I) [13, 15, 16].

1.3 Data analysis in IACTs

The raw data from IACTs — images of EAS seen through their Cherenkov light —
undergo several steps of processing in order to obtain workable science products.
Figure 1.4 shows an overview of the various stages in this analysis chain, which are
briefly described in this section, along with the very important role played by Monte

Carlo simulations of EAS (such as the CORSIKA simulations in Figure 1.1).
@ li_winstrumeg response M

t/ns x/cm X E/TeV E/TeV /T
4 ' - (
DLO DL1 DL2 DL3 DL4
| raw DAQ output Qmage parameters &hower parameters event list + IRF | science products

FIGURE 1.4: A schematic representation of the steps in the data anal-

ysis chain of IACTs. Low-level work such as that of direction recon-

struction involves data products from DL0-1 whereas Gammapy uti-
lizes DL3 products [17].

(energy, direction, gammaness, ...)
- event list
Z TIME RA DEC |ENERGY

)

y/cm

amplitude/A.U.

E2d¢/dE / (erg cm-2s

1.3.1 Shower Simulations

Pioneered by the Whipple collaboration in the 1970s, Monte Carlo (MC) simulations
of EAS are crucial in the development of IACTs and the processing of the data gen-
erated therein. In the absence of direct calibrations, they provide a way to estimate
the telescope performances and present critical inputs while building such telescope
systems. The steady increase in computational power over time has allowed the cre-
ation of ever larger and more realistic simulations. Now, it is common practice to
test all changes to the data analysis and their impact on the system’s sensitivity us-
ing simulated events [6, 5].

The input parameters to current state-of-the-art shower and telescope simula-
tions, such as the CORSIKA and sim_telearray suites currently used in H.E.S.S., take
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0 1 2 3 | a 5 6 7 8 9 1
30-11IIIIllllllllllIIIIIIIIIlIIlI]I. IIIIIIIIIIIIIII%O

N\ % » gl | - AR \ . | |
P 0 3 0 O 0 0 U DT o |||||||||‘:\‘||||E|‘;|||i|‘1|1“| 0
0 1 2 3 4 5 6 7 8 9 10

FIGURE 1.5: Illustration of the intrinsic variability of EAS through MC

simulations: the five showers on the left have 300 GeV <y-ray photons

as seeds and each of the five on the right are initiated by protons of

the same energy. The y-axis is the shower height in km. The figure is
adapted from [6].

into account the various factors that affect shower development, including shower
interaction and atmospheric profile models, the effects of the Earth’s geomagnetic
field on the charged particles, the characteristics of the telescope system itself, as
well as observation site-specific details (the altitude for instance) [18, 8]. Figure 1.5
shows the side profiles of ten such simulated air showers.

As an output, the Cherenkov image of the simulated EAS detected by the tele-
scope(s) is recorded. These images can be manipulated and studied in much the
same way as real images of air showers, thereby tremendously aiding testing and
improvements to be made to the data processing pipeline.

1.3.2 Low-level analysis

Once an event triggers and is recorded by an IACT camera, the raw data is in the
form of binary files that contain the sampled waveform at all camera pixels (PMTs),
which represents the captured image. Taking into account factors such as the ef-
ficiency of each pixel, broken PMTs and electronics responses, this raw data is re-
duced to a list of quantities per pixel such as the charge (number of photoelectrons
or p.e.) and photon arrival time.

The signal in these pixels, apart from Cherenkov photons, also include other pho-

tons not attributable to Cherenkov emission, such as those from stars and the moon
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as well as residual terrestrial light. This is called the night sky background (NSB). The
next step, therefore, is image cleaning whereby the images are further processed to
select only those pixels that recorded Cherenkov light. Either of two methods are
employed for this: (i) tailcuts cleaning which selects for spatially correlated features
in the recorded image [19] and (ii) time cleaning which selects for features which are
both spatially and temporally correlated (unlike NSB noise) [20].

At this stage, the pixelated shower image, representing the distribution of Cherenkov
light in an EAS (Figure 1.6a), can be parametrized using the moments of its mea-
sured distribution (effectively approximating as an ellipse) and its position on the
camera. These image parameters are termed the Hillas parameters, some of which
can be seen in Figure 1.6b [21, 19].

Reconstructed Telescope 1 Image

o Direction \\\xx\\\k\
<77 Major Axis \ Widtho>

True . S .
Direction ] Distance

=
W

Telescope 2 Image
<

(A) y-ray event seen by CT5 [14] (B) Hillas parameters [19]

\

Camera centre

I\

FIGURE 1.6: First stage of low-level data analysis in H.E.S.S.: after
cleaning, a 7y-ray event (a) can be approximated as an ellipse to get
the Hillas parameters (b).

In addition to the geometric parameters such as length, width, etc., other in-
formation like the number of photoelectrons detected by the camera (image ampli-
tude), time of triggering of the PMTs and total number of pixels in the image is also

saved.

v-hadron separation (GHS)

As already introduced, an overwhelming background of CRs also produce EAS and
their events need to be filtered out in order to detect a y-ray signal. The intrinsic
differences in the shower production for hadronic and photon seeds is well-studied
through MC simulations (Figure 1.5) and can be used to distinguish between these
two types of events. Boosted decision trees (BDTs) are most notably utilized for this
step —an event’s Hillas parameters are used to classify it as either 7y-like or hadron-
like [22]. This step is also referred to as event selection or background rejection.
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(A) CR event (B) y-ray event

FIGURE 1.7: The shape of the camera images of (a) CR and (b) y-ray

EAS help in distinguishing between them and filtering out the CR as

background. The events are as seen by CT5. Picture credit: [11] and the
H.E.S.S. Collaboration.

GHS in the case of events seen only by CT5, the so-called mono observations, suf-
fers. In the case of stereo observations (involving CT1-4), events recorded by multi-
ple telescopes are better constrained — the Hillas parameters of individual telescopes
are averaged and reconstruction information from all telescopes are available. For

mono events, only the image parameters are available for separation.

Event reconstruction

At this stage, usually after GHS has taken place, a list of «y-like events, with their
corresponding shower information such as the energy, direction and core location
on the ground, can be obtained. This step is called event reconstruction.

For stereoscopic observations, as illustrated in Figure 1.8, a purely geometric 3D
reconstruction of the direction of the EAS is made possible by combining images
from multiple telescopes. This method is also called Hillas-based reconstruction [23].
For the current generation of IACTs, a sophisticated method called ImPACT is used
[24]. In this technique, the shower parameters (energy and direction) are obtained
by fitting shower images with shower templates obtained from MC simulations.

For mono observations, on the other hand, the lack of a stereoscopic view leads
to a less precise determination of the primary particle’s direction. For further details
regarding the current mono reconstruction techniques, see Chapter 2. Improving
the angular reconstruction for mono observations, which forms the premise for this
thesis work, and the implementation of these techniques is discussed in subsequent

chapters.
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(A) Stereoscopic view (B) Stereoscopic reconstruction

FIGURE 1.8: A simulated 700 GeV 7-ray event as seen by the five tele-

scope cameras of H.E.S.S. II (a). Intersecting the major axes of all five

events is used to determine the direction of the shower (b). Picture
credit: [11] and the H.E.S.S. Collaboration.

1.3.3 High-level analysis

The data products involved in high-level analysis are independent of the detection
techniques as well as calibration and analysis methods (DL3, refer to Figure 1.4).
These data products consist of: (i) a list of reconstructed <y-ray events (referred to
as “events” from now on), and (ii) their corresponding instrument response functions
or IRFs. IRFs represent the responses of the telescope system and therefore allow
the determination of flux points, signal significances, etc. from the measured 7y-ray
signal. These include the effective area and exposures, residual background from
GHS and reconstruction (angular and energy) accuracies.

Note that IRFs will reflect any changes brought on by improvements in previous
stages of data analysis. The point spread function (PSF), for example, represents the
direction reconstruction accuracy and any upgrade to the angular reconstruction

capabilities will be reflected through this function.

Gammapy

Gammapy is an open-source, Python-based software package widely utilized in the
high-level analysis of data from IACTs. It employs standard Python packages such
as Numpy, Scipy, Astropy and matplotlib. Gammapy is used to obtain a variety of
science products such as light curves, flux and significance maps as well as spectral
tits to observational data available in the form of y-ray event lists and IRFs [25, 26].

This software package is used consistently throughout this work, when setting
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the benchmark cases and when later evaluating the improvements made to the anal-
ysis pipeline. The details about specific methods utilized for this thesis and the re-

sultant science products are disussed in later sections.

1.4 VHE sources: y-ray Active Galactic Nuclei (AGN)

Much of the radiation propagating in the universe is thermal in origin, such as that
generated in stars and hot gas [27]. However, certain radiation components result
from non-thermal processes, which is made clear by their energy spectra, showing
no indication of a black body origin, and their energies that go well-beyond what is
possible through thermal mechanisms. An important class of astrophysical sources
showcasing broad-band, non-thermal spectra that are sources of VHE gamma-rays,
and therefore have been demonstrated to be sights of particle acceleration, are active
galactic nuclei (AGN) [28, 29, 30].

Active galactic nuclei, as the name suggests, are astrophysical sources located in
the centres of some galaxies. They are powered by accretion into the central super-
massive black holes (SMBH) of the host galaxies. Their luminosities are well beyond
that of “normal” galaxies, making them visible upto very high redshifts [31]. De-
tectable emission from these sources covers the whole electromagnetic band and
make them ideal candidates for multi-wavelength studies [32].

Various classification schemes attempting to categorise these sources based on
the observed various phenomenological differences were proposed. However, now
it is of general consensus that a unified model is a more plausible answer. According
to this model, various observational differences arise due to differences in the ori-
entation/inclination of the AGN with respect to the line of sight of the observer [34,
33, 30].

The present, approximate structure of an AGN that arises out of the unified
model is illustrated in Figure 1.9). The figure also shows the various AGN classes

adopted over the years.

1.4.1 Blazars and their subclasses

Blazars are a special class of AGN that contain jets aligned very close to the line
of sight (LoS) of the observer (< 10°). This orientation of the jets allows for the
emission to be highly Doppler-boosted, making them dominant emitters in the -
ray sky despite their relative rarity. Blazars are characterised by their compact radio

cores, continuum emission, rapid variability (detected as flares) and high degree of
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FIGURE 1.9: Structure of an AGN: the central SMBH is surrounded
by an accretion disk (optical/EUV emission) with a ‘corona’ of electron
plasma residing above it (X-ray emission). An IR-emitting dusty torus
surrounds the whole accretion disk structure. Clouds of gas move in
close proximity to the SMBH (broad line) as well as beyond the torus
(narrow line). Collimated jets of relativistic particles may also be beamed
along the poles of the disk. Note that the main difference between the
classification of an AGN as a radio galaxy or blazar depends on the
angle of viewing the jet. Picture credit: Marie Luise Menzel [33].

polarisation [34]. These objects are therefore particularly important in the study of
jet dynamics, accretion processes and high-energy radiative phenomena.

They can be divided into two main sub-classes: (i) BL-Lacs, which lack strong
emission or absorption features in their spectra, and (ii) Flat spectrum radio quasars
(FSRQs) which showcase broad emission lines [34].

1.4.2 Spectral Energy Distributions (SEDs)

The multiwavelength Spectral Energy Distributions or SEDs of most blazars show a
characteristic double-humped shape as shown in Figure 1.10. Peaking in the IR to
X-ray bands, the lower-energy component is usually attributed to synchrotron radi-
ation from relativistic electrons in strong magnetic fields. The origin of the higher-
energy component is thought to be due to a combination of Inverse Compton (IC)
on the synchrotron photons (Synchtrotron self-Compton or SSC) or external thermal
photon field as well as hadronic processes [3]. Note that the downturn in the second
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hump occurs in the VHE regime, thereby making it important to study these sources

at these energies.
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FIGURE 1.10: The multiwavelength SED of the BL Lac Markarian 421
(the first extragalactic source of VHE energy to be discovered [35])
during a flare in 2010 [36]. Observations with H.E.S.S. (not shown
here) would roughly correspond to the range of MAGIC (filled orange
squares). Note that the various coloured lines represent the various
components of the model fits proposed by the authors. The third hump
at 5-10 PeV arises because the EBL absorption has not been taken into
account.

1.4.3 Extragalactic Background Light (EBL) and its estimation

The extragalactic background light (EBL) traces the star formation history of the uni-
verse, and represents the UV through IR emission from stars, galaxies and AGN. It
is very important in the cosmological context, being the second-most energetic dif-
fuse emission after the cosmic microwave background (CMB) [37]. The overwhelming
local foreground light makes direct measurements of EBL very difficult but its inten-
sity can be characterised indirectly by studying the <y-ray spectra of sources across
various redshifts [37, 38, 39].

7-rays interact with EBL photons via pair-production— the higher the energy of
the -ray, larger is cross-section of interaction. As a result, the spectrum of a y-ray

source at a given redshift displays a steepening or cutoff at TeV-scale energies. The
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FIGURE 1.11: Various models of the EBL absorption coefficient/factor
for a source at redshift of 0.5. These are available as built-in versions
on Gammapy; the scaling factor « has been set to 1.

EBL absorption factor is given by
exp(—a x T(E, z)) (1.4)

where T(E, z) is the optical depth predicted by a model and « is a scaling factor for the
optical depth [40]. Hence, by measuring this degree of absorption imprinted on the
spectrum, the intensity of EBL present in intergalactic space can be probed. Various
EBL models are plotted in Figure 1.11.
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Chapter 2

Event Reconstruction in H.E.S.S.

For H.E.S.S. mono observations, due to the unavailability of a steresocopic view, it
is difficult to reconstruct the direction of arrival of the primary -y-ray. This, however,
can be bettered through the use of more event-specific parameters and reliable tech-
niques for reconstruction, the development of which is the aim of work presented
in this thesis.

This chapter provides an overview of the analysis pipeline utilized for this work
and the inherent flaws in the current analysis method. The alternative use of “event
classes” in place of the present approach is discussed, alongside the special class
involving only mono events. The new parameters employed for building on the

ongoing direction reconstruction are also discussed briefly.

2.1 The H.E.S.S. Analysis Pipeline (HAP)

The H.E.S.S. collaboration has developed multiple pipelines for data analysis. These
are used in the calibration and data reduction of H.E.S.S. observations as well as
simulation-based tests. The presence of multiple pipelines allows the cross-checking
and ensures the robustness of obtained results.

The H.E.S.S. analysis pipeline or HAP is the software pipeline version used in
this work. It comprises several software modules, primarily written in C++ and
Python, maintained throughout internal H.E.S.S. servers and exploited for various
tasks along the analysis chain (Section 1.3). Given a list of observation (or simula-
tion) runs with raw DLO data, HAP can be used to obtain cleaned and parametrized
events to be further exploited, either for source analysis or to carry out algorithm

improvements.
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ROOT framework

HAP inputs are provided in the form of ROOT files. ROOT is the main software
framework used in high-energy physics for data analysis [41]. For supervised ma-
chine learning techniques employed in the analysis chain, such as BDTs for GHS
and artificial neural networks for event reconstruction, HAP utilises the Toolkit for
Multivariate Analysis (TMVA) ROOT library [42].

2.2 Current approach and shortcomings

At present, the default scheme implemented for H.E.S.S. data analysis involves se-
lecting a particular set of telescopes whose data are then used for analysis. The pos-
sible configurations are: (i) only the central telescope (mono), (ii) the four smaller
telescopes (stereo), and (iii) all five of them (hybrid). The problem with this scheme
is that the energy range accessed is artificially limited by apriori choosing such a
configuration, as can be seen from the effective area curves in Figure 2.1. For a
given observation (in which a number of events of are registered by the telescopes),
the effective area is limited to one of the curves.
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FIGURE 2.1: The effective areas for the three different analysis config-

urations for events at 45° zenith (a similar behaviour is seen at other

zeniths as well). Note how by choosing either the hybrid or stereo ar-

rangements, the access to low energy events and vice versa, is ham-

pered. Picture credit: Rodrigo Guedes Lang (H.E.S.S. collaboration
meeting, 2022)
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Note, however, that this approach is not always avoidable. While dealing with
observations taken during the H.E.S.S I era or when not all five telescopes are func-
tioning, for instance, the telescope configuration used for analysis needs to be de-
cided beforehand.

2.3 Event classes

A uniform framework of data analysis is required to exploit the full energy range
of the experiment and get rid of discrepancies between the two experiment phases
(H.E.S.S. I and II). This can be achieved by dividing events, based on their quality,
into complementary and but independent “event classes”. Based on the amplitude
and number of telescopes triggered (n), an event can fall into one of the following
classes:

¢ Class A: Amplitude(CT5) > 50 p.e. and n(CT1-4) > 2, with amplitude > 200
p-e. for all

¢ Class B: Amplitude(CT5) > 80 p.e. and either n(CT1-4) > 1 or n(CT1-4) > 2,
with amplitude > 80 p.e.

¢ Class M: Amplitude(CT5) > 100 p.e. and no triggered CT1-4 telescope has
amplitude > 100 p.e.

¢ Class C: Very low-quality and neglected

Event classes are beneficial because they allow an optimisation of the analysis
for each class. The classes can then be jointly considered in the final analysis. An
implementation of this framework, therefore, requires a good understanding of each
telescope’s reconstruction capabilities. The advantage of the event classes over the
current default configuration technique can be seen in Figure 2.2. Note how a much
better energy and effective area coverage for a given observation is obtained by
combining the individual performances.

Therefore, event classes allow the combination of events from different tele-
scopes and the information they hold about the primary -y-ray. With better recon-
structed events at lower energies, the obtention of which is the aim of this work, the
usage of event classes can help bring down the systematic errors associated with the
angular resolution, and energy bias and resolution. When dealing with real-world
observations, these systematic errors are reflected through the IRFs (Section 1.3.3).
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FIGURE 2.2: The individual and combined effective areas of the three

event classes for events at zenith=45°. Note how low energy events

can now be accessed in a single observation. Picture credit: Rodrigo
Guedes Lang (H.E.S.S. collaboration meeting, 2022)

2.3.1 Class M or mono

Since CT5 has the largest energy range and lowest energy threshold of the H.E.S.S.
telescopes, the M event class becomes particularly important. Low-energy events
are often only detected with CT5, making it necessary to perform a monoscopic
reconstruction. Therefore, in order to effectively utilize the whole energy range of
the experiment, improving the accuracy of the data analysis involving this telescope
is a must.

Recall that in stereoscopic reconstruction, intersecting the major axes of shower
images from multiple cameras allows the accurate determination of the shower di-
rection (Section 1.3.2). For mono events, however, the direction of arrival of the
primary y-ray is difficult to ascertain with just the Hillas parameters — it could lie
on either end of the major axis as shown in Figure 2.3. This ambiguity is partially
solved by considering the skewness of the image, which is a proxy for the asymme-
try of the shower image distribution. The current event reconstruction scheme uses
this skewness parameter for determining the direction.

However, for low-energy events of the order of a hundred GeV, which CT5 is
most sensitive to, only a handful of pixels in the camera are triggered and it becomes
increasingly difficult to decipher the original direction. As a result, the current anal-

ysis method is limited by systematic uncertainties arising from this degeneracy.
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A

¥ o,

Source ”

FIGURE 2.3: Degeneracy in the direction reconstruction: for the same

value of disp (distance between image centre and direction of primary

v-ray), the reconstructed direction can lie on either side of the major

axis (A or B). For events whose directions are correctly determined, the

value of 0 is reasonable (04) but for the wrongly reconstructed events,
the value of 6 is way off (63).

Event reconstruction of CT5-only events (mono reconstruction)

Event reconstruction (as outlined in Section 1.3.2) is a two-fold process, involving
the determination of both the energy and direction of the primary <-ray. For mono

events, this step is split into two tasks:

* Regression task: a neural network is used to reconstruct the energy and disp
— the distance of the image CoG to the actual direction of the incoming y-ray
(Figure 2.3).

¢ Classification task: the side of the major axis on which the true position of the
primary y-ray lies is discerned by looking at the image skewness.

Although skewness predicts the correct side for most events (the shower direc-
tion of more than 80% of events above 250 p.e. are correctly determined), the cal-
culating an incorrect side leads to a very large displacement from the true source
position. The angular separation of the reconstructed position from the true posi-
tion (side, that is) is given by 6; for the wrong recontructed position 6 is large (see

Figure 2.3).
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24 The new image parameters

To help address the degeneracy in angular reconstruction, a set of other comple-
mentary image parameters are defined using the timing and charge information of
an event. These include: (i) the time gradient (based on the arrival time of the
Cherenkov photons in different sections of the ellipse), (ii) the charge asymmetry in
the image and (iii) additional geometric parameters obtained by sectioning the el-
lipse into 3 sectors, like each sector’s center of gravity (CoG; xo-x3) and amplitude-
weighted width (wp-w;). The new image parameters are visualised in Figure 2.4
and are part of the new generation of MC simulations to be used in H.E.S.S. The
definitions of these new parameters can be found in Table 4.1.

Charge Asym = XLq2 - Xqo

Towards camera centre

Time Grad = t» - tp

FIGURE 2.4: The new image parameters: the Hillas ellipse is divided
into three sectors (top, centre and bottom). xp-x; are the sector CoGs
and wo-w, are the amplitude-weighted widths of each sector. Other
parameters relevant to this work, such as the flip, are also illustrated.

For simulated events, the true source position is known and a variable to indicate
this can be defined- the variable “flip” can have values of +1 or -1, depending on
which side of the ellipse major axis the true position lies. It is calculated in the local
frame of the telescope’s camera for MC simulations and is dependent on the which
part of the camera the event lies on. Note that the value of the flip is used to calculate
the true position and does not directly represent the position (-1 for instance, is not
a position).

It is very important to note that events are not “classified” into two flip classes of
+1 or -1. The flip value is representative of the event’s direction and all comparisons
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need to be made with regards to whether the value (and therefore position) has
been correctly predicted for a given event and not between events with different
flip values.

Improving the angular reconstruction of mono events

A neural network can now be trained to execute the (classification) task of determin-
ing the direction using the flip of each event as the label. Along with information
from the image asymmetry (skewness) and tailedness (kurtosis), taking into account
a combination of the aforementioned new parameters to reconstruct the direction
can be crucial in finding a way to reduce the degeneracy in the direction reconstruc-
tion algorithm.
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Chapter 3

Artificial Neural Networks

Machine learning or ML, is the science of programming computers to learn from
data. A variety of ML systems are currently employed to solve a multitude of
tasks involving big data that are deemed too complex for traditional approaches
such as image classification and speech recognition. They help provide insights into
non-trivial problems, and serve as powerful computational tools easily adaptable to
changing conditions (in the form of changing data) [43].

Motivated from the design and organisation of biological neural networks found
in animal cerebral cortexes, artificial neural networks (ANNs) are powerful ML
tools commonly employed for classification and regression problems. This chap-
ter broadly discusses the concept of ANNS, the data used and introduce the Python
libraries employed for this study.

3.1 Supervised machine learning

A major class of ML systems is based on whether they are trained with human su-
pervision. In the case of supervised ML, computers learn from data labelled with
true values. ANNSs are a subset of supervised ML and are trained on labelled data
to identify relationships and patterns among the inputs parameters that may other-
wise not be easily discernible to the human eye or modelled in a simple manner.

With the advent of large computational resources, improvements in training al-
gorithms and availability of large quantities of data for training and testing, ANNs
are widely used to tackle large and complex ML tasks, such as image classification
[43].
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3.2 Training and testing datasets

In the context of this project, the training dataset is a new generation of MC -
ray shower simulations as seen with H.E.S.S., and cleaned and parametrized with
with HAP. The energy, true direction and other reconstructed image parameters and
their distributions (including that of the new ones described in Section 2.4) are well
known. These MC parameter values are the labels of the data. For this work, given
a set of reconstructed event parameters, ANNs are used to carry out two tasks :
(i) to obtain the energy and disp values and (ii) determine what flip is needed for
direction reconstruction. The MC shower simulations are of two types:

* Fixed offset (FO): For a given zenith and azimuth angle of observation, the
position of the point-source is fixed at a given directional offset and a variety of
events with different energies are simulated. Note, however, that the source is
offset to only one side of the telescope pointing direction.

¢ Diffuse: Events are simulated for a given zenith and azimuth randomly across
a wide range of offsets. Although more realistic, diffuse simulations are highly
computationally expensive to obtain. This also means that for a given offset
band, the number of events are much lower than that for FO simulations. For
the purpose of this thesis, they are primarily used to carry out checks on the

ANN performances and accuracy of direction reconstruction.

For testing purposes, an independent and randomly chosen subset of the MC
simulations is used. The final testing is carried out on actual H.E.S.S. data (observa-
tions of two AGN, discussed in Chapter 5).

3.3 Components of an artificial neural network (ANN)

Artificial neurons are modelled in much the same way as biological ones. The sim-
plest one, called a perceptron, comprises a node (the neural body) that receives one or
more binary inputs (synapses) and produces a single binary output (the axon) [43].
The sigmoid neuron, which is the advanced and more practical version of the percep-
tron, takes in inputs that have continuous instead of binary values. Henceforth, any
reference to a neuron would allude to the sigmoid neuron.

Consider the simple case of a single neuron getting its input from a set of other
neurons (Figure 3.1). To obtain the output from this neuron, a weighted sum of all
the inputs is taken; the weights serve as indicators of how much the input matters to
the neuron in question. This value can then be shifted using a bias associated with

this neuron. The final output from this neuron is then obtained by applying the
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activation function, which decides whether the neuron should be activated (provide
valuable inputs to succeeding neurons) and if yes, how large of a contribution to the

network it should have.
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FIGURE 3.1: A simple sigmoid neuron that takes 3 inputs and outputs
a single value. Figure adapted from [43].

3.3.1 Deep Neural Networks

A deep neural network (DNN), which is used in this work, has several neurons ar-
ranged in layers (refer to Figure 3.2). It necessarily contains (i) an input layer made
of neurons to which a list of input values can be fed (in this case, the image param-
eters) and (ii) an output layer which, depending on the requirement, consists of one
or more neurons. The values of the output neurons could be actual predictions (in
the case of regressors) or class probabilities (in the case of classifiers). Connecting
these two layers are the so-called hidden layers, arranged in much the same way as
any neuron layer.

The output of a neuron in the k’th layer of a DNN is given by:

ok = Aj(Y_[Wik—1) X Xik—1)] + bjx) (3.1)

1

Here, 0ji is the output of the jth neuron in the kth layer and Aj is its activation
function. All the inputs from the previous (k — 1)th layer (the x;’s) are multiplied
with their corresponding weights (the w;’s) and summed over. The shifting of the
activation function can be adjusted using the bias for that output neuron, called b,
[44], [45].



28 Chapter 3. Artificial Neural Networks

Input layer Multiple hidden layers Output layer

A 5

L\

»

A4

Pt

FIGURE 3.2: A simple deep neural network (DNN) with an input layer

of 5 neurons, an output layer of 3 neurons, and 3 hidden layers with 5

neurons each. The arrows indicate the weights of the network. Figure
adapted from [46].

Loss function and training

The values from each neuron in the output layer can be compared to the actual/true
values, i.e., the labels of the data. The accuracy of a NN model can then be evaluated
with the cost or loss function, which quantifies how different the predictions of the
NN are from the actual values. It is a function of all the weights and biases. There

are several loss functions, a common one being the mean squared error:
1
Clw,b) =~} [l y(x) —a(w,b,x) |* (32)

Here, x represents the set of input parameters for a given training event. y(x) is
the true value(s) and a(w, b, x) is the vector of model-predicted values for a given
x. The loss function is calculated for each training instance being fed to the ANN.
However, since there are usually millions of data points to train on, the loss is com-
puted as an average for a set of (1) training examples, called a batch (hence the %).
Other loss functions are similarly structured.

The method of gradient descent is employed to carry out the minimisation of the
loss function. The weights and biases are updated as:

/ aC
Wi — Wy = Wy — qa—wk (3.3)
by — by = b — oC (3.4)

"6,
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Here 7 is a small, positive parameter called the learning parameter and C is the
loss function [45].

The backpropagation algorithm is utilised to adjust the weights and biases in a man-
ner that leads to the convergence of the cost function to a local minimum. There are

three main steps involved, namely:

1. A forward pass, in which the neural network is used to make a prediction for
a given training sample and the associated error (the value of the loss function,
that is) is computed.

2. A reverse pass in which the error contribution from each layer is measured by
going through each layer in reverse.

3. A Gradient descent step which tweaks the connecting weights and biases so

as to reduce the error (Equations 3.3, 3.4)

A neural network architecture which involves the signal flowing in only one
direction (inputs to outputs) is referred to as a feed forward neural network (FNN). For
computational efficiency, the training set itself can be divided into “batches” with
batch size referring to the number of instances in each batch. The learning algorithm
generally goes through the whole training set a given number of times, with each

complete pass through the set called an epoch.

ANN hyperparameters

A large part of the power of ANNSs arises from their inherent flexibility— numerous
hyperparameters can be tweaked for the network to offer optimal results. The ma-
jor hyperparameters that can be fine-tuned without the use of grid-search methods
include the number of hidden layers and the number of neurons in each of them
as well as the activation functions used for the neurons, the number of epochs and
batch size [45].

For the first two, care must be taken to include not too many hidden layers or
neurons in order to avoid overfitting the ML model on the training data, leading to
worse generalization to the test data.. At the same time, smaller and shallower net-
works, although capable of providing very good accuracy in predictions, are unable
to model complex functions as easily.

There are a wide variety of activation functions to choose from, the most com-
mon being the sigmoid or logistic function, hyperbolic tangent, ReLU and swish (Figure
3.3). Each has its drawbacks and advantages, which have to be considered while
deciding the ANN architecture for the task at hand. Ideally, an activation function
is differentiable at all domain points.
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FIGURE 3.3: The most common activation functions used in ANNSs.
Note how, unlike the others, ReLU (rectified linear unit) is not differ-
entiable at 0. Linear activation functions are typically used in the final
neuron of regression tasks. For classifiers that deal with probabilities,
the sigmoid function is utilized because the output lie between 0 and 1.

Finally, the epochs and batch size can be adjusted to make sure the gradient

descent step converges in reasonable time.

3.4 Keras and Tensorflow libraries

Tensorflow is an open-source framework and library for ML that offers support for
varied ML and deep-learning models, algorithms and numerical computations. De-
veloped by Google and now maintained by a worldwide community of developers,
it presents a Python-based front-end interface for training and deployment of ML
models. It is easily adaptable to other languages and programming environments
[47].

Keras acts as a Python interface for Tensorflow and is specifically designed as a
library for deep learning tasks involving artificial neural networks. In particular, for
this work, numerous implementations of ANN building blocks such as optimizers,

dense layers and activations functions are obtained from Keras [48].
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Chapter 4

Improving the event reconstruction
capabilities for CT5

In this chapter, the results of the improvements carried out on the mono reconstruc-
tion techniques in H.E.S.S. are reported. It is found that using a neural network to
determine the event direction outperforms the skewness method currently in place
(refer to Section 2.3.1). Another neural network trained on the new generation of
MC <y-ray simulations for the task of computing the energy and disp also performs
reasonably and within good bias limits (< 15%). Following a brief outline of the
structure of the simulation dataset, selection cuts and the neural network architec-
tures employed for this work, the improvement of the angular reconstruction are

discussed.

41 Methods

4.1.1 Simulations: training and testing sets

Out of the complete set of simulated -ray events at hand, 10° are randomly chosen
to carry out the training, validation and testing of the ANN (the preliminary set).
This preliminary set is divided into three parts once again: 70% of the picked events
are used for training, 10% for validation and the remaining 20% for testing. The
trained model is saved both as a Keras model (for evaluation purposes) and in the
TMVA format (for later implementation in HAP).

As discussed in Section 3.2, simulated events can either be FO or diffuse. Train-
ing is carried out for each combination of zenith, azimuth and offset (or just zenith

and azimuth for diffuse simulations) angles. The zenith and offset angles range from
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0-60° and 0.0-3.0°, respectively and the azimuth angle is either 0° or 180°. There is
no intrinsic difference in the training carried out for FO and diffuse simulations.

Furthermore, only a million events from a much larger set of simulations are uti-
lized for the preliminary task of carrying out improvements. This ensures that two
more stages of testing can be carried out using: (i) the rest of the dataset not includ-
ing the preliminary set, and (ii) actual observational data from H.E.S.S (discussed in
the subsequent chapter).

An important point to note here: while simulating the events, for a given zenith,
azimuth and offset angle, more simulations are carried out for events with smaller
impact distances because of computational efficiency. Therefore, each MC event has
a weight associated with it, with higher impact events given more weight. These
event weights needs to be considered while training and evaluating the neural net-

work.

4.1.2 Selection cuts

Certain “selection cuts” are placed on the event images before and during the DL2
analysis wherein only those images satisfying specific criteria are allowed for further
processing. For this work involving the mono reconstruction, two such cuts (applied
to the images before reconstruction takes place) are considered while training: (i)
safe cuts (events with amplitude > 250 p.e. and >10 pixels surviving image cleaning
are selected) and (ii) ultra loose cuts (events with amplitude > 60 p.e. and > 6 pixels).
Additional parameter cuts relevant to o-hadron separation are also considered but
are not of importance when considering the event reconstruction.

A further cut selecting only images for which the image centroid lies within
0.72 m of the camera center is applied. This ensures only images that are fully con-
tained in the camera and not truncated at the edge of the field of view are consid-
ered. This cut is then flexibly reduced to 0.80 m for testing with HAP. The stricter
cut during training ensures that the ANN is well-trained on good-quality events

and fewer outliers.

4.1.3 ANN architecture

As previewed in Section 2.3.1, there are three ANNs employed in mono event re-
construction, one each for the energy, disp and flip. A variety of architectures, with
differing hyperparameters and input parameters, were tested and in each case, the
one with the best performance was chosen. The final ANN architectures (Figure 4.1)

along with the input parameters (Table 4.1) for each network are detailed below.
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Training was carried out for a batch size of 1000 and with a maximum of 10,000
epochs. An early stopping criterion was set while training to ensure the best compu-
tational efficiency: the loss was monitored with a patience of 200 epochs. Patience is
the number of epochs with no improvements before training is stopped. In addition,

the event weights are considered in the form of sample weights when training.

The energy-disp-impact (EDI) network

This ANN takes 8 inputs and outputs the energy, disp or impact through a linearly-
activated output neuron. It has 2 hidden layers, each with 20 neurons and the sig-
moid activation function. The loss function is the mean squared error (Equation 3.2).
This is illustrated in Figure 4.1.

There are two points of importance here: (i) although described together as the
regression task, the ANNs (and thus the TMVA weights) for energy, disp and impact
are separate. The architecture of each type, however, remains the same. (ii) the
impact ANN is not directly utilized by HAP for reconstruction. Rather, it acts as
a checkpoint to make sure the preliminary evaluations of the network on the new
simulations are reasonable.

energy, disp
5 Hidden value
neuror}s Layers s
(energy, disp)
(20 neurons/
ey Output
—> linear
Inputs activation
sigmoid
activation
13 neurons
(flip) value > 0: flip +1
value < 0: flip -1

FIGURE 4.1: The neural network architecture employed for the energy,

disp and flip networks used in this work. The basic architecture (shown

in purple), comprising an input and two hidden layers and a single

output neuron, remains the same for both tasks. The input parameters

(summarised in Table 4.1) are different for each however and the two

classes for the flip network are determined using a threshold cut at 0
which enables it to act as a classifier.

’

--——-m-
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TABLE 4.1: Input parameters for the energy-disp and flip neural net-
works. The usual Hillas parameters employed in the present energy-
disp network (without improvements) are shown in black. Along with
the time gradient and charge asymmetry, they make up the 8 inputs for
the new energy-disp network. In addition to these 8 parameters, the
parameters shown in purple serve as the inputs for the flip network.

Hillas length Semi-major axis length of the image ellipse
Hillas width Semi-minor axis length of the image ellipse
Log amp Log(image amplitude)
Log density Image amplitude

Hillas length x Hillas width

Skewness Third central moment; measure of image asymmetry;
Log(skewness) taken for energy-disp network

Kurtosis Fourth central moment; measure of image tailedness

Time gradient Difference in photon arrival times between top and bottom sectors

Charge asymmetry | Differences in produced charges between top and bottom sectors

w0 or width1 Amplitude-weighted width of the top sector
w2 or width2 Amplitude-weighted width of the bottom sector
Length Distance between CoGs of the top and bottom sectors
Local Distance Distance between the camera centre and CoG of the image
Npix Number of pixels in the image

The flip network

The ANN used to predict the flip takes as input 13 image parameters, summarised
in Table 4.1. It also has two hidden layers with 20 neurons, each having a sigmoid
activation function. Just like the EDI network, the final output layer consists of a
single neuron that is linearly activated. The loss function is the mean squared error.
For it to act as a classifier, a threshold is set at 0. This ensures that values on either
side of the threshold, that is > 0 and < 0 are taken as either +1 or -1 respectively.

Classifiers with binary cross-entropy and a variety of activation functions were
also tried and tested (the two output classes comprised -1 and +1 events). However,
none performed as satisfactorily as the one described above (Figure 4.2).

4.1.4 Evaluation of the ANN performance

The performance measures for a regressor network (energy and disp) can be calcu-

lated using the distribution of the relative errors given by

predicted value — true value
true value

relative error = 4.1)
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The bias and resolution of the regressor network is defined as the mean and stan-
dard deviation of this distribution, respectively. Their values are zero for a perfect
predictor.

For a classifier, on the other hand, three important tools can be used to visualise

the accuracy and performance:

True label

¢ the confusion matrix (CM): It is the 2D matrix-representation of the network’s

predictions. The simplest form of a CM is for the classification task involving
two classes (or plausible output values), which also happens to be the task
at hand. The two axes of the 2 x 2 matrix represent the true and predicted
values. Figure 4.2 shows the confusion matrix of the current flip ANN and
another trial classifier network at zenith = 20, and offset = 0.5.

- n=2( =180 0.5
zen=20°, az=180°, off=0.5 zen=20°, az=180°, off=0.5

T 1
0.6 0.5
0.037 . 0.5 0.14 -
0.4
0.4 —
[}
e}
=
Q =1 0.3
o3 =
= 0.034 0.29 4 [7°2 1 | 0.24 0.083 4 |02
- 0.1
1 1 | | | a B
-1 1 0 1
Predicted label Predicted label
(A) A regressor-type classifier (B) A classifier

FIGURE 4.2: The confusion matrix for (A) the final hybrid regressor-
classifier network whose architecture is described in Section 4.1.3, and
(B) one of the trial classifier networks (with swish activation functions
for the hidden layers and the binary cross-entropy loss function). Note
the different labels: for the latter network, the input classes are 0 and 1
corresponding to flip classes -1 and +1, respectively. The performance
is very bad for the classifier, with an accuracy of 61.6%) compared to
> 93% for the present, chosen network (A).

¢ The bad flip fraction (BFF): For each (image) amplitude bin, the BFF is defined

as:
no. of wrongly flipped events

total no. of events
Here, “wrongly flipped events” refers to those events whose directions were
incorrectly determined. Therefore, the same measure can also be used to check

and compare the performance of the skewness method with that of the flip
NN.

BFF =

(4.2)
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e The 6? distribution: The true direction (available from MC simulations) of

each event can be compared with the direction predicted by the flip NN (or

skewness). This offset angle 6, was described previously in Section 2.3.1 (See

also Figure 1.6b). The unit of 62 is used because a constant solid angle on the

sky per bin is maintained.

Note that 62 distributions of the event counts in actual observations are also

employed to check for the presence of a source at a known sky position (the

true direction in this case). These are discussed later in Chapter 5.

4.2 Improvements to the monoscopic analysis

4.21 NN performance for energy

For CT5-mono, the energy range of interest is from around a few hundred GeV to

around a few TeV. The bias of the energy network in this energy range is well within

15% as can be seen in the bias curves in Figure 4.3a. The corresponding energy

resolution curves are shown in Figure 4.3b. The evaluation of the bias is carried out

on the test set derived from the preliminary set.
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FIGURE 4.3: The (A) energy bias and (B) energy resolution for neural
networks trained on events at zenith = 20° and zenith = 50° for a fixed
azimuth = 180° and offset = 0.5° (the zeniths and the fixed azimuth
and offset are represented in the form of a 3-tuple in the label).The dark
and light shaded regions in (A) represent the 15% and 100% bias ranges,
respectively. Note that the bias behaviour at low and high energies as
well as with zenith are as expected. The network biases and resolutions
are within the 15% range and < 0.4 respectively in the energy range
important for mono.

The shape of the broad-scale energy-bias curve (Figure 4.3) is worth discussing:

the over-prediction at smaller energies is because only those events with more than
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FIGURE 4.4: The disp network biases for zenith angles 10° and 30°

(fixed azimuth = 180° and offset = 0.5°). The error bars represent

the 1o errors for each energy bin and therefore indicate the disp resolu-

tion. Once again, the network biases are within the 15% range for the
energy range of interest for mono.

the average amount of light (upward fluctuations) trigger the telescopes and end
up in the training sample. At higher energies, on the other hand, events are not
fully contained within CT5 — the true image size of such an event is much larger
than the detected one. This, therefore, leads to an under-prediction (negative bias).
Furthermore, since the energy threshold of the instrument increases with zenith, so

does the network’s energy bias at low energies.

4.2.2 NN performance for direction reconstruction: disp and flip

Disp network

The disp network’s bias lies well within 15% considering the energy range of interest
for mono. The bias and resolution (seen through the 1o error bars for the bias points)
are shown in Figure 4.4. The large error bars in two energy bins for a zenith 10°
are due to less events in the bin and a few incorrect predictions (large outliers).
Note that a final, combined illustration of the direction/angular reconstruction is

visualised through the 62 distributions (Figure 4.6).
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The bad flip fraction (BFF)

The number, or rather the fraction, of bad flips per amplitude bin is obtained for
the events in the preliminary test dataset by comparing the true and predicted di-
rections. For the flip neural network this is just the number of events whose classes
do not match. On the other hand, whilst considering the skewness, events with
skewness > 0 are grouped in the same category as flip +1 and vice versa (this is
based on how the direction and skewness are defined and related in HAP).

By comparing the image amplitude versus BFF curves of the skewness and flip
neural network, it is found that the flip network, trained on FO simulations, for
direction reconstruction leads to ~20% more events being correctly classified, as

shown in Figure 4.5.
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6 inputs: flip NN
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FIGURE 4.5: A comparison of the BFF for skewness-based and the
flip-neural-network-based direction reconstruction. Two cases are con-
sidered: (i) a flip neural network with 13 input parameters and (blue
curve), and (ii) a flip neural network with 6 input parameters. Both are
tested on loose events. The flip network behaves better in both cases.

The figure also shows the performance when only 6 input parameters includ-
ing no new image parameters, are used (orange) instead of the final 13 being em-
ployed now. Note how the relative gain is < 10% for the former, thereby showcas-
ing the need for the new image parameters (Table 4.1). There are no events with
amplitude < 60p.e. because of the applied loose cuts. It is inevitable for the perfor-
mance to worsen at very low image amplitudes (low energies, that is) because only
a handful of pixels are triggered — the BFF increases for lower image amplitudes.

For higher offset angles, the offsetting of events only along one direction dur-

ing simulating leads to a number inequality between the +1 and -1 events available
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for training (majority of events have flip -1, for example). The ideal way about this
caveat would be to utilise diffuse simulations for training. This aspect is highlighted
in Section 4.2.3. Note that CT5’s FoV is 3.2° and for all practical purposes, consider-

ing the performance on events with relatively lower offsets works well.

Implementation in HAP

As discussed in Chapter 2, HAP currently employs the energy-disp neural networks
and the skewness (computed during Hillas parametrisation) for event reconstruc-
tion. Once a preliminary evaluation of the improvements has been carried out
(through the bias and BFF measures), the flip network is incorporated into the pipel-
ine (to be used in place of the skewness). Note that HAP is also modified to include
the energy and disp networks trained on the new simulations.

Following this implementation, broader evaluations of performance on the larger
simulation set (through 62 distributions) and actual H.E.S.S. observations (through
the IRFs and significance values) are carried out. The latter part is discussed in the
following chapter.

62 distributions

R | IR | R | IR | LR | T T T T 11T
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FIGURE 4.6: 6% distribution showcasing the improvements to the an-

gular reconstruction method brought about by using a neural network

to predict the direction. Note the reduction of the peak on the right,

arising from events whose directions have been wrongly determined,

when the flip network is used. The plot is for the particular case of
zenith = 20°, azimuth = 180° and offset = 0.5°.
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62 distributions are obtained by running HAP on the larger test dataset of sim-
ulations (from which the preliminary test set was drawn) and help illustrate the
degeneracy in the direction reconstruction. Figure 4.6 shows the improvements
brought about by implementing the flip neural network, complementing and con-
tirming what was demonstrated previously on a smaller test set. For consistency,
the test set has equal events for both the skewness and flip network evaluations.
There are two notable peaks in the histograms.

The first, larger peak on the left represents all the correctly flipped events — un-
certainties in the disp calculation leads to a broadening. The position of this peak
also reflects the angular resolution achieved for events whose directions were pre-
dicted correctly.

The second, smaller peak on the right, on the other hand, arises from the wrongly-
flipped events. Recall how predicting the wrong side (of the ellipse) leads to a recon-
structed position relatively far from the true position (a large 6). As seen in Figure
4.6, this peak is considerably diminished when the flip network is utilised.
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(A) reconstruction with skewness (B) reconstruction with flip

FIGURE 4.7: 62 distributions showcasing the differences in reconstruc-
tion for different zeniths and offsets (the azimuth is fixed at 180°), for
reconstruction using (A) the skewness and (B) the flip neural network.

Furthermore, 6% distributions also allow the checking for inconsistencies arising
from simulations. This is demonstrated in Figure 4.7, which shows how events with
different zeniths and offsets fare during angular reconstruction. It is seen that for
both cases of using the skewness (Figure 4.7a) and the flip network (Figure 4.7b),
the distributions follow expected behaviour:

¢ Events at larger zenith angles tend to be larger and possess more distinguish-
able skewness values as compared to showers from directly overhead (smaller
zenith), which tend to be more elongated along the shower axis. This can be
seen in a diminishing of the second peak, prominent in Figure 4.7a). Addi-

tionally, the energy threshold also increases with zenith which translates to
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a greater fraction of high-energy events, which can, in turn, be better recon-
structed. This is seen as the shift of the distributions to the left for both cases.

* For a given zenith and azimuth angle, the direction reconstruction is expected
to perform worse for increasing offsets because of truncation effects: it is chal-
lenging to determine the direction from incomplete images. This is indeed
found to be the case as the second peak broadens (Figure 4.7a; not prominent

for the flip reconstruction).

4.2.3 Training and testing on diffuse simulations

Asnoted in Section 4.2.2 , FO simulations do not fully capture the variability of event
directions — for EAS generated from a source at a larger offset, say 1.5° (which is the
edge of the CT5 FoV), only those showers lying towards the camera centre result
in images. This leads to a gradual shift towards a certain flip value with increasing

offset.
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FIGURE 4.8: A comparison between the diffuse and FO simulations as

seen through (A) the number of events in each offset band and (B) the

BFF fraction curves for events at zenith = 20° and azimuth = 180°.

Diffuse events are selected from the [0.4°-0.6°] offset band correspond-
ing to FO events for an offset = 0.5°.

Diffuse simulations serve as a plausible solution to this problem as events in
a chosen offset band would have flip values evenly distributed between the two
flip classes. However, the number of events in each offset band is limited due to
computational constraints on the number of events generated. The total number of
diffuse events for a given zenith and azimuth (spread across offsets in the range 0-
14°), for instance, is comparable to the number of events for a given zenith, azimuth
and offset. This discrepancy can be seen in Figure 4.8a: the number of diffuse events

in a certain offset band is just not enough for the viable training of a neural network.
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For instance, the number of diffuse events with an offset of 0.5 is only around 2000,
as compared to 200,000 for FO events.

A comparison of the BFF between the FO and diffuse simulations was carried
out and is seen in Figure 4.8b. Note how lesser events in each offset band leads to
a worse performance (not enough events to train on) and larger fluctuations (not
enough events per amplitude bin). The BFF curve for the diffuse simulations is
obtained after weighting with respect to the FO simulations (Figure 4.8a) for consis-
tency.

At present, ways of improving this offset dependence of the flip are being de-
veloped. One method, for example, involves the rotation and translation of images
to other camera quadrants and consistently computing the corresponding change in
the directional information they hold.
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Chapter 5

Application to VHE y-ray AGN

To benchmark the current mono event reconstruction techniques employed in H.E.S.S.
and further quantify the improvements made to the reconstruction method, a high-
level (Gammapy) analysis of a VHE gamma-ray AGN is carried out. In this chapter,
the methods utilized to obtain the final science products such as fluxes and signifi-

cance maps, as well as the results of the analysis are described.

5.1 Methods

5.1.1 Background estimation

During y-hadron separation (Section 1.3.2), some hadronic events are erroneously
classified as y-ray events because of imperfect event selection. This background of
take y-like images needs to be correctly characterized while estimating the flux from
y-ray sources.

Generally, each H.E.S.S. observation of a source is carried out in the so-called
“wobble” mode — the source is alternately offset from the telescope pointing position
by a small angle during the observation run (recall FO simulations in Section 3.2).
Thus, the source is never present at the center of the telescope’s FoV, and the side
not containing the source can be used as a background control.

For a sky-map of a given observation, a test region around the source called the
ON region, with Non event counts, can be defined. Similarly, if N represents the
counts in a background control region (can vary depending on the type of back-

ground estimation methods used), the y-ray excess Nexcess is given by

Nexcess - Non - D‘Noff/ (5-1)



44 Chapter 5. Application to VHE y-ray AGN

where « is a normalization factor which accounts for differences in angular extents,
exposure-times and acceptance between the signal and background regions. The
acceptance here is the probability of accepting a background event as <-like. It is
present in the form of a background model created using archival observations with
regions of known 7y-ray sources removed [49]. A background model is sometimes
also called an acceptance model.

Each observation is, therefore, associated with a background model, which Gam-
mapy utilizes while computing the excess. There is generally a 1D radial variation
assumed but this may be more complicated. Although a background model pro-
vides the average background rate at the observation position, run-to-run variations
need to be considered. Two commonly employed background estimation methods

(visualised in Figure 5.1) are:

* Reflected background method: Several OFF regions, each the same size as
that of the ON region, are equally offset to the pointing position. Regions
near the ON region are not included to avoid contamination due to the source.
Since the camera response is assumed to be radially symmetric, a background
model is not needed. However, this also makes this method susceptible to any

radial variations in the acceptance.

* Ring background method: N is obtained from a ring around the source po-
sition. Since the ring is not centered around the central pointing position the
acceptance can not be constant throughout the ring and has to be accounted
for while calculating «. Therefore, a model is needed for the background esti-

mation using this method.

A discussion of various background estimation techniques employed in VHE <-ray

astrophysics can be found in [49].

5.1.2 Significance of an observation

Following background subtraction, the significance of the excess counts is deter-
mined by a Poisson likelihood method introduced by Li and Ma [50]. From the excess
estimation, creation of sky maps with the excess and significance at different sky co-
ordinate locations can be obtained. This is done by comparing the measured event
and estimated background counts (computed using methods described in the pre-
vious section) in pixels grouped together within a given correlation radius.

A significance distribution can also be derived from the significance map and offers
insights into the systematic uncertainties in the background estimation. For a region
with no y-ray source, provided the background model is correct, the significance
distribution should be a Gaussian centred at 0 with width 1.
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FIGURE 5.1: A schematic representation of (A) the reflected-region, and

(B) the ring background estimation techniques on count maps of -like

events from a H.E.S.S. observation. For the reflected-region method,

note how the OFF-regions are equally offset from the observation po-

sition, allowing for the radial variation of the camera acceptance to be

intrinsically taken into account while estimating the background. Pic-
ture credit: [49].

Furthermore, 02 distributions (@ is the angular separation of the reconstructed
direction from the source position) offer useful insights into reconstructed shower

directions.

5.1.3 1D Spectral Analysis

Once the excess estimation is available, it can be used to (i) fit spectral models and
(ii) obtain flux points. For the former, a spectral model (such as power law or log
parabola; refer to [51]) is assumed and its prediction, after convolution with the de-
tector/telescope response, is compared to the excess events per energy bin. The set
of best-fit model parameters are determined using a maximum-likelihood approach.

The fit statistic, also referred to as the test statistic (IS), quantifies the goodness
of fit and is given by —2logL, where L is the likelihood function. Depending on
whether the background has been derived solely from OFF mesaurements or in-
volves a background model, different versions of TS are used. These are detailed in
[52]. For two spectral models that differ from one another by one degree of freedom,
the significance of the preference for the more complex model is given by v/ATS,
where ATS is the difference in the total statistics of the two model fits. Note that
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the prediction of the excess counts is computed using the model of interest and the
IRFs, and is therefore independent of any likelihood formulation.

For flux point estimation, given a set of energy bins (not necessarily the same
ones used for model-fitting), the prediction of the spectral model is normalised us-
ing the actual bin counts. Note that the source morphology is ignored [4, 53, 54,
17].

5.1.4 EBL-absorbed spectra

As discussed in Chapter 1 (Section 1.4.3), the EBL can leave an imprint on the in-
trinsic spectrum of a source, which is seen through a spectral softening at higher
energies. The EBL-absorbed spectrum is just the EBL absorption factor (defined by
a particular model of choice, say Franceschini, 2017 [55]; Section 1.4.3) multiplied
with the intrinsic source spectrum such as a power law [40]. For example, the EBL
absorbed spectrum assuming the intrinsic source spectrum is a power law, is given

as
E
¢(E) = e~ x go(E).() " (5.2)
0
Here, the first term is the EBL absorption factor described in Section 1.4.3 and the
second term is the power law spectral model (I is the spectral index).
The spectral fitting and flux point estimation is done in the same manner as dis-
cussed in the previous section. Note that along with the energy (already defined in

the form of bins) the redshift of the source is also an input parameter to the model.

5.2 Application to a VHE AGN: PKS 0903-57

H.E.S.S. observations of the blazar PKS 0903-57 were carried out soon after it was
reported to be in flaring state by AGILE [56] and the Fermi-LAT [57] in April 2020
[58]. The source is a BL Lac object, positioned at Right Ascension=136.222° and
Declination=-57.5849° [59, 60]. A tentative redshift of 0.695 is reported in literature
[61] and has been assumed in studies carried out on this blazar. However, owing to
an ambiguity in its location and the presence of other sources very close by (within
4" and thus not resolvable by H.E.S.S.), the redshift of PKS 0903-57 needs to be
confirmed [59, 62].

Long-term variability studies at high energies with Fermi and broad-band stud-
ies of the 2020 flare have been carried out [63, 64]. However, a spectral and temporal
study at very high energy -y energies, which is absent for the source, is necessary to
understand the underlying causes of the particle acceleration, radiation and flares

taking place in these objects.
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In this section, an overview of the science products from the PKS 0903-57 H.E.S.S.
observations, obtained before and after improvements to the mono event recon-
struction is provided. All analyses reported here have been carried out on data
(and reconstruction neural networks trained) with safe cuts. Note that in addition to
event reconstruction, an improvement in GHS for mono, independent of this project,

was also carried out and has been included in the new analysis configuration [65].

5.2.1 IRFs

As discussed in Section 1.3.3, improvements to the low-level analysis, event recon-
struction in this case, will be reflected in the IRFs of H.E.S.S. observations. The IRFs
shown here are averaged over the observations (with different pointing, zenith and
exposure times) considered for this analysis. In particular, the energy and angu-
lar reconstruction improvements can be visualised through the energy dispersion

matrix and point spread function, respectively.
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FIGURE 5.2: Energy dispersion matrices illustrating the energy recon-

struction (A) before and (B) after improvements have been carried out

to the event reconstruction. Note how after improvements, for a given

Etrue, the distribution of the reconstructed energies is narrower, thereby
providing a much better energy resolution.

The energy dispersion matrix quantifies the accuracy of the energy reconstruc-
tion and showcases the probability of reconstructing a y-ray with energy Eye with
an energy Ereco. The two energy dispersion matrices corresponding to the analy-
ses carried out before and after the event reconstruction improvements are shown
in Figure 5.2: the energy is predicted much better for the analysis carried out af-
ter the improvements have been implemented in the analysis pipeline. Note that
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the energy thresholds for the two cases are different due to intrinsic differences in
the exposures which result from slightly different low-level analysis configurations
(discussed further in Section 5.2.1).

Point Spread Function

The direction reconstruction accuracy is represented by the point spread function
(PSF), which is best visualised using the containment radius— the angular distance
within which a certain fraction, say 68% or 95%, of the signal from a point source, is
contained.
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FIGURE 5.3: The containment radius as a function of energy before

(old) and after (new) angular reconstruction improvement implemen-

tation. Both the 68% and 95% containment cases are shown. The con-

tainments for the new analysis are much improved in the energy range
of interest for mono.

The improvements on the angular reconstruction are visualised through the en-
ergy versus containment radius curves in Figure 5.3. The figure clearly shows the
significant performance improvements of upto 20% achieved with the new analysis
configuration, in the energy range of interest for mono. Note that, better the angular

reconstruction, smaller is the value of the containment radius.

Effective area and Exposure

The effective collecting area of the detector (CT5 in this case), referred to as the effective

area or A.g, depends on the offset from pointing, photon energies, the telescope’s
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efficiency and pointing zenith. It has units of length?. The effective exposure, or sim-
ply exposure, includes the energy-independent observation time with A.¢ and has
units of length? x time. It can therefore be used to calculate the expected number of
y-ray events from a source, whose flux (photons/m?/s) is known. Figure 5.4 shows
the exposure as a function of the energy for the analysis carried out on PKS 0903

before (old) and after (new) angular reconstruction improvements.

lOIOEII”lcill'I LN B B N B | T LI S I | T a
E old analysis 3
E new analysis E

10° E -

10° 1

o 2 H
NE - _

7
10 E =
100 E e |

ol

10°
Ellllll 1 Illlllll 1 1 Illllll

101 10° 10!
Energy [TeV]

FIGURE 5.4: The exposure as a function of energy before (old) and after
(new) improvements. Differences in the low-level analysis lead to the
differences between the two cases.

Here, it is important to note that a completely fair and ideal comparison of de-
tection significances, 62 distributions and spectral fits can be carried out only if the
events selected for high-level analysis are the same. This selection includes selec-
tions carried out both at lower levels (through GHS and image cleaning) and using
Gammapy. The latter involves the creation of a safe mask (which selects for a safe
data range) based on the effective area, energy dispersion and offset limits, and
leads to differences in the energy thresholds. Nonetheless, both selections play a
role in comparison between the old and new analysis.

Therefore, variations in the two exposures arise because of differences in the old
and new analysis configurations. Firstly, the method used for image cleaning (tail-
cuts versus timecleaned, respectively) and GHS cuts is different for each. Secondly,
the different IRFs result in different Gammapy safe masks. Note that the observa-
tion time considered (in terms of the chosen observation runs) is the same for both

analyses.
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5.2.2 High-level Gammapy analysis

The H.E.S.S. observations of PKS 0903-57 taken during its flare in 2020 have been
independently processed as part of the H.E.S.S. AGN task group’s PKS0903-57 ToO
campaign [58]. These analysis results, obtained through a complete HAP analysis,
are available on the internal H.E.S.S. Confluence pages and serve as the reference
for this work [66]. For consistency checks, detection significances and spectral fits
obtained with the Gammapy analysis carried out for this work are compared to the
results of the former.

PKS 0903-57 was observed for a total 13 hours 53 minutes by H.E.S.S. across a
total of 31 runs, three of which are removed during the analysis owing to problems
with bad trigger and atmosphere; 28 runs adding to a total of 13 hours and 5 minutes
are finally selected. The average zenith and pointing offset for the observations are
30° and 0.5°, respectively. These lead to an initial significance of 70.55¢ using the
standard analysis configuration in HAP [66].

Note that, henceforth, “new” and “old” will refer to the analysis configurations

with and without the event reconstruction improvements.
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FIGURE 5.5: The significance map in sky coordinates (A) and signifi-

cance distribution (B) for the new analysis of the 2020 H.E.S.S. obser-

vations of PKS 0903-57. There is a > 500 excess at the position of the

source. The significance distribution on the right also shows a Gaus-

sian fit to the OFF region signal. Here, the distribution of the OFF bins

is derived after masking the region around the source; a radius of 0.4°
is chosen for the exclusion mask region.

The source is detected with a significance > 50¢ for both the new and old analy-

ses. The significance map and the corresponding significance distribution obtained
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using the new analysis are shown in Figure 5.5. A correlation radius of 0.13° was
chosen for creating the significance map.

Here, the Gaussian fit to the OFF counts data is centred around 0 (as expected)
but does not have a mean of 1. This arises because of the imperfections in the back-
ground modelling and has nothing to do with the event selection or reconstruction
procedures.

Figure 5.6 shows the 62 distributions of the significances, for both the new and
old analyses. Note that the background is over-estimated for the new analysis and
is not perfect (negative excess) and needs to be addressed in order to get a compa-
rable 62 distribution. In addition, the event counts are also not the same for the two
cases owing to differences in exposure as discussed in Section 5.2.1. These two fac-
tors — imperfect background modelling and intrinsic differences in the two analysis
configurations — lead to a visible difference in the significance distribution (Figure
5.6¢)
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FIGURE 5.6: The #? distributions of the counts for the new (A) and old
(B) analysis. The significance as a function of 6? is also shown for the
two cases (C).

An important point to note here is the improved angular resolution obtained for
the new analysis — the 62 distribution is much narrower compared to the old analysis
as seen for 0 < 62 < 0.1 in Figure 5.6c¢.

Spectral fitting and flux estimation

In order to make sure that the results of the reference HAP analysis (from the H.E.S.S.
AGN group) and the Gammapy analysis in this work are consistent, the power law
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FIGURE 5.7: Power law fits to the flux points derived from H.E.S.S. ob-

servations of PKS 0903-57 during its flaring state, as seen for the (A) old

and (B) new analysis. As a consistency check, each is also compared to

the fits obtained by a complete HAP analysis carried out by the H.E.S.S.
AGN group (orange line and datapoints).

spectral model fit using Gammapy is compared to the HAP one, for both cases of

the new and old analysis configurations. Since this is a 1D spectral analysis, no

sky maps are created and the reflected region method is employed for background

estimation; no background models are necessary.

Figure 5.7 shows the flux points and power law fits for the Gammapy and HAP

analyses. Both the new and old analyses are consistent with HAP; the best-fit power
law spectral indices are 4.02 £ 0.05, 3.83 £ 0.03 and 3.92 £ 0.04, respectively. The
slight differences arise because of different energy thresholds for the three analyses,

which, in turn, arise from the different analysis configurations and exposures.
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0903-57 during its flaring state. For the absorbed power law, fits have
been carried out for redshifts 0.265 and 0.695.
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Figure 5.8a shows the results of fitting other spectral models, such as the log
parabola and exponential cutoff to the data using the new analysis configuration.
The exponential cutoff and log parabola models are preferred significantly over the

power law (Figure 5.8a).

EBL-Absorbed Spectra

A mentioned previously, the redshift of PKS 0903-57 has not been precisely deter-
mined, with plausible values being 0.695 [61] and 0.265 [66]. An EBL-absorbed
power law fit was carried out, assuming each of the two redshifts separately and
the Franceschini (2017) EBL model [55]. The resultant spectra, obtained with the
new analysis configuration, are showcased in Figure 5.8b.

The best-fit spectral indices for the redshifts 0.265 and 0.695 are 1.64 £ 0.39 and
0.34 & 0.58, respectively. A very hard and highly improbable spectral index value
for z = 0.695 is obtained from the fit [67]. However, without flux points at lower
(from Fermi-LAT, for instance) and higher energies (with a sterero configuration in
H.E.S.S.) to constrain the spectrum, it is not possible to statistically rule out either
redshift.
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Conclusions and future work

In this chapter, a summary of the work carried out for this thesis and the conclusions

that can be drawn from the results are presented. A brief discussion on plausible

directions for future work is also provided.

6.1 Summary

* The need for a more robust and inclusive data analysis scheme which accesses

the whole energy range of H.E.S.S. (event classes) requires a good knowledge
of event reconstruction. CT5 — the central, largest telescope in the H.E.S.S.
array — has the lowest energy threshold of the experiment because of its large

size and camera. Its data, therefore, form an integral part of the analysis chain.

The unavailability of a stereoscopic view for monoscopic events, however, lim-
its the reconstruction capabilities of CT5. Currently, event reconstruction for
CT5 data is two-fold: (i) the energy and disp are computed using a neural
network trained on MC air shower simulations and (ii) the direction of the
primary <y-ray is obtained with the skewness of the shower image.

A set of new image parameters are utilised to train a neural network to de-
termine the side of the ellipse’s major axis on which the source lies. These
variables take into account the charge and timing information encoded in a
shower image as well as subtle asymmetries in the Hillas ellipse. New air
shower simulations that take atmospheric variations better into account, are

utilised for training and testing of the neural networks.

The utilisation of the new image parameters and neural networks leads to

significant improvements in monoscopic energy and angular reconstruction.



6.2. Future work 55

6.2

These can be seen through the energy and disp bias and resolution curves as
well as the 62 distributions (Chapter 4).

The improvements, after integration into the low-level analysis pipeline (HAP),
can be showcased through the IRFs associated with real H.E.S.S. observations.
This is illustrated through the average energy dispersion and point spread
functions for the 2020 H.E.S.S. observations of the flaring PKS 0903-57.

The significance and 62 distributions obtained for the PKS 0903-57 observa-
tions are limited by imperfect background modelling. Yet, a narrow 62 sig-
nificance distributions shows the improvements to the monoscopic angular

reconstruction.

Differences in the low-level analysis configurations (due to event cleaning and
GHS) as well as high-level selection of events (safe data range utilised by
Gammapy) leads to intrinsic variations in the computed <y-ray excess, signifi-
cances and energy thresholds between the old and new analysis. In particular,
this is visualised by the different exposures for the old and new analyses (Sec-
tion 5.2.1).

The log parabola and exponential cutoff spectral models are found to be highly
preferred over the power-law fit to the observational data of PKS 0903-57.

A precise determination of the redshift and EBL-absorbed model is not pos-
sible with just CT5 data although an interpretational preference for the lower
redshift is concluded.

Future work

The improvements carried out on monoscopic reconstruction can now be im-
plemented in the larger scheme of Class M in data analysis using event classes
Section 2.3.1.

Currently, image parameters based on continuous distributions of the charge
and timing information contained in air shower images are being tested and
implemented in GHS for CT5. With the monoscopic improvements brought
about by utilising the new image parameters, the implementation of a more
intuitive and natural approach with continuous variables for angular recon-
struction seems apt and has been planned as the next step for the event class

analysis chain.
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e As discussed in Section 4.2.3, diffuse simulations serve as ideal datasets on
which to train and test changes to data analysis. However, their production
is limited by computational constraints. A way around this could be to utilise
air showers simulated in a ring around the camera centre or with the source
mirrored on either side of the camera axis as opposed to FO simulations (offset
to only one side) utilised at present. This would also allow for the quadrant
dependency of the flip value and number inequality between +1 and -1 events
at higher offsets (Section 4.2.2), to be reduced.

* In Section 5.2.2, a discrepancy in the significance distribution for the new anal-
ysis — width # 1 in Figure 5.5b and count overestimation in Figure 5.6b —
was showcased. Corrections to the imperfect background modelling respon-
sible for this is the next step forward in getting more comparable analysis
results. Furthermore, a Gammapy analysis of the PKS 0903-57 observations
events selected with an ultra loose analysis configuration (Section 4.1.2) and
correct background modelling would be a natural progression towards char-
acterising the performance of the improved monoscopic reconstruction tech-

niques on low-energy events.

¢ Asreported in Section 5.2.2, the disagreement between the EBL-absorbed power
law model indices for the redshifts 0.265 and 0.695 do not necessarily imply
the preference for the former. An actual comparison can be made only after
the consideration of data at lower energies, such as that from Fermi-LAT [57].
In fact, such an analysis is already being carried out by the PKS0903 ToO cam-
paign [66]. Additionally, the redshift itself can be set as a free parameter.
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FIGURE 6.1: The Model++ analysis of the H.E.S.S. observations of (A)
PKS1502+036 that reveals a hotspot at the position of J145923.9+012312
in 2022, and (B) J145923.9+012312 that once again shows an excess at
the source position (2023 data). Finally, the HAP and Gammapy analy-
sis of the 2023 H.E.S.S. data for J145923.9+012312 (C) shows no excess.
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¢ In 2022, an independent, stereo analysis by Model++ (another H.E.S.S. data
analysis pipeline like HAP) of the H.E.S.S. observations for PK51502+036 re-
vealed a -ray hotspot at the position of the quasar J145923.9+012312 (Figure
6.1a) [68, 69]. To confirm a detection at this position, a HAP and Gammapy
analysis using the old, safe mono configuration was carried out on this obser-
vational data. ]J145923.9+012312 was, however, found to be out of the mono
FoV for an offset cut of 1.6 deg.

In 2023, observations centred at the putative source J145923.9+012312 were
taken [68, 69]. Although a stereo Model++ analysis once again found an excess
at the source position (Figure 6.1b), a HAP and Gammapy safe mono analysis
showed no detection (Figure 6.1c). The next step, therefore, would be to carry
out a further analysis of this source with the new, improved safe as well as the

ultra loose configurations.
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