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Abstract This study presents the first attempt to simulate a full cycle of the quasi‐biennial oscillation
(QBO) in a global storm‐resolving model (GSRM) that explicitly simulates deep convection and gravity waves
instead of parameterizing them. Using the Icosahedral Nonhydrostatic (ICON) model with horizontal and
vertical resolutions of about 5 km and 400 m, respectively, we show that an untuned state‐of‐the‐art GSRM is
already on the verge of simulating a QBO‐like oscillation of the zonal wind in the tropical stratosphere for the
right reasons. ICON shows overall good fidelity in simulating the QBO momentum budget and the downward
propagation of the QBO jets in the upper QBO domain (25–35 km). In the lowermost stratosphere, however,
ICON does not simulate the downward propagation of the QBO jets to the tropopause. This is the result of a
pronounced lack of QBO wave forcing, mainly on planetary scales. The lack of planetary‐scale wave forcing in
the lowermost stratosphere is caused by an underestimation of planetary‐scale wave momentum fluxes entering
the stratosphere. We attribute this lack of planetary‐scale wave momentum fluxes to a substantial lack of
convectively coupled equatorial waves (CCEWs) in the tropical troposphere. Therefore, we conclude that in
ICON, simulating a realistic spatio‐temporal variability of tropical deep convection, in particular CCEWs, is
currently the main roadblock toward simulating a reasonable QBO. To overcome this intermediate situation, we
propose to aim at an improved explicit simulation of tropical deep convection by retuning the remaining
parameterizations of cloud microphysics and vertical diffusion, and by increasing the horizontal resolution.

Plain Language Summary The quasi‐biennial oscillation (QBO) is a wind system located in the
equatorial stratosphere between ∼17 and ∼35 km and consists of westerly and easterly wind jets that alternately
propagate downward with time. The QBO has been shown to influence surface weather, so it is important to
simulate the QBO realistically in the computer models typically used for climate research. However, these
models often struggle to simulate a realistic QBO because they represent the processes leading up to the QBO,
that is, tropical rain showers and short atmospheric waves excited by these rain showers, only empirically
through so‐called parameterizations. In this study, we attempt for the first time to simulate the QBO in a model
that directly represents these processes through an ultra‐fine grid. We find that our model maintains QBO‐like
stratospheric winds throughout the simulation, and in the central stratosphere, the model simulates the
characteristics of the QBO reasonably well for the right reasons. However, in the lowermost stratosphere, the
simulated QBO is not realistic and does not move downward with time as observed due to a misrepresentation of
long waves in the tropical atmosphere. These results will guide future model development to improve the
model's representation of the QBO.

1. Introduction
The quasi‐biennial oscillation (QBO) is a more or less regular downward propagating oscillation of the zonal
mean zonal wind in the tropical stratosphere, driven by the breaking and dissipation of upwardly propagating
tropical waves (Baldwin et al., 2001). The wave spectrum that drives the QBO ranges from horizontally large‐
scale planetary waves to small‐scale gravity waves (GWs), and the vast majority of these waves are generated
by tropical deep convection (e.g., Fritts & Alexander, 2003; Holton, 1972). However, deep convection and a
substantial part of the GW spectrum are not resolved by conventional general circulation models (GCMs), which
typically employ horizontal grid spacings of O(100 km). Therefore, deep convection and GWs are usually
parameterized in these models, which leads to considerable uncertainties in the simulated QBO (Bushell
et al., 2020). In this study, we present the first attempt to overcome this uncertainty by a direct simulation of a full
QBO cycle in a GCM that no longer parameterizes deep convection and GWs but instead explicitly simulates both
processes—and thus the entire QBO forcing.
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Successfully modeling the QBO in a realistic manner has ever since posed a major challenge to conventional
three‐dimensional GCMs, and the fidelity of simulated QBOs in such models has increased only slightly over the
last two decades (Richter, Anstey, et al., 2020; Schenzinger et al., 2017). This motivated the recent model
intercomparison project Quasi‐Biennial Oscillation initiative (QBOi), which aimed to assess the status quo of the
ability of the latest GCMs to simulate a QBO and to identify possible avenues for improvement (Butchart
et al., 2018). As one of the main results of QBOi, it was shown that the partitioning of the QBO wave forcing
between resolved and parameterized waves is highly model‐dependent, with the contribution of the parameterized
GWs varying between 40% and 80% (Bushell et al., 2020). On the one hand, this large intermodel spread can be
directly attributed to the inherent uncertainty of the GW parameterizations themselves, which results from the
necessary simplifying assumptions in their formulation. These simplifications include that most GW parame-
terizations allow only for instantaneous and vertical GW propagation, often do not account for GW intermittency
and secondary generation, and usually prescribe a fixed GW source spectrum (Achatz et al., 2023; Plougonven
et al., 2020). The prescribed GW source spectrum is still poorly constrained by observations and thus varies
widely between different models (Alexander et al., 2010). On the other hand, the uncertainty in the relative
contribution of resolved and parameterized waves to driving the QBO is a consequence of the fact that GW
parameterizations are often used to optimize the simulated QBO to achieve a somewhat realistic QBO period and
amplitude (e.g., Garfinkel et al., 2022).

In part, the tuning becomes necessary to compensate for biases in the resolved wave forcing of the QBO. These
biases often arise from the parameterization of deep convection, which affects the representation of convectively
coupled equatorial waves (CCEWs) (e.g., Frierson et al., 2011; Lin et al., 2008; Straub et al., 2010). Since CCEWs
are closely related to stratospheric equatorial waves (SEWs), the details of the parameterization of deep con-
vection can affect the resolved wave momentum fluxes in the lower stratosphere, which contribute to driving the
QBO (Horinouchi et al., 2003; Ricciardulli & Garcia, 2000). Furthermore, the parameterization of deep con-
vection directly or indirectly provides the input fields that are used to estimate the wave sources of interactive GW
parameterizations (e.g., Beres et al., 2004; Bushell et al., 2015; Richter et al., 2010), thereby influencing the
parameterized GW forcing of the QBO.

Obviously, the uncertainties associated with the parameterizations of deep convection and GWs lead to sub-
stantial uncertainty in the overall QBO momentum budget. This severely limits our current understanding of the
details of the QBO forcing. Moreover, the GW parameterizations in many GCMs are overtuned toward a realistic
representation of the present‐day QBO, which prevents insight into out‐of‐sample conditions, as demonstrated for
the question of how the QBO may change due to global warming (Richter, Butchart, et al., 2020; Schirber
et al., 2015). Despite recent progress in the development of more sophisticated GW parameterizations (e.g.,
Bölöni et al., 2021; Y.‐H. Kim et al., 2021), it is questionable whether the current approach to modeling the QBO
will allow for fundamental new insights in the foreseeable future.

As a starting point to overcome this parameterization deadlock, Giorgetta et al. (2022) presented the first direct
simulation of QBO jets over a short period of 48 days in a very high resolution GCM (∼5 km horizontal, ∼400 m
vertical) that no longer employs a parameterization of deep convection and GWs. This type of GCMs is
commonly referred to as global storm‐resolving models (GSRMs) (e.g., Satoh et al., 2019; Stevens et al., 2019).
GSRMs offer substantial potential for reducing the long‐standing uncertainty in modeling the QBO. However,
current GSRMs mostly employ horizontal grid spacings betweenO(1 km) andO(10 km). These grid spacings are
often referred to as the “convective gray zone” because they partially but not fully resolve deep convection, and
thus neither traditional parameterizations of deep convection nor its explicit treatment work satisfactorily (e.g.,
Prein et al., 2015; Tomassini et al., 2023). As shown by Polichtchouk et al. (2021), these problems in representing
deep convection also affect the details of the simulated tropical GW spectrum, that is, the partitioning of the
resolved GW momentum flux (GWMF) with respect to horizontal wavelength. They suggest that even at a
horizontal grid spacing of less than 5 km, a scale‐aware parameterization of deep convection may be necessary to
accurately simulate the resolved GWMF.

However, it is currently unclear whether this fidelity in representing the details of the GW spectrum is really
necessary for the simulation of a realistic QBO, or whether major aspects of the QBO can be already well captured
in a GSRM operating in the gray zone. This question cannot be answered by the short simulation of Giorgetta
et al. (2022), although they have shown that a state‐of‐the‐art GSRM is in principle capable of simulating a
reasonable wave‐driven downward propagation of the QBO jets over a period of 48 days. Such short simulations
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can only work as a first proof of concept and allow for specific process studies, as demonstrated by Franke
et al. (2023), who showed that the QBO is likely to become faster and stronger under global warming based on
warming‐induced changes of the QBO GW forcing. However, such short studies do not allow for a systematic
evaluation of the QBO and its forcing, which requires the simulation of at least one full QBO cycle.

This situation motivates the present study, which aims at the first direct simulation of a full QBO cycle in a GSRM
which neither applies a parameterization of deep convection nor GWs. The simulation was performed by the
global storm‐resolving Icosahedral Nonhydrostatic (ICON) model with a horizontal grid spacing of about 5 km
and a vertical grid spacing between 350 m and 560 m in the stratosphere. As this is the first simulation of its kind
over such a long period, we certainly do not expect the model to simulate a QBO that is already close to reality.
Rather, we want to find out whether a GSRM in the chosen configuration is able to capture the basic charac-
teristics and dynamics of the QBO and which aspects need further improvement. In doing so, we aim to provide a
benchmark simulation to guide future model development. More specifically, we will address the following
research questions:

1. Is the state‐of‐the‐art GSRM ICON in the present configuration capable of directly simulating a full cycle of
the QBO in a reasonable way? Which aspects of the QBO are well captured and which are not?

2. Why does the model simulate the QBO the way it does?
3. If the QBO is reasonably simulated, how is it forced in the simulation? Is it reasonable for the right reasons, or
is it the product of compensating errors?

4. If the QBO is not reasonably simulated, what are the sources of QBO biases? Are QBO biases caused by biases
in other aspects of the simulation?

2. Methods
2.1. Global Storm‐Resolving ICON Simulation

We conducted a two‐year‐long global storm‐resolving simulation with the non‐hydrostatic GSRM ICON in an
atmosphere‐only setup (Giorgetta et al., 2018). Following the scientific rationale of our study, this simulation
employs neither a parameterization of deep convection nor a parameterization of orographic and non‐orographic
GWs. Instead, the horizontal and vertical resolution allows for an explicit representation of these processes.
Horizontally, the simulation uses the R2B9 grid, which has an equivalent grid spacing of ∼4.9 km (see Giorgetta
et al., 2018, Table 1), and vertically it uses a grid with 191 levels up to an altitude of 83 km, resulting in a vertical
grid spacing of ∼350 m in the tropopause region and ∼560 m in the stratopause region (see Giorgetta et al., 2022,
Figure 1). To ensure the numerical stability of the model, we performed the simulation with a timestep of 30 s,
which was further divided into eight dynamics substeps. In contrast, Giorgetta et al. (2022) used a timestep of 40 s
and five dynamics substeps, which proved to be not stable enough for longer simulations. Details on the
dynamical substepping can be found in Zängl et al. (2015). Since this storm‐resolving model setup is compu-
tationally very demanding, we performed the simulation with the graphics processing unit (GPU)‐enabled version
of ICON (Giorgetta et al., 2022).

The storm‐resolving configuration of ICON retains parameterizations for only three remaining processes: radi-
ation, cloud microphysics, and turbulent vertical diffusion. For radiation, the GPU‐enabled ICON employs the
RTE + RRTMGP scheme (Pincus et al., 2019). Cloud microphysics is parameterized using a one‐moment
“graupel” microphysics scheme (Baldauf et al., 2011; Doms et al., 2021). The vertical diffusion of heat, mo-
mentum, and tracers is parameterized using a total turbulent energy scheme (Mauritsen et al., 2007; Pithan
et al., 2015). This scheme represents the size of the largest turbulent eddies by calculating a turbulent length scale
l, which by default is capped at lmax = 150 m outside the boundary layer (Pithan et al., 2015). In our simulation,
we reduced lmax to 50 m because lmax = 150 m was found to lead to unreasonably strong vertical diffusion. For
details on the parameterizations, please refer to Giorgetta et al. (2018, 2022).

In ICON, explicit horizontal diffusion is employed as a second‐order Smagorinsky diffusion acting on potential
temperature and horizontal velocity combined with a fourth‐order background diffusion acting on horizontal
velocity only with an e‐folding time of 1,080 s. In addition, ICON employs a fourth‐order divergence damping
acting on three‐dimensional divergence in order to ensure numerical stability. To avoid the unphysical reflection
of waves at the top of the model, ICON employs a Rayleigh damping acting on the vertical velocity above 50 km
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(Klemp et al., 2008). Details on the formulation of the diffusion and damping acting in ICON can be found in
Zängl et al. (2015).

The simulation itself was set up as a 2‐year‐long time slice experiment initialized from the operational analysis of
the Integrated Forecasting System of the European Centre for Medium‐RangeWeather Forecasts (ECMWF) on 1
April 2004 at 00:00:00 UTC. The boundary conditions closely follow the experimental protocol of the QBOi
Experiment 2 (Butchart et al., 2018). Accordingly, the sea surface temperature and the sea ice concentration have
been prescribed as a repeating annual cycle of the 1988–2007 monthly means from the corresponding Coupled
Model Intercomparison Project Phase 6 (CMIP6) input data sets (Durack & Taylor, 2019). The concentrations of
carbon dioxide (CO2) and other radiatively active trace gases except ozone (O3) were also set to their 1988–2007
mean values from the CMIP6 input data set (Meinshausen et al., 2017), resulting in a concentration of
365.59 ppm. The O3 concentration is modeled interactively using the linearized ozone scheme of Cariolle and
Teyssèdre (2007). Tropospheric aerosols are prescribed with their 2002 monthly means from the Max Planck
Institute aerosol climatology (MAC; Kinne et al., 2013), and the solar forcing is also prescribed with its 2002
monthly means. The year 2002 was chosen based on the QBOi experimental protocol (Butchart et al., 2018).

The simulation is analyzed based on three‐hourly instantaneous output of atmospheric state variables and three‐
hourly averaged output of tendencies and fluxes. The output has been interpolated from the native triangular
R2B9 grid to a regular n256 Gaussian grid, which has a grid spacing of ∼39 km at the equator, using a distance‐
weighted remapping of the 13 nearest neighbors. The three‐dimensional output fields were then further inter-
polated vertically from the native terrain‐following hybrid sigma height coordinate to geometric height levels
corresponding to the sigma height levels over ocean. Since the transition from terrain‐following coordinate
surfaces to flat coordinate surfaces occurs at an altitude of 22.5 km, the target height levels of the vertical
interpolation are identical to the model levels above this altitude.

2.2. Reference Data Sets

To evaluate the simulated QBO, its zonal momentum budget, and the equatorial wavefield, we compare the
simulation to observationally constrained reference data sets.

2.2.1. ERA5 Reanalysis

As a reference for the QBO and its zonal momentum budget, we use the ECMWFReanalysis v5 (ERA5; Hersbach
et al., 2020). We use only one reanalysis data set as a reference because the representation of the QBO is very
similar in different recent state‐of‐the‐art reanalyzes (SPARC, 2022, Chapter 9). The representation of the QBO in
ERA5 itself has been investigated in detail by Pahlavan, Fu, et al. (2021) and Pahlavan, Wallace, et al. (2021).

ERA5 has a spectral truncation of T639, corresponding to an n320 Gaussian grid, which has a grid spacing of
∼31 km, and 137 hybrid sigma pressure levels up to 0.01 hPa. The three wind components, temperature, and the
surface geopotential are provided on the original T639 spectral grid, while tracer and two‐dimensional surface
fields are provided on a reduced n320 Gaussian grid (Hersbach et al., 2018a, 2018b). Thus, in a first step, we
interpolated the raw ERA5 data to the same regular n256 Gaussian grid as the ICON output using a distance‐
weighted remapping of the four nearest neighbors. We then interpolate the ERA5 data to the 191 geometric
height levels of the postprocessed ICON output.

Please note that we used ERA5.1 instead of ERA5 for the period 2000–2006. This is due to the fact that ERA5 has
a pronounced stratospheric cold bias during these years due to incorrect data assimilation, which has been fixed in
ERA5.1 (Simmons et al., 2020). When we refer to ERA5 throughout this manuscript, we implicitly mean ERA5.1
during the years 2000–2006.

2.2.2. IMERG Precipitation Observations

As an additional reference data set for tropical precipitation, we use a satellite‐based observational product, the
Integrated Multi‐satellite Retrievals for the Global Precipitation Measurement (IMERG) for the period 1 April
2004–31 March 2006 (Huffman et al., 2022). IMERG provides the half‐hourly mean precipitation rate with a
spatial resolution of 0.1° × 0.1°. We resampled the data to three‐hourly mean precipitation rates to match the
temporal resolution of the ICON output. Afterward, we interpolated the data to the same regular n256 Gaussian
grid as the ICON output, using a distance‐weighted average remapping of the four nearest neighbors.
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2.3. Diagnostics

2.3.1. Equatorial Wave Spectra

We investigate the equatorial wavefield by means of spectral analysis in longitude λ and time t. The two‐
dimensional power spectrum Px of a quantity x(λ, t) with respect to zonal wavenumber k and frequency ω is
calculated as

Px(k, ω) =
1

N2
λ N

2
t
Fx(k, ω)F̃x(k, ω), (1)

where Nλ denotes the number of grid points in longitude, Nt denotes the number of samples in time, and Fx(k, ω)
is the complex Fourier transform of x(λ, t):

Fx(k,ω) = ∑

Nλ − 1

λ=0
∑

Nt − 1

t=0
x(λ, t) e− 2πi

λk
Nλ e− 2πi

tω
Nt . (2)

F̃x is the complex conjugate of Fx. The chosen normalization of Px(k, ω) satisfies Parseval's theorem as

1
NλNt

∑

Nλ

i=1
∑

Nt

j=1

⃒
⃒x2i, j

⃒
⃒ = ∑

Nλ/2

k=− Nλ/2
∑

Nt/2

ω=− Nt/2
Px(k, ω). (3)

Analogously, we define the cospectrum of two quantities x(λ, t) and y(λ, t) as

Pxy(k, ω) =
1

N2
λ N

2
t

R(Fx(k, ω)F̃y(k, ω)), (4)

where R denotes the real part.

To diagnose CCEWs, we follow the methodology of Wheeler and Kiladis (1999) and split a quantity x(λ, ϕ, t),
which depends on latitude ϕ into its symmetric and antisymmetric component with respect to the equator,
xsym(λ, ϕ, t) and xasym(λ, ϕ, t), respectively:

xsym(λ, ϕ, t) =
x(λ, ϕ, t) + x(λ, − ϕ, t)

2

xasym(λ, ϕ, t) =
x(λ, ϕ, t) − x(λ, − ϕ, t)

2
.

(5)

We then compute the zonal wavenumber‐frequency spectra of xsym(λ, ϕ, t) and xasym(λ, ϕ, t) as described in
Equation 1 and normalize them by a smoothed background spectrum.

2.3.2. QBO Momentum Budget

To understand what processes drive the QBO in the ICON simulation, we diagnose the QBO zonal momentum
budget in the transformed Eulerian mean (TEM) framework (Andrews & McIntyre, 1976). The TEM framework
allows for a clear separation between the different forcing processes of the QBO. We calculate the TEM zonal
momentum budget based on the hydrostatic primitive equations in geometric height coordinates (Hardiman
et al., 2010):

u,t = v∗(f −
(u cosϕ),ϕ
a cosϕ

) − w∗u,z +
∇ ⋅F
ρa cosϕ

+ X. (6)

Here, u denotes the zonal wind, f denotes the Coriolis parameter, ρ denotes the air density, a denotes Earth's mean
radius, which we set to a = 6371 km, ϕ denotes the latitude, v∗ and w∗ denote the meridional and vertical residual
velocity, respectively, and F denotes the Eliassen‐Palm (EP) flux. Furthermore, an overbar represents the zonal
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mean, and the subscripts (,t), (,ϕ), and (,z) denote the partial derivatives with respect to time, latitude, and
altitude, respectively.

In Equation 6, the first and second term on the right‐hand‐side represent the acceleration of u by the meridional
and vertical residual advection of zonal mean axial angular momentum per unit mass, respectively. The third term
on the right‐hand‐side of Equation 6 represents the wave forcing of u which is resolved by the analysis grid, and
∇ ⋅F is given by

∇ ⋅F =
( cosϕF(ϕ)),ϕ
a cosϕ

+ F(z),z , (7)

where F(ϕ) and F(z) denote the meridional and vertical component of F, respectively. They are given by

F(ϕ) ≡ − a cosϕ (ρv)′u′ + ψu,z

F(z) ≡ − a cosϕ (ρw)′u′ − ψ(
(ucosϕ),ϕ
a cosϕ

− f).
(8)

Here, a prime represents the deviation from the zonal mean, and ψ denotes the “difference stream function” (cf.,
Hardiman et al., 2010) and is defined as

ψ ≡
a cosϕ
⃒
⃒∇θ

⃒
⃒2
((ρv)′θ′ θ,z − (ρw)′θ′

θ,ϕ
a
), (9)

where θ denotes the potential temperature. The fourth term on the right‐hand‐side of Equation 6, X, represents the
residuum which remains when subtracting the previous three terms from the actual zonal wind tendency simu-
lated by ICON. This means that X contains all tendencies from processes not resolved by the TEM analysis,
including the parameterized tendency from vertical diffusion and diffusive tendencies from the dynamical core
itself.

Following Horinouchi et al. (2003), we also calculate spectra of F as a function of zonal wavenumber k and
frequency ω:

F(ϕ) (k,ω) ≡ − a cosϕ P(ρv)′u′ (k,ω) + ψ(k,ω) u,z

F(z) (k,ω) ≡ − a cosϕ P(ρw)′u′ (k,ω) − ψ(k,ω) (
(ucosϕ),ϕ
a cosϕ

− f)
(10)

with

ψ(k,ω) ≡
a cosϕ
⃒
⃒∇θ

⃒
⃒2
(P(ρv)′θ′ (k,ω) θ,z − P(ρw)′θ′ (k,ω)

θ,ϕ
a
). (11)

Here, the cospectra P(ρv)′u′ and P(ρw)′u′ as well as P(ρv)′θ′ and P(ρw)′θ′ are calculated based on Equation 4. For
both ICON and ECMWF Reanalysis v5 (ERA5), we compute the TEM diagnostics based on the postprocessed
data on the n256 Gaussian grid with 191 geometric height levels. This procedure follows the recommendations of
Hardiman et al. (2010) for comparing TEM diagnostics between data sets on different native grids. It should be
noted that the vertical remapping of the ERA5 data prior to the calculation of the TEM diagnostics can result in
artifacts in the calculates wave forcing. However, we found this effect to be negligible.

3. General Structure of the QBO‐Like Oscillation in the ICON Simulation
Figure 1a shows the time evolution of the stratospheric 5° S–5° N mean zonal wind in the ICON simulation.
Throughout the entire simulation, ICON sustains a QBO‐like zonal wind structure of easterly and westerly wind
jets alternating with altitude. The easterly shear zone (i.e., a change of winds from westerly to easterly with
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altitude), which is initially located between ∼30 and ∼38 km, shows a clear
downward propagation during the first year of the simulation. However, the
downward propagation of the easterly shear zone stops in the second year of
the simulation, and the westerly shear zone, which is initially located between
18 and 25 km, does not propagate downward at all. As a result, the westerly jet
stalls and does not dissipate within the simulated period of 2 years, which
means that ICON does not simulate a closed cycle of the QBO. Nevertheless,
from now on we will refer to the spatio‐temporal structure of the zonal wind in
the equatorial stratosphere in the ICON simulation—as seen in Figure 1a—as
the ICON‐QBO.

In the following, we compare the ICON‐QBO with selected individual QBO
cycles in the ERA5 reanalysis during the years 1980–2015. This period has
boundary conditions reasonably close to those of the ICON simulation, and it
is free of QBO disruptions such as those observed in 2015/16 and 2019/20
(see Anstey et al., 2021; Osprey et al., 2016). To select reasonable individual
QBO cycles for comparison, we first determine those years in which the QBO
in March and April was in a phase comparable to that of March and April
2004 because we initialized the ICON simulation on 1 April 2004. The
applied criterion for this subsampling is a change of the monthly mean
5° S–5° N mean zonal wind at one of the four levels between 21 and 22.5 km
(i.e., 22.432 km, 22.051 km, 21.672 km, 21.296 km) from easterly in March
to westerly in April. This criterion is fulfilled by 6 years (1985, 1990, 1997,
2004, 2008, and 2013), which we will hereafter refer to as the ERA5‐QBO‐
ensemble.

In Figure 2, we compare the time evolution of the 5° S–5° N mean zonal wind
between the ICON simulation and the ERA5‐QBO‐ensemble. The basic
spatio‐temporal structure of the ICON‐QBO is approximately within the
cycle‐to‐cycle variability of the ERA5‐QBO‐ensemble in the first year of the
simulation (Figure 2a). During this period, ICON simulates an overall
reasonable downward propagation of that 0 m s− 1‐isotach, which is initially
located at ∼34 km, at a rate comparable to that of individual cycles in the
ERA5‐QBO‐ensemble. This also applies to the zonal wind jets associated
with the semiannual oscillation (SAO) between 35 and 40 km. In the
lowermost stratosphere, the comparison between the ICON‐QBO and the
ERA5‐QBO‐ensemble reveals the unrealistic lack of downward propagation
of the westerly jet of the ICON‐QBO right from the beginning of the simu-
lation, which was already identified in Figure 1a. During the second year of
the simulation, the spatio‐temporal structure of the ICON‐QBO is no longer
consistent with the ERA5‐QBO‐ensemble throughout the entire stratosphere.

Figure 2b further shows that the jets of the ICON‐QBO are weaker than those
of the ERA5‐QBO‐ensemble in both the lower and upper QBO domain
throughout the entire simulation. The vertical structure of ICON‐QBO is not
consistent with the ERA5‐QBO‐ensemble right from the beginning of the
simulation. In addition, Figure 2b clearly shows that the ICON‐QBO is
trapped at the end of the simulation due to its lack of downward propagation.

Although the six individual QBO cycles of the ERA5‐QBO‐ensemble do not provide a statistically significant
reference sample, we conclude at this point that the ICON‐QBO is not realistic. It suffers from a pronounced lack
of downward propagation, which begins in the lowermost stratosphere right at the beginning of the simulation and
appears to spread upward subsequently. During the last months of the simulation, basically all zonal wind jets of
the ICON‐QBO below ∼30 km do no longer propagate downward.

Figure 1. Time‐altitude cross section of the 5° S–5° N mean zonal wind for
(a) the ICON simulation and (b) the ERA5 reanalysis during 1 April 2004–
31 March 2006. The (a) solid and (b) dashed black contour lines mark the
0 m s− 1‐isotach. The (a) solid and (b) dashed purple contour lines mark the
370K‐isentrope, which serves as a proxy for the tropopause altitude. Panel
(c) shows the 0 m s− 1‐isotachs and 370K‐isentropes of panels (a and b) to allow
a direct comparison between ICON and ERA5. The vertical dotted black lines
in all panels mark the beginning and end of the period used to compare the zonal
momentum budgets of the 5° S–5° Nmean zonal wind in ICON and ERA5 (see
Section 4.2).
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To further highlight the shortcomings of the ICON‐QBO in more detail, we
compare it to one specific QBO cycle of the ERA5‐QBO‐ensemble, which is
the cycle beginning on 1 April 2004 (Figure 1b). The comparison with a
single QBO cycle is justified because all individual QBO cycles of the ERA5‐
QBO‐ensemble agree reasonably well among each other, except for the cycle
affected by the eruption of Mt. Pinatubo (Figure 2b). From now on, we will
refer to the ERA5 QBO cycle beginning on 1 April 2004 as the ERA5‐QBO.
The comparison between the ICON‐QBO and the ERA5‐QBO basically
confirms the previous results, and in particular highlights that the ICON‐QBO
has too weak jets below 30 km, especially during the second year of the
simulation. During this period, the jets of the ICON‐QBO also have a much
smaller vertical extent than those of the ERA5‐QBO. In addition, the vertical
gradient of the zonal wind within the shear zones of the ICON‐QBO is much
weaker than in those of the ERA5‐QBO, at least below 30 km.

Figure 1 also shows that the altitude of the tropopause in the ICON simulation
and the ERA5 reanalysis is approximately identical. Thus, we already rule out
a too high tropopause in ICON as a root cause for the lack of downward
propagation of the ICON‐QBO in the lowermost stratosphere. Instead, the
downward propagation of the ICON‐QBO stops well above the tropopause,
while the ERA5‐QBO propagates down to the tropopause.

4. The Momentum Budget of the ICON‐QBO in the TEM
Framework
To understand why the ICON‐QBO shows the pronounced lack of downward
propagation as identified in Section 3, we evaluate its zonal momentum
budget in the TEM framework calculated as described in Section 2.3.2.

4.1. Spatio‐Temporal Structure of the TEM Forcing in the Equatorial
Stratosphere in the ICON Simulation

Figure 3 shows the time‐altitude cross sections of the stratospheric 5° S–5°N
mean zonal wind tendencies in the TEM framework. In general, the spatio‐
temporal structure of the various TEM tendencies corresponds well to the
standard QBO paradigm. The zonal wind tendency due to the vertical EP flux
divergence is centered in the shear zones of the ICON‐QBO and acts to drive
their downward propagation (Figure 3c). In contrast, the zonal wind tendency
due to vertical residual advection acts against the downward propagation of
the QBO shear zones, especially that of the easterly shear zone, which is
initially located between 30 and 38 km (Figure 3a). The zonal wind tendency
due to meridional advection is negligibly small in the shear zones of the
ICON‐QBO and is only relevant for the dynamics of the SAO (Figure 3b).
The zonal wind tendency due to the meridional EP flux divergence is
strongest in the shear zones above ∼25 km (Figure 3d), where it facilitates the
downward propagation of the zonal wind jets, in particular those of the SAO.
Below 25 km, the zonal wind tendency due to meridional EP flux divergence
is small overall. All of these findings highlight that the basic dynamics of the
QBO are well captured by the global storm‐resolving ICON simulation.

However, the sum of all TEM tendencies does not match the total zonal wind tendency of the ICON simulation
(Figure 3h) Consequently, the TEM zonal momentum budget of the ICON‐QBO is closed by a large residuum
(Figure 3e). Figure 3 shows that the residuum strongly counteracts the zonal wind tendency due to vertical EP flux
divergence. This strong cancellation between the vertical EP flux divergence and the residuum is very similar to
the findings of Yao and Jablonowski (2013, 2015). They argue that the strong residuum of the TEM momentum
budget is due to the direct effect of implicit and explicit diffusion on the QBO jets. This attribution is questionable

Figure 2. (a) Time‐altitude cross section of the 5° S–5° N daily mean zonal
wind of the ICON simulation and the six individual QBO cycles of the
ERA5‐QBO‐ensemble, starting on April 1 of the years 1985, 1990, 1997,
2004, 2008, and 2013. The shading highlights westerlies, and the contour
lines mark the 0 m s− 1‐isotach, with the ERA5 QBO cycle starting on 1
April 2004 being highlighted by a solid black contour. (b) Temporal trajectory
of pairs of 5° S–5° N monthly mean zonal wind at ∼22 and ∼30 km for the
ICON simulation and the six individual QBO cycles of the ERA5‐QBO‐
ensemble, starting in April of the years 1985, 1990, 1997, 2004, 2008, and 2013.
The trajectories start at the dark points, and for the ERA5‐QBO‐ensemble, the
very first dark point, which is connected by a dashed line, marks the wind pair
of March prior the “official” two‐year‐period starts. In the ERA5 QBO cycle
starting on 1 April 1990, months after the eruption of Mt. Pinatubo in June 1991
are highlighted by red circles.
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for the ICON simulation, since the zonal wind tendency due to explicit diffusive processes (i.e., horizontal
diffusion, divergence damping, parameterized vertical diffusion) in the equatorial stratosphere is negligibly small
throughout the entire simulation, except for the tropopause region and the shear zones below the SAO jets, and
clearly cannot explain the TEM residuum (Figure 3f). Apparently, explicit diffusive processes do not directly

Figure 3. Time‐altitude cross section of the 5° S–5°N mean weekly‐averaged transformed Eulerian mean (TEM) zonal wind
tendencies in the ICON simulation starting on 1 April 2004: (a and b) zonal wind tendency due to vertical and meridional
residual advection, respectively, (c and d) zonal wind tendency due to vertical and meridional EP flux divergence,
respectively, (e) TEM residuum, (f) zonal wind tendency due to horizontal and vertical diffusion and divergence damping,
(g) sum of the zonal wind tendency due to vertical EP flux divergence and the TEM residuum, and (h) the total zonal wind
tendency. Black contour lines show isotachs of the 5°S–5°N mean zonal wind in intervals of 10 m s− 1 with negative values
being dashed, positive values being solid, and the 0 m s− 1‐isotach being bold solid. Purple contours mark the 370 K‐isentrope,
which is a proxy for the tropopause altitude.
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damp the jets of the ICON‐QBO. Therefore, we conclude that too strong explicit diffusive processes are not the
root cause of the lack of downward propagation of the ICON‐QBO in the sense that they directly damp the QBO.

Based on the results of Yao and Jablonowski (2013, 2015), the negligible contribution of explicit diffusive
processes to the TEM residuum would suggest that the TEM residuum is mainly the imprint of implicit diffusion
of ICON's dynamical core. Furthermore, we speculate that the TEM residuum in the ICON simulation may have
non‐physical causes. Detailed analysis has provided some evidence that the ICON simulation suffers from nu-
merical noise, which appears as systematic features in the simulated atmospheric flow, including the horizontal
and vertical wind components. Therefore, the noise is sampled by the instantaneous TEM diagnostics, which
diagnose these flow features as a physical signal. This could ultimately lead to an overestimation of the vertical
component of the EP flux and its divergence. However, if the noise is generated in‐situ at individual model levels
and does not propagate upward, the divergence of the overestimated vertical EP flux would be purely diagnostic
and would not correspond to wave‐mean flow interactions of a vertically propagating wave, which accelerates the
mean flow. In that case, the TEMmomentum budget must be closed by a huge residuum. In contrast, the impact of
the horizontal remapping of the model output from ICON's native grid to the n256 Gaussian analysis grid on the
TEM residuum is relatively small (see Supporting Information S1). Ultimately, the exact root cause of the TEM
residuum in the ICON simulation is still unclear and its more detailed analysis is a clear target for future research.

Given the strong cancellation between the zonal wind tendency due to vertical EP flux divergence—that is, the
vertical wave forcing of the ICON‐QBO—and the TEM residuum, we compute their sum to obtain an effective
vertical wave forcing (Figure 3g). The magnitude of the effective vertical wave forcing looks much more
reasonable compared to the remaining TEM zonal wind tendencies than the actual vertical wave forcing. The
effective vertical wave forcing also acts to drive a downward propagation of the shear zones of the ICON‐QBO,
indicating that the actual vertical wave forcing slightly overcompensates for the residuum.

4.2. Comparison With the TEM Momentum Budget of the ERA5‐QBO

According to the standard QBO paradigm, a lack of downward propagation of the QBO jets can have two possible
root causes: a too strong tropical upwelling as part of a too strong Brewer‐Dobson circulation (BDC), or a too
weak vertical wave forcing, that is, in our case too weak effective vertical wave forcing. In the following, we will
investigate which of these two root causes is responsible for the lack of downward propagation of the ICON‐QBO
by comparing its TEM momentum budget with that of the ERA5‐QBO.

For the comparison of QBO momentum budgets, it is essential that they are calculated for the same phase of the
QBO. This is usually achieved by constructing so‐called QBO composites, which are averages over several QBO
cycles referenced at a fixed altitude based on a certain criterion (see, e.g., Bushell et al., 2020; Krismer &
Giorgetta, 2014). However, due to the comparatively short simulation period of the ICON simulation, this
methodology is not applicable for us. Instead, we compare the momentum budgets of the ICON‐QBO and the
ERA5‐QBO for a fixed period, which is already well away from the initialization of the ICON simulation, but
during which both QBOs are still reasonably close to each other. For this purpose, we choose the period 17 May
2004–7 October 2004, which is highlighted by the vertical dashed lines in Figure 1. By doing the comparison for a
fixed period, we also ensure that both, the ICON‐QBO and the ERA5‐QBO have the same seasonal boundary
conditions.

Figure 4 shows the TEM momentum budgets of the ICON‐QBO and the ERA5‐QBO averaged over the analysis
period 17May 2004–7 October 2004 as a function of altitude. Figure 5 shows the accumulated TEM tendencies in
the upper (29–34 km) and lower (18–23 km) shear zones of the ICON‐QBO and the ERA5‐QBO. Both figures
indicate that a too strong tropical upwelling is not the root cause for the lack of downward propagation of the
ICON‐QBO. Throughout the whole QBO domain (17–35 km), the zonal wind tendency due to residual advection,
which is dominated by its vertical component, is of comparable magnitude for the ICON‐QBO and the ERA5‐
QBO (Figure 4). Also in both shear zones, the accumulated tendency due to residual advection is in good
agreement between the ICON simulation and the ERA5 reanalysis (Figure 5).

This finding is confirmed by Figure 6, which shows the residual vertical velocity w∗ averaged over the simulation
period. The 30°S–30°Nmean w∗, a proxy for the strength of the rising branch of the BDC, is weaker in the ICON
simulation than in the ERA5 reanalysis at all altitudes, except for two narrow regions around 25 and 34 km. The
5° S–5°N mean w∗, which is ultimately relevant for the QBO, is also weaker in ICON than in ERA5 at all
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altitudes, except for the altitudes between 24 and 28.5 km. The oscillating vertical structure of the w∗ profiles in
the ICON simulation, which causes them to locally exceed those of the ERA5 reanalysis, is the imprint of the
persistent secondary meridional circulation of the stalling ICON‐QBO itself. We conclude that the tropical up-
welling associated with the BDC is not too strong in the ICON simulation, but rather too weak compared to the
ERA5 reanalysis. Therefore, it cannot be the root cause of the lack of downward propagation of the ICON‐QBO.

Before we proceed with the comparison of the wave forcing between the ICON‐QBO and the ERA5‐QBO, it
should be mentioned that it is reasonable to consider the sum of the zonal wind tendency due to the vertical EP
flux divergence and the TEM residuum as the effective vertical wave forcing also in the ERA5 reanalysis. In
ERA5, the TEM residuum is dominated by the zonal wind tendency of the GW parameterization, so the effective
vertical wave forcing represents the total zonal forcing due to vertically propagating waves. So even though the
details of the effective vertical wave forcing differ between ICON and ERA5, it is a reasonable measure of the
total vertical wave forcing in both cases. Therefore, it is meaningful to compare the effective vertical wave forcing
between ICON and ERA5.

In the upper shear zone, the effective vertical wave forcing is in good agreement between the ICON simulation
and the ERA5 reanalysis (Figures 5a and 5b). This corresponds well to the overall reasonable downward prop-
agation of this shear zone in the first year of the ICON simulation (Figure 1). In contrast, the effective vertical
wave forcing in the lower shear zone is much weaker in the ICON simulation than in the ERA5 reanalysis, and at
the end of the analysis period the accumulated effective vertical wave forcing is more than three times weaker in

Figure 4. 5° S–5°N mean profiles of the transformed Eulerian mean (TEM) zonal wind tendencies averaged over the period
17 May 2004–7 October 2004 in (a) the ICON simulation and in (b) the ERA5 reanalysis. Please note that the residual
advection (solid blue curve) is the sum of the vertical residual advection (dashed‐dotted blue curve) and the meridional
advection (dashed blue curve), and that the EP flux divergence + TEM residuum (solid orange curve) is the sum of the
vertical EP flux divergence + TEM residuum (dashed‐dotted orange curve) and the meridional EP flux divergence (dashed
orange curve). The x‐axis for the zonal wind u is given at the upper spine. Light gray bars mark the altitude ranges of the
lower and upper shear zones in Figure 5.
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ICON than in ERA5 (Figures 5c and 5d). This shows that the root cause of the lack of downward propagation of
the ICON‐QBO in the lowermost stratosphere is a too weak effective vertical wave forcing.

The zonal wind tendency due to meridional EP flux divergence differs qualitatively between the ICON simulation
and the ERA5 reanalysis. In ERA5, it is approximately constant throughout the whole QBO domain between 18
and 34 km (Figure 4b), while in ICON it clearly depends on altitude and shows a local maximum in the upper
shear zone at ∼30 km (Figure 4a). As a consequence, the accumulated zonal wind tendency due to meridional EP
flux divergence in the upper shear zone is twice as large in ICON as in ERA5 at the end of the analysis period
(Figures 5a and 5b). This shows that the meridional wave forcing is obviously important for the ICON‐QBO and
contributes significantly to the downward propagation of the upper shear zone.

Overall, we conclude that the TEM momentum balance of the ICON‐QBO in the upper QBO domain during the
analysis period is reasonable. Here, the residual advection, the effective vertical wave forcing, and the total zonal
wind tendency show good quantitative agreement with ERA5 (Figures 5a and 5b). In contrast, the wave forcing of
the ICON‐QBO in the lowermost stratosphere is essentially zero and thus substantially weaker than in ERA5,
leading to a biased QBO momentum balance. The root cause of the lack of downwelling of the ICON‐QBO is a
lack of effective vertical wave forcing in the lowermost stratosphere.

4.3. Spectral Decomposition of the QBO Wave Forcing

So far, we have only considered the total wave forcing, which does not allow any conclusions to be drawn about
the types and scales of the waves driving the ICON‐QBO. To understand which parts of the wave spectrum
contribute to the wave driving of the ICON simulation and how they compare to the ERA5 reanalysis, we compute
zonal wavenumber spectra of the vertical EP flux divergence for the comparison period 17 May 2004–7 October
2004 and average them over the upper (29–34 km) and lower (18–23 km) shear zones of the ICON‐QBO and the
ERA5‐QBO. As shown by Figure 7, small‐scale GWs with k> 100 contribute substantially to the total vertical EP
flux divergence, with a relative contribution of about 75 % in the upper shear zone and about 50 % in the lower

Figure 5. Accumulated 5° S–5°N mean transformed Eulerian mean zonal wind tendencies during 17 May 2004–7 October
2004 for (a and c) the ICON simulation and (b and d) the ERA5 reanalysis. Panels (a and b) show tendencies averaged
between an altitude of 29 and 34 km, which is representative of the upper QBO shear zone during the accumulation period,
and panels (c and d) show tendencies averaged between an altitude of 18 and 23 km, which is representative of the lower QBO
shear zone during the accumulation period. These altitude ranges are highlighted in Figure 4.
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shear zone. In contrast, in the ERA5 reanalysis the small‐scale GWs with
k > 100 do no longer contribute to the total vertical EP flux divergence in
both shear zones, and already starting at k = 70 the resolved vertical EP flux
divergence seems to be distorted by the resolution limit, in line with the re-
sults of Krismer et al. (2015). Instead, their effect is captured by GW
parameterization, which to a first order approximation is represented by the
residuum in the TEM momentum budget of the ERA5‐QBO. However, it
becomes obvious that the absolute zonal wind tendency by the GW param-
eterization in the ERA5 reanalysis is much lower than the zonal wind ten-
dency due to the vertical EP flux divergence of small‐scale GWs with k >100
in the ICON simulation. In addition, Figure 7 shows that the small‐scale GWs
with k >100 contribute substantially to the overestimation of the total vertical
EP flux divergence compared to what would be required to drive the simu-
lated rate of downward propagation of the ICON‐QBO, that is, the effective
vertical wave forcing, which means that the forcing by small‐scale GWs with
k > 100 is in principle canceled by the TEM residuum. Therefore, we argue
that the role that small‐scale GWs with k >100 waves play for the biases of
the ICON‐QBO relative to the ERA5‐QBO cannot be reliably assessed, and
thus is uncertain.

To understand to what extent waves with k< 100 contribute to the lack of
vertical wave forcing in the ICON simulation, in particular planetary‐scale
waves with k < 18, we compute zonal wavenumber‐frequency spectra of
the vertical EP flux and its divergence for 20 non‐overlapping, non‐tapered
36‐day windows spanning the period 11 April 2004–31 March 2006 (see
Section 2.3.2 for details). Subsequently, we sum the spectra over certain
zonal wavenumber and ground‐based zonal phase speed ranges correspond-
ing to different wave types (see Table 1). The time‐altitude cross section of
the vertical EP flux divergence in the tropical stratosphere associated with

these wave types in the ICON simulation and in the ERA5 reanalysis is shown in Figure 8 for eastward propa-
gating waves and in Figure 9 for westward propagating waves. Note that we omit waves with |k| > 100 from this
analysis because of their uncertain role for the biases of the ICON‐QBO as discussed in the previous paragraph. In
addition, the zonal wavenumber‐frequency spectrum of the vertical EP flux in the ICON simulation suffers from
pronounced temporal aliasing at these scales due to the rather coarse output interval of 3 h (see Supporting
Information S1).

Figure 8 shows that the absolute magnitude of the zonal wind tendency due to vertical EP flux divergence
associated with slow eastward propagating planetary‐scale waves, that is, slow equatorial Kelvin waves, in the
lower westerly shear zone (i.e., 18–23 km) is much weaker in the ICON simulation than in the ERA5 reanalysis.
In the ICON simulation, the wave forcing is further distributed rather uniformly over a wide vertical range
(∼17–25 km), while in the ERA5 reanalysis it is strongly concentrated in the westerly shear zone in the lowermost
stratosphere. These findings suggest that the lack of vertical wave forcing of the ICON‐QBO is predominantly due
to slow eastward propagating planetary‐scale waves. However, the large vertical spread of the vertical wave
forcing by those waves in the ICON simulation—and thus the overall weaker eastward wave forcing in the lower
westerly shear zone (i.e., 18–23 km) compared to ERA5 (Figures 8g and 8h)—can also be partly attributed to the
weak westerly jet of the ICON‐QBO itself. The weak westerly jet only allows very slow waves with a ground‐
based zonal phase speed close to 0 m s− 1 to dissipate in the shear zone below it, while faster waves can propagate
through. Consequently, it is not immediately clear from Figure 8 whether the weak eastward wave forcing in the
lower westerly shear zone (i.e., 18–23 km) is the cause or the effect of the weak westerly jet and its lack of
downward propagation.

Therefore, we analyze the vertical wave forcing during the first of the 20 windows used for spectral analysis, that
is, 11 April 2004–16 May 2004 (Figure 10). During this period, the vertical structure of the ICON‐QBO and the
magnitude of its jets still agree reasonably well with those of the ERA5‐QBO (Figure 1), allowing for a much
clearer attribution of cause and effect. As shown in Figure 10b, the total vertical wave forcing by eastward

Figure 6. Residual vertical velocityw∗ of the ICON simulation and the ERA5
reanalysis averaged over the period 1 April 2004–31 March 2006.
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propagating waves with |k|< 100 in the lowermost stratosphere is substan-
tially weaker in the ICON simulation than in ERA5, and the majority of this
difference is attributable to planetary‐scale waves. Therefore, we conclude
that lack of downward propagation of the ICON‐QBO is mainly due to a lack
of vertical wave forcing by slow eastward propagating planetary‐scale waves,
that is, slow equatorial Kelvin waves.

The vertical wave forcing by eastward propagating intermediate‐scale waves
behaves very similar to that by slow eastward propagating planetary‐scale
waves (Figures 8e and 8f). Again, the absolute magnitude of the wave forc-
ing in the lower westerly shear zone (i.e., 18–23 km) is weaker in the ICON
simulation than in the ERA5 reanalysis, and it is distributed over a larger
vertical range. Obviously, the lack of downward propagation of the ICON‐
QBO in the lowermost stratosphere is in part also attributable to this wave
type. In contrast, the magnitude of the vertical wave forcing of the ICON‐
QBO by fast eastward propagating planetary‐scale waves, that is, fast equa-
torial Kelvin waves, is overall comparable to that of the ERA5‐QBO
(Figures 8c and 8d). However, in the ICON simulation a large fraction of
this wave forcing also occurs in the easterly shear zone between ∼25 and
∼31 km, and thus opposes the downward propagation of this shear zone. We
think that this is likely one reason for the lack of downward propagation of the
upper easterly jet of the ICON‐QBO in the second year of the simulation.

For westward propagating waves (Figure 9), the differences between the
ICON simulation and the ERA5 reanalysis are smaller than for eastward
propagating waves. For both the ICON‐QBO and the ERA5‐QBO, slow
westward propagating planetary‐scale waves, including n = 0 equatorial
Rossby waves, do not contribute to the downward propagation of the easterly
shear zone, which is initially located between 30 and 38 km (Figures 9a and
9b). In contrast, the downward propagation of this shear zone is mainly driven
by fast westward propagating planetary‐scale waves, including mixed
Rossby‐gravity waves (Figures 9c and 9d), and by intermediate‐scale
westward‐propagating waves (Figures 9e and 9f) for both the ICON‐QBO
and the ERA5‐QBO. The vertical wave forcing by these two wave types is
in good agreement between the ICON simulation and the ERA5 reanalysis,
given the different spatio‐temporal structure of their QBOs. This is confirmed
by Figure 10a, which also shows reasonable agreement between the vertical
wave forcing by westward propagating waves in the ICON simulation and
ERA5 during the first of the 20 windows used for spectral analysis, that is, 11
April 2004–16 May 2004.

Figure 7. 10° S–10° N mean zonal wavenumber spectrum of the cumulative
sum of the zonal acceleration due to the divergence of the vertical EP flux
averaged over the period 17 May 2004–7 October 2004 and between the
altitudes (a) 29 and 34 km and (b) 18 and 23 km. For the ERA5 reanalysis,
the dashed vertical line at the end of the spectrum marks the transformed
Eulerian mean (TEM) residuum, which is dominated by the contribution of
parameterized gravity wave forcing. The horizontal dotted lines mark the
effective vertical wave forcing, that is, the vertical wave forcing which would
be sufficient to close the TEM momentum budget, while the vertical dashed‐
dotted lines mark the approximate effective resolutions of ICON and ERA5.

Table 1
Zonal Wavenumber and Ground‐Based Zonal Phase Speed Ranges Corresponding to Different Wave Types for Which We
Compute the Vertical EP Flux and Its Divergence

Wave type Zonal wavenumber (eastward) Zonal wavenumber (westward) Ground‐based zonal phase speed

Slow planetary‐scale 1≤ k≤ 18 − 18≤ k≤ − 1 |c| ≤ 20 m s− 1

Fast planetary‐scale 1≤ k≤ 18 − 18≤ k≤ − 1 |c| > 20 m s− 1

Intermediate‐scale 19≤ k≤ 100 − 100≤ k≤ − 19 –

Note. Sampling interval of the data of 3 hr does only allow for the detection of waves with a frequency of <4 cpd. Thus, the
largest detectable ground‐based zonal phase speed of waves with |k| = 100 is 18.5 m s− 1.
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5. Evaluation of the Tropical Wave Field in the ICON Simulation
In the previous section, we showed that the lack of downward propagation of the ICON‐QBO in the lowermost
stratosphere is due preferably to a lack of vertical wave forcing, that is, a lack of vertical EP flux divergence,
associated with eastward propagating planetary‐scale waves, mainly comprising equatorial Kelvin waves. In
principle, a lack of vertical wave forcing of the QBO can have three possible root causes: (a) a misrepresentation
or lack of wave generation in the troposphere, (b) a misrepresentation or lack of vertical wave propagation from

Figure 8. Time‐altitude cross sections of the 10° S–10° N mean zonal wind tendency due to vertical EP flux divergence
associated with eastward propagating waves for (left panels) the ICON simulation and (right panels) the ERA5 reanalysis,
separated into different wave types as defined in Table 1: (a and b) slow planetary‐scale waves, (c and d) fast planetary‐scale
waves, (e and f) intermediate‐scale waves, (g and h) sum of slow planetary‐scale, fast planetary‐scale, and intermediate‐scale
waves. The purple contour lines mark the 370 K‐isentrope, which is a proxy for the tropopause altitude.
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the troposphere into the stratosphere, and (c) a misrepresentation or lack of wave dissipation and damping in the
shear zones of the QBO. Here, we investigate which of these possible root causes is responsible for the lack of
vertical wave forcing in the ICON simulation.

5.1. Dissipation and Damping of SEWs in the Lowermost Stratosphere

To analyze the damping and dissipation of SEWs in the ICON simulation, we follow the methodology of Krismer
and Giorgetta (2014, see their Section 5c), and consider four different processes: the damping and diffusion of
wave‐induced zonal wind perturbations by (a) divergence damping, (b) explicit horizontal diffusion, and (c)
parameterized vertical diffusion, as well as (d) the damping of wave‐induced temperature perturbations by
longwave radiation. First, we compute the amplitude spectra of the tendency variables associated with these four

Figure 9. As Figure 8, but for westward propagating waves.
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processes and the corresponding state variable on which the tendency variable acts, as a function of zonal
wavenumber and frequency. The spectra are computed for four non‐overlapping and non‐tapered 36‐day win-
dows spanning the period 17 May 2004–7 October 2004, which is the same period we used to compare the zonal
momentum budgets of the ICON‐QBO and the ERA5‐QBO (see Section 4.2). We then average the spectra over
all windows and over the 10° S–10°N region. Since we are interested in the damping and dissipation of SEWs in
the lower shear zone of the ICON‐QBO, we further average the spectra over the 18–23 km altitude range (cf.,
Section 4.2). The spectra averaged in this way are shown in the left column panels of Figure 11. The right column
panels of Figure 11 show the spectra of the quotient of the tendency variable and its corresponding state variable,
which can be interpreted as the e‐folding time of the particular dissipation or damping process associated with the
tendency (see Krismer & Giorgetta, 2014). The shorter the e‐folding time, the more efficient a particular dissi-
pation or damping process is. In the following, we will analyze the dissipation and damping of large‐scale waves,
as they have been shown to be the main cause of the underestimation of the vertical wave forcing of the
ICON‐QBO.

The divergence damping appears to strongly damp very slow waves with ω< 0.5 cpd and |k| >10, while only
leaving large‐scale planetary waves with |k|< 10 andω< 0.5 cpd nearly unaffected (Figure 11b). This is due to the
fact that the divergence damping of the zonal wind depends strongly on frequency, but is more or less independent
of zonal wavenumber (Figure 11a). It is strongest for very slow or steady perturbations and decreases rapidly with
increasing frequency. In principle, this behavior is to be expected because the divergence damping is employed in
ICON to remove quasi‐stationary small‐scale checkerboard patterns. The spectrum of the parameterized vertical
diffusion of the zonal wind also shows a first‐order dependence on frequency, but it has a larger magnitude than
the divergence damping, except for the lowest frequencies (Figure 11c). As a result, parameterized vertical
diffusion very efficiently damps all waves except large‐scale planetary waves with |k|< 10 and ω< 0.5 cpd
(Figure 11d). It further is the dominant damping mechanism for waves with |k| > 15 across the four mechanisms
considered. The explicit horizontal diffusion of the zonal wind is virtually independent of frequency and zonal
wavenumber and has amuch smaller magnitude than the parameterized vertical diffusion and divergence damping
over the entire spectral range considered (Figure 11e). Therefore, explicit horizontal diffusion does not

Figure 10. Profiles of the 10° S–10° N mean zonal wind tendency due to the vertical EP flux divergence associated with
(a) westward propagating waves and (b) eastward propagating waves of different zonal wavenumber ranges in the period 11
April 2004–16 May 2004. The vertical black dotted line marks a zonal wind tendency of 0 m s− 1 day− 1.
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Figure 11.

Journal of Advances in Modeling Earth Systems 10.1029/2024MS004381

FRANKE AND GIORGETTA 18 of 31

 19422466, 2024, 10, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024M

S004381 by M
PI 348 M

eteorology, W
iley O

nline L
ibrary on [17/10/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



substantially damp waves with |k|< 25 andω< 1 cpd (Figure 11f). For waves with larger zonal wavenumbers and
higher frequencies, wave damping by horizontal diffusion is still of secondary importance compared to wave
damping by divergence damping and vertical diffusion. In contrast to the diffusive wave damping processes of the
zonal wind, the radiative damping of waves dependsmainly on intrinsic zonal phase speed and is most efficient for
slow waves (Figure 11h), which agrees with theory (e.g., Fels, 1982). Therefore, radiative damping is the
dominant damping mechanism of large‐scale planetary waves with |k|< 10 and ω< 0.5 cpd.

The basic result that planetary‐scale waves with |k|< 10 and ω< 0.5 cpd are mainly damped by radiation in the
ICON simulation, while smaller‐scale waves with |k|> 10 and higher‐frequency waves with ω> 0.5 cpd are
mainly damped by diffusive processes, agrees well with the results of Krismer and Giorgetta (2014). The overall
damping of large‐scale waves in the lower shear zone of the ICON‐QBO appears to be reasonable and not dis-
torted. However, we found that the diffusive damping of waves in the ICON simulation is dominated by
divergence damping and parameterized vertical diffusion instead of horizontal diffusion. It is unclear to what
extent this partitioning of the diffusive wave damping in the ICON simulation is reasonable, and whether it
indicates that individual diffusion and damping schemes are too strong or too weak. At least the divergence
damping, which is implemented to reduce small‐scale checkerboard patterns, has a surprisingly large impact on
wave damping.

To validate these conclusions, we analyze the vertical propagation of exemplary Kelvin waves in physical space,
which implicitly depends on all possible damping mechanisms present in ICON. Therefore, any gross misrep-
resentation of wave damping and dissipation in ICON would become apparent in this representation. To isolate
the Kelvin waves, we first computed the Fourier transform of the non‐tapered but detrended symmetric pertur-
bation temperature in longitude and time. The perturbation temperature is the deviation of the temperature from
its zonal and temporal mean. Subsequently, we performed an inverse Fourier transform only on the spectral
components with 1 ≤ k ≤ 10, 0 cpd< ω ≤ 0.4 cpd, and 0 m s− 1 < c ≤ 10 m s− 1 (very slow Kelvin waves),
10 m s− 1 < c ≤ 20 m s− 1 (slow Kelvin waves), and 20 m s− 1 < c ≤ 50 m s− 1 (fast Kelvin waves).

Figure 12 shows the vertical propagation of the equatorial Kelvin waves isolated in this way at a randomly
selected equatorial location in the ICON simulation during 17 May 2004–7 October 2004. The spatio‐temporal
structure of the three different classes of Kelvin waves is reasonable and agrees well with the standard theory of
critical level filtering of vertically propagating waves. The filtering of Kelvin waves by the westerly jet of the
ICON‐QBO, which has a magnitude of 10–20 m s− 1, clearly depends on their zonal phase speed. The very slow
Kelvin waves are more or less completely damped in the lower part of the westerly jet and are absent above it. The
slow Kelvin waves are also strongly damped in the westerly shear zone below the westerly jet, but there are still
spurious small‐amplitude signals of these waves above the westerly jet. The fast Kelvin waves, which do not reach
their critical levels within the westerly jet, propagate through the jet without a substantial loss in amplitude. In
general, except for the westerly shear zone between 18 and 25 km, there is no substantial damping of the Kelvin
waves. Therefore, we conclude that the vertical propagation of equatorial Kelvin waves in the stratosphere and
their damping and diffusion are reasonably well represented in the ICON simulation. We rule out a gross
misrepresentation of wave damping and propagation as the root cause of the lack of downward propagation of the
ICON‐QBO, although the diffusion and damping schemes have not been adapted to the employed resolution and
thus their more careful calibration may still play out beneficial for the simulation of wave propagation and
dissipation.

5.2. Vertical EP Flux Spectra in the Lowermost Stratosphere

In the following, we will analyze the vertical EP flux in the ICON simulation at an altitude of 17 km, just above
the tropopause, because it allows us to analyze the upward propagating wavefield before it interacts with the QBO

Figure 11. 10°S–10°N mean zonal wavenumber‐frequency spectra of (left panels) the amplitude of a particular tendency variable (colors) and its corresponding state
variable (contours), and of (right panels) the quotient of this particular tendency variable and its corresponding state variable, that is, the e‐folding time. The spectra were
computed for and averaged over four non‐overlapping non‐tapered 36‐day windows during the period 17 May 2004–7 October 2004 They were further averaged between
18 and 23 km, which is representative of the lower shear zone of the ICON‐QBO. Contour lines are logarithmic with an interval of (a, c, and e) 0.3 log(m s− 1) and
(g) 0.3 log(K)with darker lines indicating a larger amplitude. Panels (a and b) show the divergence damping of the zonal wind, (c and d) the explicit horizontal diffusion of
the zonal wind, (e and f) the parameterized vertical diffusion of the zonal wind, and (g and h) the temperature tendency due to longwave radiation. Black dashed lines in all
spectra mark lines of a constant zonal phase speed of |c| = 15 ms− 1 for visual guidance.
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jets. Thus, this analysis can reveal whether the lack of vertical wave forcing of the ICON‐QBO is due to an
underestimation of the wave momentum fluxes entering the stratosphere. As a first step, we compute the zonal
wavenumber‐frequency spectra of the vertical EP flux at 17 km for the same 20 non‐overlapping, non‐tapered 36‐
day windows spanning the period 11 April 2004–31 March 2006 as in Section 4.3. We then average these spectra
over all windows and over the 10°S–10°N region.

Figures 13a and 13b shows the averaged spectra of the vertical EP flux of the ICON simulation and the ERA5
reanalysis. While the basic structure of both spectra agrees, there are notable differences between the ICON
simulation and the ERA5 reanalysis. For the ERA5 reanalysis, the spectrum is much smoother than for the ICON

Figure 12. Time‐altitude cross section of the temperature perturbations induced by (a) very slow Kelvin waves with
0 m s− 1 < c ≤ 10 m s− 1, (b) slow Kelvin waves with 10 m s− 1 < c ≤ 20 m s− 1, and (c) fast Kelvin waves with
20 m s− 1 < c ≤ 50 m s− 1 in the ICON simulation during the period 17 May 2004–7 October 2004 at 0.1756° N, 180° E. Black
contour lines show daily mean westerly winds in intervals of 10 m s− 1, starting at 0 m s− 1 (thick black contour). Contour lines
for easterly winds are not plotted for clarity. The purple contour lines mark the 370 K‐isentrope, which is a proxy for the
tropopause altitude.
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simulation, and it shows some weak organization into a double‐lobe structure along phase speeds close to
|c| = 30 m s− 1 and |c| = 50 m s− 1. While the spectrum of the ICON simulation organizes along similar phase
speed lines, it is substantially noisier than the spectrum of the ERA5 reanalysis. In addition, the spectrum of the
ICON simulation is less powerful than that of the ERA5 reanalysis, especially at high frequencies ofω> 1 cpd. At
these high frequencies, the vertical EP flux decreases rapidly in the ICON simulation and much faster than in the
ERA5 reanalysis.

As shown in Supporting Information S1, the noisy background in the ICON spectrum is the non‐physical artifact
of a too coarse temporal sampling interval, that is, a too low output frequency. Our output frequency of 3h is
insufficient to sample fast and short GWs, which can have periods as short as 10min. This leads to aliasing, which
introduces substantial white noise to the spectrum of the vertical EP flux in the ICON simulation (cf., Kirch-
ner, 2005). The spectral noise inhibits a meaningful interpretation of the ICON spectrum for |k| > 100.

We further accumulate the averaged zonal wavenumber‐frequency spectra of the vertical EP flux over all fre-
quencies. The resulting zonal wavenumber spectra of the vertical EP flux of the ICON simulation and the ERA5
reanalysis are shown in Figure 13c. The spectra reveal that the vertical EP flux associated with small‐scale GWs,
that is, waves with |k| > 70, is much larger for ICON than for ERA5 (Figure 13c). This is explained by the much
higher native resolution of the ICON simulation, which allows to resolve a substantially larger fraction of the GW
spectrum than ERA5. As shown in Figure S3 in Supporting Information S1, it is explicitly not due to the pre-
viously discussed effect of temporal aliasing (cf., Figure S3 in Supporting Information S1). Therefore, it seems
that the resolved small‐scale GWs with |k| > 70 in the ICON simulation take over the role of the parameterized
GW forcing in the ERA5 reanalysis and therefore should not be directly compared with the resolved small‐scale
GWs with |k| > 70 in the ERA5 reanalysis. In contrast to small‐scale GWs, for both westward and eastward
propagating waves with |k| < 70, the vertical EP flux is substantially weaker in the ICON simulation than in the
ERA5 reanalysis. For eastward propagating waves (k> 0), the vertical EP flux in the ICON simulation is about
20%weaker than in the ERA5 reanalysis, approximately uniformly over all zonal wavenumbers up to k = 70. For
westward propagating waves (k< 0), the difference between the ICON simulation and the ERA5 reanalysis is
even stronger, and the vertical EP flux in ICON is more than 40% weaker than in ERA5 for zonal wavenumbers
between k = − 20 and k = − 45.

As the absolute magnitude of the vertical EP flux is generally much larger for planetary‐scale waves (|k|≲ 18)
than for smaller‐scale waves (see Figure 13c), the uniform relative underestimation of the vertical EP flux in the
ICON simulation over a wide range of zonal wavenumbers means that—in absolute terms—the lack of incoming
vertical EP flux is largest for planetary‐scale waves, which is confirmed by Figure 13d. Therefore, the lack of—
mainly planetary‐scale—vertical wave forcing of the ICON‐QBO (see Section 4.3) can ultimately be attributed to
a lack of—mainly planetary‐scale—vertical EP flux entering the lower stratosphere.

The fact that the underestimation of the vertical EP flux in the ICON simulation is even more pronounced for
westward than for eastward propagating waves can be attributed to differences in upper‐tropospheric wave
filtering between ICON and ERA5. The ICON simulation has a substantial easterly bias in the upper troposphere
and the tropopause region of up to − 6 m s− 1 compared to the ERA5 reanalysis (see Figure 14). These easterlies in
the ICON simulation result in a strong filtering of slow westward propagating waves, which thus do not reach the
lower stratosphere. The strong filtering of slow westward propagating waves in the ICON simulation can be seen
in the zonal wavenumber‐frequency spectrum of the vertical EP flux, which shows basically no westward, that is,
positive, vertical EP flux for westward propagating waves with − 15 m s− 1 < c < 0 m s− 1 (Figure 13a, also cf.,
Figure 13b). This substantial lack of westward EP flux associated with slow westward propagating waves likely
contributes to the lack of downward propagation of the easterly shear zone of the ICON‐QBO in the second year
of the simulation (Figure 1a). Here, the easterly jet becomes so weak that it can only effectively absorb westward
propagating waves with − 15 m s− 1 < c < 0 m s− 1, which are mostly already filtered out in the upper tropo-
sphere. This leaves the easterly jet of the ICON‐QBO with virtually no wave forcing.

5.3. Spectral Variability of Tropical Precipitation and CCEWs

Most of the upward propagating tropical waves that drive the QBO are generated by latent heat release in deep
tropical convection (Fritts & Alexander, 2003; Holton, 1972; Horinouchi et al., 2003; Ricciardulli & Gar-
cia, 2000; Salby & Garcia, 1987). Therefore, the underestimation of the vertical EP flux entering the lowermost
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Figure 13. Spectral characterization of the 10° S–10°Nmean vertical EP flux at an altitude of 17 km, averaged over individual spectra calculated for 20 non‐overlapping,
non‐tapered 36‐day windows spanning the period 11 April 2004–31 March 2006. Panels (a and b) show zonal wavenumber‐frequency spectra for (a) the ICON
simulation and (b) the ERA5 reanalysis. The solid black lines in panels (a and b) mark the zonal mean zonal wind at 17 km of the ICON simulation and the ERA5
reanalysis, respectively, while the dashed black lines mark lines of constant ground‐based zonal phase speed of |c| = 15 m s− 1 and |c| = 30 m s− 1. The vertical dotted lines
mark the zonal wavenumbers |k| = 100 and k = 0. Panels (c and d) show the zonal wavenumber spectra of the vertical EP flux in the ICON simulation and in ERA5, with
panels (c) and (d) showing the relative and absolute difference between ICON and ERA5, respectively. In panels (c and d), the y‐axis for the difference between ICON and
ERA5 (gray curves) is given at the right spine, and the horizontal dotted line marks a relative and absolute difference of 0% and 0 kg s− 2, respectively.
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tropical stratosphere, especially on planetary scales, indicates that wave generation in the tropical troposphere is
likely underestimated in the ICON simulation. To investigate the wave sources in the ICON simulation in more
detail, we will analyze the spectral variability of tropical precipitation, which is a widely used proxy for latent
heating by tropical deep convection. Therefore, we computed zonal wavenumber‐frequency spectra of precipi-
tation for the ICON simulation, the ERA5 reanalysis, and the observational precipitation data set IMERG, for 29
tapered 92‐day windows with a 34‐day overlap spanning the entire simulation period from 01 April 2004–31
March 2006. We then averaged these spectra over all 29 windows and between 15°S and 15°N, and the aver-
aged spectra are shown in Figures 15a–15c.

Figures 15a–15c shows that the ICON simulation reproduces the basic qualitative aspects of the observed tropical
precipitation spectrum reasonably well. The spectra of ICON, IMERG, and ERA5 are all red in zonal wave-
number and frequency, but the spectrum of the ICON simulation is slightly smoother than those of IMERG and
ERA5. The ICON simulation also shows a clear preference for westward propagating tropical waves, in
agreement with IMERG and ERA5. The spectra of the ICON simulation and IMERG both organize along the
same lines of constant zonal phase speed, that is, |c| = 15 m s− 1, while the spectrum of ERA5 organizes along
lines of constant absolute phase speed of slightly more than 15 m s− 1.

Quantitatively, however, the precipitation spectra differ substantially between the ICON simulation on the one
hand and IMERG and ERA5 on the other. The ICON simulation substantially underestimates the tropical pre-
cipitation variance compared to IMERG, over a wide spectral range of about |k|< 130 and ω< 2 cpd (see white
dashed lines in Figures 15a and 15b). Only for larger wavenumbers and frequencies, the ICON simulation has a
slightly larger precipitation variance than IMERG, probably due to its higher native spatial and temporal reso-
lution compared to the IMERG data. Compared to the ERA5 reanalysis, the ICON simulation has a larger tropical
precipitation variance in most parts of the spectrum, except for the planetary‐scale part, that is, |k| ≤ 18 and
ω< 0.5 cpd, where the tropical precipitation variance is still underestimated in ICON. The fact that the ICON
simulation has a larger precipitation variance than the ERA5 reanalysis, except for the planetary‐scale part of the
spectrum, is due to the fact that ICON explicitly simulates deep convection, while ERA5 parameterizes it. The
parameterization of deep convection has been shown to lead to an underestimation of high‐frequency precipi-
tation variance compared to observations (e.g., J.‐E. Kim & Alexander, 2013). The underestimation of planetary‐
scale precipitation variance in the ICON simulation compared to the ERA5 reanalysis is also not surprising, since
planetary‐scale precipitation features in ERA5—although precipitation is a pure model product—are still well
constrained by observations and thus, by definition, close to IMERG.

Figure 14. (a) Latitude‐altitude cross section of the zonal mean zonal wind difference between the ICON simulation and the
ERA5 reanalysis, averaged over the period 1 April 2004–31 March 2006. Solid and dashed black contours indicate the zonal
mean zonal wind in intervals of 10 m s− 1 starting at 0 m s− 1 (bold contours) of the ICON simulation and the ERA5
reanalysis, respectively. Solid and dashed purple contours mark the 370K‐isentrope, which is a proxy for the tropopause
altitude, for the ICON simulation and the ERA5 reanalysis, respectively. (b) 10° S–10°N mean zonal wind in the ICON
simulation and the ERA5 reanalysis as a function of altitude.
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In general, planetary‐scale precipitation variance in the tropics is dominated by CCEWs, which we will analyze in
the following using the methodology of Wheeler and Kiladis (1999). Therefore, we computed the zonal
wavenumber‐frequency spectra of the symmetric and antisymmetric components of tropical precipitation (see

Figure 15. 15°S–15°N mean zonal wavenumber‐frequency spectra of precipitation variance for (a) the ICON simulation,
(b) the observational data set IMERG, and (c) the ERA5 reanalysis, averaged over 29 tapered 92‐day windows with a 34‐day
overlap. White lines in panels (a––c) indicate isolines where the smoothed power spectral density of ICON agrees with
(dashed) IMERG and (solid) ERA5. Black dashed lines in panels (a–c) mark a constant ground‐based zonal phase speed of
c = 15 m s− 1. Panels (d–f) and (g–i) show the 15°S–15°N mean zonal wavenumber‐frequency spectra of normalized
symmetric and antisymmetric precipitation variance, respectively, for (d and g) the ICON simulation, (e and h) IMERG, and (f
and i) ERA5, averaged over 29 92‐day windows with a 34‐day overlap. The normalization has been performed according to
Wheeler and Kiladis (1999). Black dashed lines in (d–i) mark ground‐based theoretical dispersion curves of selected
convectively coupled equatorial waves with an equivalent depth he of 10 m, 30 m, and 90 m. Please note the following
abbreviations: ER, Equatorial Rossby wave; IG, Inertia‐gravity wave; and MRG, Mixed Rossby‐gravity wave.
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Section 2.3.1 for details) for the same 29 tapered 92‐day windows with a 34‐day overlap that we computed the raw
spectra for. Afterward, we normalized the symmetric and antisymmetric spectra by dividing them by a smoothed
background spectrum to highlight spectral peaks representing CCEWs.We then averaged these spectra over all 29
windows and between 15°S and 15°N, and the averaged spectra are shown in Figures 15d–15j.

The normalized symmetric and antisymmetric spectra of the observational data set IMERG and the ERA5
reanalysis are nearly identical. This can be explained by the good observational constraint on planetary‐scale
precipitation in ERA5. Both IMERG and ERA5 have a rich spectrum of symmetric and antisymmetric
CCEWs, including equatorial Kelvin waves, long n = 0 equatorial Rossby waves, mixed Rossby‐gravity waves,
and n = 0 and n = 2 inertia‐gravity waves. In contrast, the ICON simulation shows much less organization of
precipitation into CCEWs than IMERG and ERA5. The ICON simulation has only weak signals of equatorial
Kelvin waves, long n = 0 equatorial Rossby waves, and mixed Rossby‐gravity waves. The signals of n = 0 and
n = 2 inertia‐gravity waves are practically absent, and the ICON simulation also shows no signal of the Madden‐
Julian oscillation (MJO). The latter is in stark contrast to IMERG and ERA5, where the MJO appears as a distinct
spectral peak in the symmetric spectrum at 1≤ k≤ 3 and ω< 0.05 cpd.

To conclude, the ICON simulation suffers from a substantial lack of CCEWs in combination with a general
underestimation of spectral precipitation variance compared to the observational data set IMERG. CCEWs are
usually closely coupled to SEWs (Kawatani et al., 2009; Maury et al., 2013) that ultimately drive the QBO, and
more generally, the spectral characteristics of the tropical precipitation variance have been shown to control the
wave momentum fluxes in the lower tropical stratosphere (Horinouchi et al., 2003; Ricciardulli & Garcia, 2000).
Therefore, we conclude that the substantial underestimation of CCEWs in the ICON simulation is likely the root
cause of the lack of planetary‐scale vertical wave momentum flux entering the lowermost stratosphere and, ul-
timately, the lack of downward propagation of the ICON‐QBO.

6. Discussion
6.1. Answers to the Research Questions

By performing a two‐year‐long simulation with the GSRM ICON with a horizontal resolution of ∼5 km and a
vertical resolution between ∼350 m and ∼560 m in the stratosphere, we addressed the following research
questions:

1. Is a state‐of‐the‐art GSRM capable of directly simulating a full cycle of the QBO in a reasonable way? Which
aspects of the QBO are well captured and which are not?
No, the current configuration of the state‐of‐the‐art GSRM ICON is not yet capable of reasonably simulating a
full QBO cycle. However, ICON does maintain a QBO‐like zonal wind structure in the tropical stratosphere
throughout the whole simulation. This is already a major achievement, given that a westerly—that is, super‐
rotational—jet at the equator can only be sustained by QBO‐like vertical wave forcing, and the ICON
configuration employed was not specifically optimized for this purpose. Furthermore, especially during the
first year of the simulation, the representation of the ICON‐QBO in the upper QBO domain (i.e., between 25
and 35 km) is in good agreement with the ERA5‐QBO. Here, both the magnitude of the jets of the ICON‐QBO
and the rate of downward propagation of the ICON‐QBO are reasonably well represented in the ICON
simulation. In the lowermost stratosphere (i.e., below 25 km), however, the ICON‐QBO suffers from a pro-
nounced lack of downward propagation right from the beginning of the simulation. During the second year of
the simulation, the downward propagation of the ICON‐QBO stops completely, and the ICON‐QBO also
suffers from too shallow and too weak jets.

2. Why does the model simulate the QBO the way it does?
3. If the QBO is reasonably simulated, how is it forced in the simulation? Is it reasonable for the right reasons, or
is it the product of compensating errors?

4. If the QBO is not reasonably simulated, what are the sources of QBO biases? Are QBO biases caused by biases
in other aspects of the simulation?
The reasonable downward propagation of the ICON‐QBO in the upper QBO domain (i.e., between 25 and
35 km) is the product of an overall reasonable QBO momentum budget. Both the total effective QBO wave
forcing and the residual advection of zonal momentum have a magnitude comparable to that of the ERA5
reanalysis. This implies that the downward propagation of the ICON‐QBO in the upper QBO domain in the
first year of the ICON simulation occurs for the right reasons and is not the consequence of compensating
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errors. However, the contribution of the meridional wave forcing to the total effective wave forcing is about
twice as large in the ICON simulation as in the ERA5 reanalysis. In the lowermost stratosphere (i.e., below
25 km), the lack of downward propagation of the westerly jet of the ICON‐QBO is due to a substantial un-
derestimation of the vertical wave momentum flux entering the lower stratosphere, especially at planetary
scales. We attribute this underestimation of the wave momentum flux entering the stratosphere to an under-
estimation of tropical precipitation variability in general and a pronounced lack of CCEWs in particular. The
lack of downward propagation of the upper easterly jet of the ICON‐QBO in the second year of the simulation
may also be due to the filtering of slow westward propagating waves by an upper‐tropospheric easterly bias in
the ICON simulation. Please note that the role of small‐scale GWs, that is, waves with |k|> 100, for the biases
of the ICON‐QBO could not be reliably assessed due to the large residuum in its TEM momentum budget.
Therefore, in addition to planetary‐scale waves, small‐scale GWs may also contribute to the biases of the
ICON‐QBO.

6.2. Direct QBO Simulations in a GSRM: What Have We Learned, Where Do We Stand?

The overall reasonable representation of QBO dynamics in the easterly shear zone of the ICON‐QBO between 25
and 35 km during the first year of the simulation is a promising result. Since the downward propagation of the
QBO easterly shear zone is mainly driven by GWs (see Anstey et al., 2022, and references therein), we take it as
an indirect indication that a horizontal resolution of ∼5 km is sufficient to simulate a tropical GW spectrum that is
in principle able to drive a QBO in a model simulation. This conclusion would be consistent with the results of
Polichtchouk et al. (2021), who showed that the total resolved tropical GWMF—which ultimately matters for the
QBO—is nearly independent of horizontal resolution in simulations with a horizontal grid spacing of
O(10 km)–O(1 km). However, our findings do not imply that the horizontal scales of the GWs that force the QBO
in such a simulation match those in nature. This is because Polichtchouk et al. (2021) also showed that the
partitioning of the tropical GWMF to zonal wavelengths depends on the horizontal resolution, with the GWMF
shifting to shorter zonal wavelengths at higher resolutions. In particular, our findings do thus not allow the
conclusion that GWs that are not effectively resolved in our model configuration, that is, GWs with horizontal
wavelengths less than 60 km (see Stephan et al., 2019), are irrelevant for driving the QBO in reality.

Furthermore, our results suggest that the wave forcing by meridionally propagating waves may be important for
the QBO, at least in the upper QBO domain. Here, the meridional wave forcing contributes about ∼25% to the
total wave forcing of the ICON‐QBO (see Figure 5a). In contrast, the meridional wave forcing contributes only
10 %–15 % to the total wave forcing in the same altitude range in the ERA5 reanalysis. We speculate that the
difference between ICON and ERA5 is mainly due to meridionally propagating GWs in the ICON simulation,
which are not resolved in the ERA5 reanalysis. This finding would support recent findings of Y.‐H. Kim
et al. (2024), who suggest that oblique GW propagation plays a crucial role in QBO dynamics based on results
from a novel GW parameterization that allows oblique GW propagation (e.g., Bölöni et al., 2021; Y.‐H. Kim
et al., 2021). Taking into account that most GW parameterizations do not account for meridional GW propagation,
this would also imply that the QBO momentum budgets in conventional GCMs employing simple GW param-
eterizations may be biased toward too strong vertical wave forcing.

The main bias of the ICON‐QBO is a substantial lack of downward propagation in the lowermost stratosphere,
which is the result of an underestimation of the vertical wave forcing. Our results suggest that this lack of vertical
wave forcing occurs mainly on planetary scales, but it should be considered that the relative contribution of small‐
scale GWs to this lack of vertical wave forcing could not be reliably quantified. The underestimation of the
planetary‐scale wave forcing itself can be attributed to a pronounced lack of CCEWs in the tropical troposphere.
However, the root cause of the lack of CCEWs and, more generally, the misrepresentation of spatio‐temporal
variability of tropical deep convection across scales is unclear. Takasuka et al. (2024) showed that careful and
targeted tuning of the remaining major parameterizations of a GSRM—that is, the parameterizations of cloud
microphysics and turbulent mixing—can greatly improve the model's representation of tropical deep convection
on a variety of spatio‐temporal scales. Therefore, it seems plausible that an analog tuning approach in the present
ICON configuration may help to achieve a more realistic representation of the spatio‐temporal variability of
tropical deep convection, including CCEWs. Such a tuning approach would further facilitate a deeper under-
standing of the underlying physics of this spatio‐temporal variability of tropical deep convection and its biases,
but it also carries the risk of over‐tuning, which should be avoided. On the other hand, the lack of CCEWs and
spatio‐temporal variability of tropical convection may be related to the employed horizontal resolution of ∼5 km,
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which is in the convective gray zone and thus should be considered “convection‐permitting” rather than “con-
vection‐resolving” (e.g., Prein et al., 2015). GSRMs operating in the gray zone have been shown to produce
convective clusters that are too small and too intense, preventing convective organization into larger and more
long‐lived organized convective systems (Becker et al., 2021; Crook et al., 2019). We speculate that this may also
hinder the formation of CCEWs and the MJO, implying that a GSRM in the gray zone may still be too coarse to
explicitly resolve the generation of the full wave spectrum necessary to drive the QBO in the lowermost
stratosphere. In this case, it would be necessary to continue to apply some, ideally scale‐aware, parameterization
of deep convection or to further increase the horizontal resolution to truly convection‐resolving scales, that is,
Δx< 1 km (e.g., Prein et al., 2015). Such an increase in horizontal resolution would have the additional benefit
that the simulated GW spectrum would also be more realistic (see Polichtchouk et al., 2021), whereas the further
application of a parameterization of deep convection would run counter the motivation for explicit QBO simu-
lations, which is precisely to reduce model complexity in order to enable new fundamental process understanding.
Furthermore, as shown by Rackow et al. (2024) for the Integrated Forecasting System of the ECMWF, the
application of a parameterization of deep convection does not necessarily guarantee the simulation of a realistic
QBO in a km‐scale model, although their simulated QBO does not stall as in ICON.

At this point, it should also be mentioned that the CCEWs in the ICON simulation are indeed weak, but not
extraordinarily weak compared to conventional GCMs, such as those which participated in QBOi (Holt
et al., 2020, see their Figure 2). However, unlike the ICON simulation, the QBOi models simulated a reasonable
QBO regardless of their weak CCEWs (Bushell et al., 2020). This is because conventional GCMs can compensate
for potential biases in their resolved wave forcing via their GW parameterization, a tuning option GSRMs no
longer have. This has further implications: first, it suggests that the simulated QBO in conventional GCMs is often
the product of compensating errors, and their QBOmomentum budget is rather arbitrary. Second, it implies that a
realistic representation of the mean state and the variability of the tropical troposphere is crucial for a realistic
representation of the QBO in GSRMs, probably even more so than in conventional GCMs.

Interestingly, a lack of downward propagation of the QBO to the tropopause and a too weak QBO amplitude in the
lowermost stratosphere is also a common bias in conventional GCMs (Anstey et al., 2022; Bushell et al., 2020;
Schenzinger et al., 2017). In these models, the bias is typically attributed to an insufficient vertical resolution,
which does not adequately resolve the vertical propagation and wave‐mean flow interactions of waves with small
vertical wavelengths, especially planetary‐scale Kelvin waves (Anstey et al., 2016; Boville & Randel, 1992;
Garfinkel et al., 2022; Geller et al., 2016; Giorgetta et al., 2006). The vertical resolution of the ICON configu-
ration employed (i.e., 350–560 m in the stratosphere) is usually considered sufficient in this regard, and indeed the
vertical propagation and damping of Kelvin waves is represented reasonably in the ICON simulation (see
Figure 12). However, as suggested by Bramberger et al. (2022) based on observational data, eastward‐
propagating inertia‐gravity waves with large horizontal but very short vertical wavelengths (i.e., <1 km) may
also contribute substantially to driving the downward propagation of the QBO in the lowermost stratosphere.
Their findings support the model results of Skamarock et al. (2019), who showed that resolved flow features in the
free atmosphere, especially mesoscale inertia‐gravity waves, converge only at vertical grid spacings of ≤200 m,
with non‐convergence being accompanied by spurious flow features and noise. This suggests that the vertical
resolution in the ICON configuration employed may still be too coarse to resolve the full QBO wave forcing.

A general limitation of our findings is that they are based on a relatively short simulation, which further is only
representative of one specific QBO phase. Some of our results are based on an even shorter analysis period of less
than 5 months. While we do not think that this limitations impact our key results, longer simulations are desirable
to achieve statistically more robust results.

7. Summary and Prospects
In this study, we present the first attempt at a direct simulation of a full QBO cycle in a GSRM, employing neither
a parameterization of deep convection nor GWs. This means that, for the first time, the generation, propagation,
and dissipation of the entire wave spectrum driving a QBO in a model is resolved explicitly. For the simulation in
this study, we used the state‐of‐the‐art GSRM ICON. Although the details of the QBO‐like winds simulated in
ICON do not agree with the ERA5 reanalysis—as is to be expected for such a first‐of‐its‐kind simulation—the
overall results of the simulation are encouraging. The ICON simulation reproduced the basic zonal momentum
budget in the QBO easterly shear zone between 25–35 km during the first boreal summer of the simulation with a
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high degree of fidelity. This implicitly suggests that a GSRM with a horizontal grid spacing of O(5 km) basically
resolves the relevant processes that drive the QBO in this altitude range, in particular its wave‐driving by GWs.
Furthermore, we were able to attribute the biases in the simulated QBO to biases in the tropical troposphere,
namely an underestimation of the spatio‐temporal variability of tropical convection, in particular CCEWs, and
excessive wave filtering by an upper‐tropospheric easterly zonal wind bias. These results suggest that the realistic
representation of the tropical troposphere, in particular the spatio‐temporal variability of tropical convection
across scales, is currently the biggest roadblock of a successful representation of the QBO in GSRMs—at least in
the present one. As a possible way to overcome this roadblock we suggest a targeted retuning of the remaining
parameterizations of cloud microphysics and vertical diffusion, but this will likely need to be accompanied by a
further increase in horizontal resolution. In contrast to wave generation, the propagation and dissipation of the
stratospheric wave spectrum relevant for the simulated QBO do not seem to be a major problem in the present
model.

Given the current advances in exascale computing, the ICON configuration employed may soon realistically
reach a throughput about 1SYPD, putting multi‐decadal global storm‐resolving simulations of the QBO within
reach (Giorgetta et al., 2022, see their Section 6.5). Direct simulations of a full QBO cycle at horizontal grid
spacings close to 1 km or vertical grid spacings of ∼100 m throughout the stratosphere also seem computa-
tionally plausible (cf., Neumann et al., 2019). Such simulations have great potential to advance our under-
standing of the QBO and to resolve long‐standing problems, such as the inability of conventional GCMs to
reproduce the observed connection between the QBO and the MJO (Martin et al., 2021) or the large un-
certainty in the possible response of the QBO to global warming (Richter, Butchart, et al., 2020). Our goal of
being able to exploit this exciting technological potential with ICON places clear demands on future work.
First and foremost, we need to achieve a realistic representation of CCEWs in ICON—this is the necessary
groundwork. Afterward, more detailed sensitivity studies of the QBO with respect to the parameter setting of
ICON would help to understand the stringent requirements for a reasonable representation of the QBO in a
GSRM. Given this roadmap for future work, accompanied by the concurrently growing technological capa-
bilities, we are optimistic that we will soon achieve the first realistic simulation of the QBO in a GSRM.

Data Availability Statement
The version of the ICON code used to run the simulation analyzed in this study, as well as the boundary fields for
the simulation are available at the data repository Edmond (Franke, 2024). Detailed information on the ICON
model are provided by DWD (2024). The ERA5 reanalysis data used for the analysis presented in this study was
provided by the Copernicus Climate Change Service (C3S) Climate Data Store (CDS) at the DKRZ (Hersbach
et al., 2018a, 2018b). A detailed description of ERA5 is given by Hersbach et al. (2020). The IMERG precipi-
tation data used for the analysis presented in this study was supported by the Integrated Climate Data Center
(ICDC), the Center for Earth System Research and Sustainability (CEN), and the University of Hamburg
(Huffman et al., 2022). All scripts used to process and analyze the model output and the ERA5 and IMERG raw
data are available at the data repository Edmond (Franke, 2024).
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