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ABSTRACT

General relativity (GR) has proven to be a highly successful theory of gravity since

its inception. The theory has thrivingly passed numerous experimental tests, pre-

dominantly in weak gravity, low relative speeds, and linear regimes, but also in the

strong-field and very low-speed regimes with binary pulsars. Observable gravitational

waves (GWs) originate from regions of spacetime where gravity is extremely strong,

making them a unique tool for testing GR, in previously inaccessible regions of large

curvature, relativistic speeds, and strong gravity. Since their first detection, GWs

have been extensively used to test GR, but no deviations have been found so far.

Given GR’s tremendous success in explaining current astronomical observations and

laboratory experiments, accepting any deviation from it requires a very high level of

statistical confidence and consistency of the deviation across GW sources. In this

paper, we compile a comprehensive list of potential causes that can lead to a false

identification of a GR violation in standard tests of GR on data from current and

future ground-based GW detectors. These causes include detector noise, signal over-

laps, gaps in the data, detector calibration, source model inaccuracy, missing physics

in the source and in the underlying environment model, source misidentification, and

mismodeling of the astrophysical population. We also provide a rough estimate of

when each of these causes will become important for tests of GR for different detector

sensitivities. We argue that each of these causes should be thoroughly investigated,

quantified, and ruled out before claiming a GR violation in GW observations.

Keywords: General relativity — Tests of general relativity — Gravitational Waves —

Ground-based gravitational wave detectors
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1. INTRODUCTION

Einstein’s general theory of relativity (GR) stands as the most successful theory

of gravity to date. Rigorously tested in weak-field, low-speed, and linear gravity

regimes, GR has consistently withstood all scrutiny. Gravitational waves (GWs) are

predictions of GR and offer a unique avenue for exploring spacetime dynamics in

extreme gravitational conditions. Despite the widespread use of GWs from compact

binary coalescences (CBCs) for testing GR, no deviations from the theory have been

found so far (Abbott et al. 2016a, 2019a,b, 2021a,b; Yunes et al. 2016; Nair et al.

2019; Silva et al. 2021; Perkins et al. 2021a; Schumacher et al. 2023; Callister et al.

2023; Lagos et al. 2024).

The sensitivity of GW detectors has been continuously improving and LIGO and

Virgo detectors are currently witnessing their fourth observing run (O4) with Ad-

vanced LIGO and Virgo sensitivity (Aasi et al. 2015) which later will be joined by

KAGRA (Akutsu et al. 2021). These detectors will be further upgraded for the fifth

observing run (O5) during 2027-2029 (The KAGRA Collaboration, the LIGO Scien-

tific Collaboration, and the Virgo Collaboration 2022) with A+ sensitivity (Abbott

et al. 2018a), and they will eventually be joined by LIGO-India (Iyer et al. 2011;

Saleem et al. 2022). Looking further into the future beyond O5, there is a possibil-

ity for detectors with A# sensitivity (Fritschel et al. 2022) that are expected to be

twice as sensitive as A+. Moreover, there are concrete plans to build next generation

(XG) detectors, such as Cosmic Explorer (Evans et al. 2021) and Einstein Telescope

(Hild et al. 2011), that are expected to be at least 10 times more sensitive than the

current detectors in O4. The first space-borne mission, LISA (Amaro-Seoane et al.

2017), is scheduled to be launched in the mid-2030s, and it might be followed by other

missions such as TianQin (Luo et al. 2016; Mei et al. 2021), Taiji (Wu et al. 2021),

DECIGO (Kawamura et al. 2006, 2021) and LGWA (Ajith et al. 2024).

With these improvements in sensitivity, thousands of CBCs are expected to be

observed with high signal-to-noise ratios (SNRs) (Abbott et al. 2018a). A subset of

these mergers will cover extreme regions of the parameter space, including highly spin-

ning and/or strongly precessing binaries, binaries with eccentricity, binaries involving

dense matter, etc. Such binaries will have the capability to test GR stringently and

constrain beyond-GR effects, if present in the data. For example, higher black hole

spins lead to higher curvature outside the horizon (Horowitz et al. 2023), which al-

lows one to place constraints on a variety of higher-derivative or curvature-corrected

theories (Jackiw & Pi 2003; Alexander & Yunes 2009). More so, the near-horizon

region of black holes could potentially access energies as large as the Planck scale

that could alter the black hole ringdown spectrum if GR is modified near the event

horizon (Barausse et al. 2014; Cardoso et al. 2016a). There is also the possibility

that GR may be violated not in the ultraviolet (UV), but rather in the infrared (IR)

regime of the theory, aimed at offering an alternative explanation of the dark sector.

In this “IR” scenario, extending the reach of GW detectors to lower frequencies may
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help observe possible deviations from GR in the inspiral phase of CBCs (de Rham &

Melville 2018; ter Haar et al. 2021; Bezares et al. 2022a, 2021).

The majority of tests of GR currently performed rely on waveform models that are

compared with the GW data. Often these tests are formulated as null tests where

one looks for possible departures from GR by introducing deviation parameters on

a given waveform model. No statistically significant deviation from GR has been

observed at the level of individual events or for the whole population (Abbott et al.

2021b). However, there were a couple of events in GWTC-3 (Abbott et al. 2023)

that suggested GR deviations, though further investigations are needed since these

deviations could be due to the use of imperfect waveform models or inadequately

understood noise artifacts in the data (Maggio et al. 2023).

Due to the complexity of the physics of compact binary mergers as well as the

detector noise modeling, it is extremely important that there is a consensus in the

community about the necessary conditions that will warrant a much more compre-

hensive list of tests to be carried out to vet (or rule out) a potential GR violation

claim. There are two aspects to this issue. The first is to identify all possible causes

which might lead to a false GR violation. The second is a checklist to be executed

upon encountering a strong candidate for GR violation. The objective of this paper

is to tackle the first aspect and enumerate an extensive list of scenarios that may

appear as violations of GR, when in fact they are not. The second aspect requires

us to construct a checklist of items that address other issues such as the statistical

significance of the violation, the status of the detector, or if the violation is in contra-

diction with other experiments or astrophysical observations. A companion paper will

address these issues and a possible formulation of a GR violation detection checklist.

It is worth noting that a similar effort has been made in Section 7 of Arun et al.

(2022), albeit in the context of tests of GR using LISA. Our goal here is to broadly

classify different effects that can mimic a GR violation in the context of present- and

next-generation ground-based interferometric observational facilities.

There are at least three distinct scenarios that can mimic a GR violation (see Fig. 1):

noise artifacts in data, waveform systematics, and astrophysical aspects, each of which

is discussed at length below. Much work has already been done to understand aspects

of these scenarios on tests of GR. Broadly speaking, these three scenarios also have

the possibility to impact other scientific conclusions based on GW data, such as

constraints on astrophysical sources or cosmological models. In many cases, efforts

to understand the impact of these scenarios on astrophysics or cosmology can also

illuminate potential impacts on tests of GR.

To keep the discussion coherent, we group the causes only into these three scenarios

even if this classification, or the distinction between any two causes, may seem some-

what arbitrary. For example, we keep the overlapping signals under noise artifacts

even if this is not, strictly speaking, an instrumental noise source. Similarly, we divide

issues related to waveform systematics into two main themes (missing physics and
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Data in Tension with GR

Due to Noise 
Artifacts?

Caused by Waveform 
Systematics?

Due to Astrophysical 
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Non-Stationarity

Non-Gaussianity, Glitches

Overlapping Signals

Missing Physics 

Eccentricity 
Tides, Viscosity 
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Ringdown Modes

Inaccurate Modelling

Gravitational Lensing
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Data Gaps, Detector 
Calibration

Astrophysical Population 

Figure 1. The diagram illustrates the principal false causes of GR violation in GW data.
They are classified into three main classes: (a) noise artifacts, (b) waveform systematics,
and (c) astrophysical effects.

inaccurate modeling), even if the distinction between the two is not always obvious.

By “missing physics” we mean cases when a particular effect is not included at all, or

only partially included in the waveform models (e.g., tides and higher-order ringdown

modes), while “inaccurate modeling” refers to intrinsic limitations of the waveform

models in fully describing the known features of GR (e.g., waveform truncation er-

rors).

While most of the scenarios discussed below could lead to confusion with a GR

violation in a given event or subset of events, any GR deviation should be consistent

across the dataset, e.g., a given theory should explain why there is evidence for

deviations in certain events and not in others in a similar region of the parameter

space. The ever-increasing number of events expected in the future will help sort out

these situations.

2. NOISE SYSTEMATICS

Current interferometric GW detectors are limited by fundamental noise

sources (Aasi et al. 2015) which causes the noise to appear as stationary and Gaus-

sian only over short time scales and ranges of frequency (Abbott et al. 2020a). In

reality, however, noise from the detectors is neither Gaussian nor stationary (see,

e.g., Abbott et al. (2016b, 2020a); Davis et al. (2021)). It can be relatively easy to

spot times of extremely bad data quality in GW data, but the challenge lies with
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times of subtle data quality issues. The origin of noise sources is notoriously difficult

to pinpoint, even for obvious cases of poor data quality. However, it is essential that

we understand our noise, remove any bias that noise introduces, and accurately infer

the parameters of the observed sources.

In this Section, we discuss the three main sources of noise (namely, non-stationary,

non-Gaussian, and overlapping signals) observed in ground-based detectors that can

affect our inference of transient GW signals. We also discuss the systematic error due

to the gaps in data and calibration of the GW instruments that may also introduce

some bias in the inference results.

2.1. Non-stationarity

Non-stationarity is a broadband form of noise which causes the statistical properties

of the background to change with time. Non-stationarity occurs on the order of tens

of seconds in the current LIGO detectors and can be caused by both instrumental

and environmental sources (Abbott et al. 2016b; Capote et al. 2024). This form

of noise has been shown to affect the estimation of source parameters (Edy et al.

2021; Kumar et al. 2022). Modelled searches typically estimate a detector’s power

spectrum over several minutes (Usman et al. 2016; Messick et al. 2017; Venumadhav

et al. 2019), which can cause the matched filter to miss the variable nature of the

noise, affecting the search sensitivity. One method to account for this is to construct

a statistic which tracks the variation of the power spectrum and to normalize the

ranking statistic used by the detection pipeline (Venumadhav et al. 2019; Mozzon

et al. 2020; Zackay et al. 2021). The method presented in Mozzon et al. (2020) is also

used to assess the stationarity of the data around candidate GW events (Davis et al.

2021). This is because non-stationary noise can impact binary neutron star signal

parameters (Chatziioannou et al. 2019; Edy et al. 2021) since noise estimates, usually

calculated over minutes, fail to capture variations on shorter time scales. As signals

from (sufficiently massive) binary black holes are usually shorter than the typical time

scale of non-stationary noise, these sources are not thought to be affected.

To date, this form of noise has not seriously affected the conclusions drawn from any

of the LIGO-Virgo-KAGRA collaboration’s GW events. However, it could be an issue

in the future, and certainly for XG detectors which will be more sensitive to noise

variability and observe hours-long signals, breaking the assumption of stationarity.

As such, future methods for detecting and interpreting GW signals should account

for the variable nature of the detector noise.

2.2. Noise Transients or Glitches

Transient noise artifacts, also known as glitches, are also a common problem in

interferometric GW detectors. Glitches can mask or mimic a signal and add to the

noise background of transient GW searches (see, e.g., Abbott et al. (2016b, 2018b);

Davis et al. (2021)). Glitches occur frequently in all detectors; in the third observing

run, the rate of glitches was between 0.29 to 0.32 per minute for LIGO-Hanford, 1.10



8

to 1.17 per minute for LIGO-Livingston and 0.47 to 1.11 per minute for Virgo (Ab-

bott et al. 2023). The inferred population properties of glitches have been shown to

typically exhibit characteristics similar to CBC signals with extreme mass ratios and

large spins, compared to the observed astrophysical properties, which tend to have

near equal masses and moderate spins (Ashton et al. 2022).

The morphology of glitches, in particular their time duration and the frequency

space they affect, can be highly variable between different glitch classes. For example,

blip glitches (e.g., Cabero et al. (2019)) are fractions of a second in duration, covering

a large bandwidth (e.g., tens to hundreds of Hz) and can mimic a GW signal of high

mass compact binaries. We still do not know the origin of these types of glitches as

they do not have a known environmental or instrumental coupling, but they appear

to have different subcategories that may be caused by different physical mechanisms.

In the third observing run, these types of glitches occurred 4 times per hour at

LIGO-Livingston and twice per hour at LIGO Hanford (Davis et al. 2021). However,

scattering glitches (e.g., Soni et al. (2021)) caused by microseism noise, can be a few

seconds long, and present as arches in the time-frequency plane, affecting frequencies

below 100 Hz. These glitches manifest due to a small fraction of laser light scattering

off a test mass, hitting a moving surface, and recombining with the main beam. These

types of glitches are most prevalent when the ground motion is high. As such they

can seriously contaminate hours of data, but not be a concern for weeks at a time.

Tracking the occurrence and emergence of new glitch types can be a challenge.

Both LIGO and Virgo take advantage of machine learning frameworks, combined with

citizen scientists, to classify glitches based on their morphology in the time-frequency

plane. GravitySpy (Zevin et al. 2017) has been in operation since the second observing

run, and citizens have helped to classify LIGO glitches into 23 distinct classes (Davis

et al. 2021). GWitchHunters (Razzano et al. 2023) helps to classify glitches from the

Virgo detector, and has been open to the public since November 2021. Both projects

will prove extremely valuable in identifying and understanding glitches in the fourth

and future observing runs.

Glitches overlapping or being in the vicinity of a real GW signal can be a huge

problem. In fact, in the third observing run 24% of GW events had a glitch within the

analysis window for one or more detectors (Abbott et al. 2023). These glitches did not

impact the detection of these events, but they had to be mitigated before the source

parameters could be accurately estimated. A prime example of this issue first arose

in the interpretation of GW170817 where a short glitch occurred 1.1 seconds before

the coalescence of the event, lasting only 5 ms (Abbott et al. 2017a). Nonetheless,

this noise had to be removed before the parameters of the event could be accurately

determined. Macas et al. (2022), for example, shows that certain types of glitches can

cause the sky localization to be incorrectly determined for certain types of signals,

which can even affect follow-up with large field of view telescopes (i.e., 20 deg2).
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There are a number of ways in which noise can be removed or subtracted from

the data. Should the noise be broadband in origin then noise subtraction over the

course of hours or days is needed. This can be achieved using auxiliary channels

which monitor noise sources at different points around an interferometer. A coupling

function can then be determined to understand how much a certain type of noise

affects the GW channel, and the noise subtracted (Davis et al. 2019; Driggers et al.

2019). This method is optimal when the data are Gaussian and stationary. More

recent work has focused on machine learning techniques to cope with data with non-

stationary noise couplings (Vajente et al. 2020).

For short instances of transient noise that may be in the vicinity of an event, there

are a few methods which are currently used. A window function can be applied to

zero out the glitch; this method is known as gating (Usman et al. 2016; Abbott et al.

2016c). Gating has the benefit of being quick, however uncontaminated data will also

be removed using this method, as the window function needs to be smoothly applied

to avoid adding filtering artifacts to the data. Hence, this method is not appropriate

if the glitch is not well localized in time and is close to an event’s coalescence time. A

more robust method is to model a glitch with a time-frequency wavelet reconstruction

and use this to subtract it from the data; this method is applied using the BayesWave

algorithm (Cornish & Littenberg 2015). This method has been used to great effect

in the third observing run (Abbott et al. 2023). Another method, called gwsubtract,

uses data from an auxiliary witness to the noise to subtract the noise from the GW

channel (Davis et al. 2019, 2022). This was done for the first time around the event

GW200129 (Abbott et al. 2023), which seems to exhibit characteristics consistent

with spin induced orbital precession (Hannam et al. 2022). However, Payne et al.

(2022) find that residual data quality issues leftover from this cleaning process may

be the origin of the precession observed in GW200129. Moreover, in a ringdown

analysis of GW200129 Maggio et al. (2023) found a deviation from GR in the peak

of the GW amplitude while employing a nonprecessing SEOBNRv4HM PA model (Bohé

et al. 2017; Cotesta et al. 2018; Mihaylov et al. 2021) but they ascribe it to waveform

systematics (modeling of spin precession) or data-quality issues (glitch mitigation

procedures). Regardless, this example of GW200129 highlights the complexities and

care that need to be taken when removing glitches from GW data and interpreting

results from inference analyses.

Glitches will always remain a feature of GW data because as the detector sensitiv-

ity improves noise artifacts that were sub-dominant will become more relevant. It

is unfeasible to remove them all. New methods are being developed to effectively

deduce both source and population parameters by integrating realistic but imperfect

data. For example, Ashton (2023) uses Gaussian processes to replace the traditional

GW likelihood. This method, in principle, can model arbitrarily colored noise, non-

stationarity, and glitches, to augment the approach to estimate the parameters of

sources. In addition, Heinzel et al. (2023) presents a method for inferring the popu-
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lation of GW sources contaminated by blip glitches. They are able to infer the shape

parameters of a GW population, whilst simultaneously inferring the population of

the glitch background events.

In order to be confident that a signal is indeed a violation of GR, characteristics

that may arise due to the noise identified here need to be understood. Work has

started in this regard, for example with Kwok et al. (2022). They investigated how

an overlapping binary black hole signal with three different glitches can affect tests

of GR before and after the glitches were mitigated. Moreover, they only considered a

glitch in a single detector out of three and still found a GR deviation when the glitch

was not mitigated. The authors also point out that their study is not sufficient to

give quantitative statements about the effects of certain glitch classes or mitigation

methods on tests of GR. Therefore, their work needs to be extended to assess the

amount of GR deviation in different realizations of Gaussian noise, the effect of non-

stationarities in the noise background, and the effect of data cleaning methods on

mimicking GR deviations.

2.3. Contamination from Overlapping Signals

As the sensitivity of ground-based GW detectors improves, the chances of observing

time-overlapping signals will also increase (Samajdar et al. 2021). This may demand

a shift in our detection and parameter estimation strategies since current pipelines,

designed for single GW signals, may yield biased results when applied to overlapping

signals. However, several studies have shown that the detection (Regimbau et al.

2012; Meacher et al. 2016) and parameter estimation (Samajdar et al. 2021; Pizzati

et al. 2022; Relton & Raymond 2021; Himemoto et al. 2021) of overlapping signals are

not a significant concern. Additionally, methods have been proposed to correct biases

in cases where overlaps do pose challenges (Antonelli et al. 2021; Janquart et al. 2022;

Langendorff et al. 2023).

For example, Regimbau et al. (2012) and Meacher et al. (2016) concluded that the

detection of longer signals will not be affected in the presence of multiple signals

in data around the same time. More recently, Relton et al. (2022) conducted a

more thorough search study with both modeled and unmodelled analyses and put

constraints on regimes where the unmodelled searches would perform better when

merger times of individual signals are very close to each other. Wu & Nitz (2023)

proposed an updated search campaign on overlapping signals where they consider the

effects of using the traditional matched filtering and its consequences on estimating

the noise properties, as well as the detection rates of overlapping signals. As pointed

out in Johnson et al. (2024), the presence of overlapping signals may require us to

revisit the definition of the likelihood as well as the assumption that source confusion

can be treated as stationary Gaussian noise.

The inference of source parameters is only biased if signals merge very close to each

other in the data and differ in SNRs. Possible remedies to this problem have been sug-
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gested, either from a Fisher Matrix study (Antonelli et al. 2021) or adapting the signal

model accordingly in the Bayesian likelihood (Janquart et al. 2022). Langendorff et al.

(2023) used normalizing flows as an avenue to deal with the computational burden

coming from multiple-signal analyses in case of overlaps. Moreover, Hu & Veitch

(2023) studied the effects of waveform inaccuracy and overlapping signals on tests of

GR and concluded that combining signals can lead to false GR deviations in case of

multiple signal overlaps. More recently, Dang et al. (2023) extended this study to

higher post-Newtonian (PN) deformation parameters. They concluded that although

a non-negligible number of overlapping signals can lead to false GR violations at the

individual event level, when the results are combined, the biases tend to smoothen

out, leading to a preference for GR at the population level inference (We discuss the

effects of population-level analyses on tests of GR in more detail in Section 4.4.)

All these studies focussed on overlaps arising in the data of XG detectors, since

the probability of observing overlapping signals in the era of A+ sensitivity (Ab-

bott et al. 2018a) or Voyager (Adhikari et al. 2020) is very small (Samajdar et al.

2021). However, it is likely that a quiet GW signal below the detection threshold is

present along with the dominant GW signal in the data (Abbott et al. 2024). This

will not pose a problem for estimating individual source parameters, but issues may

arise when combining multiple signals, where sub-threshold events collectively act

as background or confusion noise (Reali et al. 2022, 2023). Although Reali et al.

(2022, 2023) considered signals in the XG era only, we might need to consider the

effect of a confusion-noise-like background in O5 or A# era in the context of testing

GR. Moreover, quieter signals may result in imperfect subtraction of the GW model

from data when following the definition of likelihood to infer source properties un-

der the assumption of stationary, Gaussian noise. Consequently, combining results

across multiple signals to infer population properties could gradually accumulate bi-

ases from each single-signal analysis, potentially mimicking noise properties (Johnson

et al. 2024) and introducing deviations from GR.

2.4. Gaps in the Data

The data we expect to collect from XG detectors is likely to contain gaps, due to

loss of lock at the inferometers that could be caused by a plethora of instrumental

or anthropomorphic reasons. The sensitivity band of current detectors is such that

GW signals are in the band for about 30 minutes at most. The likelihood of a data

gap in such a short window is small, and if it occurs, it is likely to decrease the SNR

significantly, since the recovery time (for the instrument to reacquire lock and start

data taking again) is comparable to the signal duration. This scenario changes dras-

tically with XG detectors because the low-frequency sensitivity is greatly increased,

allowing for the observation of signals for many hours to days. The likelihood of a

data gap in this window is larger, and if it occurs, it is likely to both decrease the

SNR of the event and deteriorate the analysis of the GW source.
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Not much work has gone yet to study the effect of data gaps in XG detectors, but

some work already exists for data gaps in space-based detectors, from which we can

extrapolate some conclusions. Previous work has shown that data gaps can deteri-

orate and bias parameter estimation for certain sources (Carre & Porter 2010; Dey

et al. 2021), in particular when the data gap coincides with the merger phase. In

general, we would expect that a data gap during the merger would inhibit our ability

to constrain deviations from GR at high PN order, while gaps in the early inspiral

will be the same for low (or negative) PN order modifications to GR. In particular, if

the data has a gap, but our analysis does not account for it, parameter correlations

between non-GR and GR parameters are likely to introduce biases that may lead to

a false GR violation. Certain methods, such as Bayesian data augmentation (Baghi

et al. 2019), however, can be used to include missing data periods as auxiliary vari-

ables when sampling the posterior distribution of model parameters that have shown

promise at eliminating biases.

2.5. Detector Calibration Error

The GW strain data d is not directly recorded by the interferometer. Instead, it is

reconstructed from the voltage v(f) measured by photodetectors and a response func-

tion R(f) that relates the digital readout and GW strain, i.e., d(f) = R(f)v(f) (Ab-

bott et al. 2017b). The calibration process includes a series of measurements to con-

struct a reference model for the response function (Abbott et al. 2017b; Tuyenbayev

et al. 2017; Viets et al. 2018). Bias in any step of this process can lead to errors in

the measured strain data, and systematic errors in parameter estimation could arise

if the calibration error is not accounted for. Vitale et al. (2012) investigate the con-

sequences of calibration error in Bayesian inference of source parameters. They find

that parameters that suffer the largest biases are those mostly related to the ampli-

tude of GW signals. This implies that calibration errors could have a minor effect in

parameterized tests of GR that modify the phase of waveform. They also conclude

that < 20% of amplitude calibration error or < 10 − 20◦ of phase calibration error

should not lead to significant biases for all but the strongest signals in the advanced

LIGO era, consistent with Payne et al. (2020) and Hall et al. (2019). However, such

level of calibration systematics may not be tolerable in the XG era where SNR values

could shoot up to hundreds or to even thousands (Read 2023), since the statistical

error scales as 1/SNR while systematics like calibration errors do not. Therefore, it

is crucial to improve the calibration techniques along with the sensitivity in the XG

era (Essick 2022; Capote et al. 2024).

It is possible to quantify and mitigate calibration errors in detection and data anal-

ysis. The uncertainty of the response function can be indicated by the photon cal-

ibrators which apply a known radiation pressure directly on the test masses within

the detector (Goetz et al. 2009; Karki et al. 2016; Bhattacharjee et al. 2021; Abbott

et al. 2017b). Abbott et al. (2016d) reported < 10% calibration uncertainty in the
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strain amplitude and < 5◦ in phase during the first observing run of LIGO-Virgo,

and in the third observing run these uncertainties were reduced to < 7% and < 4◦,

respectively (Sun et al. 2021). Note that these are overall uncertainties, and sys-

tematic errors alone are even smaller. These estimates on calibration uncertainties

are used as priors to marginalize uncertainties in the GW strains during parameter

estimation, which effectively mitigates the calibration error (Farr et al. 2014; Vitale

et al. 2021). However, this technique might conceal tiny deviations from GR, since

it marginalizes over some level of uncertainties on amplitude and phase. Hence the

effect of calibration errors on tests of GR needs to be studied for current and future

GW detectors, so that it can be ruled out (or included) as one of the possible causes

for false GR violations.

3. WAVEFORM SYSTEMATICS

3.1. Missing Physics in Waveform Models

The current state-of-the-art waveform models used in tests of GR still lack certain

physical effects, such as eccentricity of the binary’s orbit, overtones and non-linearities

in the ringdown phase of the binary merger, etc. Including each of these known phys-

ical effects individually is crucial for precision GR tests, but their collective inclusion

is essential for unbiased assessments of GR. Here we discuss missing physical effects

that could lead to a false GR violation.

3.1.1. Eccentricity

The eccentricity of a binary’s orbit depends on the formation history of the binary.

Binaries formed through isolated formation channels in the galactic field are expected

to have negligible eccentricity when observed in the frequency band of ground-based

detectors, whereas binaries inside dense stellar environments such as globular clusters

and nuclear star clusters might have moderate to high eccentricities when observed

by these detectors. In an isolated formation channel (Mapelli 2021), the binary goes

through various mass transfer episodes between its components, and as the compo-

nents evolve and undergo supernova explosions, the binary orbit could gain some

eccentricity due to supernova kicks. However, due to the emission of gravitational

radiation (Peters 1964; Tucker & Will 2021) the binary’s orbit shrinks, and the bi-

nary sheds away all its eccentricity over the long inspiral, leaving it with negligible

eccentricity close to merger (Peters 1964). For example, if a binary with an initial

orbital eccentricity of 0.2 emits GWs whose dominant mode has a frequency of 0.1

Hz, the eccentricity reduces to ∼ 10−3 when it reaches a dominant mode GW fre-

quency of 10 Hz. That is why binaries detected by LIGO/Virgo are expected to be

quasi-circular. On the other hand, a fraction of dynamically formed binaries can still

have some eccentricity (and as high as ∼ 1 at 10 Hz) when observed in the frequency

band of the LIGO/Virgo detectors (Wen 2003; O’Leary et al. 2009; Bae et al. 2014;

Antonini et al. 2016; Silsbee & Tremaine 2017; Samsing 2018; Rodriguez et al. 2018;

Zevin et al. 2021; Dall’Amico et al. 2023).
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The problem of misinterpreting eccentricity as a potential GR violation is currently a

two-fold problem. First, of missing physics; namely, the inclusion of both eccentricity,

argument of periapsis (although see Ramos-Buades et al. 2023b), and precession in an

inspiral-merger-ringdown waveform model. Distinguishing eccentricity from preces-

sion without waveforms that include both (Romero-Shaw et al. 2023) introduces sys-

tematic biases in the estimated binary parameters (Romero-Shaw et al. 2020; O’Shea

& Kumar 2021; Favata et al. 2022; Divyajyoti et al. 2024; Dutta Roy & Saini 2024)

that could be misconstrued as false violations of GR (Saini et al. 2022; Bhat et al.

2023; Narayan et al. 2023; Saini et al. 2023; Shaikh et al. 2024). Second, the current

analysis methods are producing inconsistent results (Romero-Shaw et al. 2020; Gay-

athri et al. 2022; Romero-Shaw et al. 2021; O’Shea & Kumar 2021; Ramos-Buades

et al. 2023b; Gupte et al. 2024) for the same events such as GW190521 (Abbott et al.

2020c).

Once the above two problems are solved, the problem of eccentricity reverts back to

being one of waveform systematics discussed in more detail in Section 3.2.2 below. We

anticipate larger waveform systematics in systems with higher eccentricities. However,

these are not the ones for which eccentricity will manifest as a violation of GR, due to

the large-amplitude modulations that are inconsistent with a quasi-circular inspiral.

3.1.2. Tidal Effects

Neutron stars and their mergers are characterized not only by strong gravity but

also by extreme matter conditions. To explore how matter affects the space-time

deformations around these stars, we need to understand the relation between the

dynamical properties of matter and the behavior of strong gravity. Analytic methods

are used to model the early inspiral phase of a neutron star binary merger, where

neutron stars are approximated as massive point particles with small corrections

due to finite-size effects (Flanagan & Hinderer 2008; Vines et al. 2011; Henry et al.

2020). However, close to merger finite size effects become significant and numerical

relativity (NR) simulations are required to capture them accurately (Bernuzzi et al.

2012; Favata 2014; Wade et al. 2014; Dietrich et al. 2019). Effective one body models

achieve a nonperturbative re-summation of the PN information on tidal effects into

a complete framework (Bini et al. 2012; Bernuzzi et al. 2012; Bini & Damour 2014;

Bernuzzi et al. 2015; Akcay et al. 2019; Steinhoff et al. 2016; Hinderer et al. 2016);

some reduced-order-model versions incorporate NR-calibrated tidal models (Dietrich

et al. 2017, 2019; Abac et al. 2024) as also used in Phenomenological models.

The tidal deformation of bodies is directly proportional to the Riemann tensor

and its derivatives, produced primarily by the energy-momentum distribution of the

companion (Hinderer 2008), which becomes the second derivatives of the Newtonian

potential for the electric-type quadrupole effect in the Newtonian limit. However, such

effects are observable in the GWs only if they produce significant mass and current

type multipole deformations of the neutron stars in a binary system. The dominant

deformations come from the electric-type, l = 2 tidal deformation, which imprints
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primarily in the GW phase evolution. However, it is important to note that these tidal

effects are relatively small and become more pronounced as the binary approaches

merger. While these effects are subtle, their detection has already provided invaluable

insights (Abbott et al. 2017a), and with the advent of more advanced detectors (such

as XG), we can look forward to even more precise measurements in the near and far

future (Pacilio et al. 2022; Kashyap et al. 2022; Evans et al. 2023; Huxford et al.

2023).

The effects of the tidal field on neutron star matter are studied using observed

GWs (Abbott et al. 2019a), however, such results are susceptible to waveform sys-

tematics and incomplete modeling of neutron star physics. Samajdar & Dietrich

(2018); Gamba et al. (2021); Read (2023) show that the inference of tidal parameters

with XG detectors can be significantly affected due to waveform systematics. Not in-

cluding subdominant tidal effects, such as dynamical tides, which become important

in the inspiral regime, can also lead to substantial biases in the estimation of tidal

parameters (Hinderer et al. 2016; Steinhoff et al. 2016; Pratten et al. 2022; Williams

et al. 2022). Likewise, XG detectors will be sensitive to the octupolar electric and

quadrupolar magnetic tidal deformabilities, and not including them in the waveform

might bias the measurements (Jiménez Forteza et al. 2018).

Resonant mode excitations may contribute distinct features in the waveform from

the tidal effect considered in Hinderer (2008). As the inspiraling orbit passes through

the frequency of a certain characteristic mode, the resonant excitation of the mode

must be compensated by the loss of the same amount of orbital energy, speeding

up the following orbital evolution. The excitation of gravity modes (Lai 1994; Yu &

Weinberg 2017a,b), the interface mode (Tsang et al. 2012; Pan et al. 2020; Lau & Yagi

2021) and gravitomagnetic mode (Poisson 2020; Flanagan & Racine 2007; Ma et al.

2021; Gupta et al. 2023) have been studied, where for the latter two cases the phase

modulation may reach the level of O(10−2) −O(10−1) radians in the frequency band

of ground-based detectors. Additionally, effects of spins on dynamical tides (Ho & Lai

1999; Ma et al. 2020; Lai 1999; Steinhoff et al. 2021), other spin-tidal couplings (Ab-

delsalhin et al. 2018; Dietrich et al. 2019), spin-induced multipole effects (Poisson

1998; Krishnendu et al. 2017; Nagar et al. 2018, 2019), nonlinear tides (Yu et al.

2023), higher-order relativistic corrections, and the GW features of tidal disruption

in cases with precessing spins (Kawaguchi et al. 2017) are examples of areas requiring

further investigations.

Inaccurate or missing physics in analytical and NR modeling due to thermody-

namical transformation of nuclear matter during inspiral and post-merger leads to

waveform systematics. Such effects include, but not limited to, viscosity (Cutler &

Lindblom 1987; Jones 2001; Duez et al. 2004; Camelio et al. 2023), thermal effects

(Bauswein et al. 2010; Constantinou et al. 2015; Carbone & Schwenk 2019; Raithel

et al. 2021; Fields et al. 2023), phase transition to hyperon condensates or quark

matter and other such transformations (see, e.g., Lattimer 2012; Baym et al. 2018;



16

Deliyergiyev et al. 2019; Lee et al. 2021; Kain 2021; Leung et al. 2022) (also see Sec-

tion 4.3.2 for discussion of proposed exotic matter that has not been observed but,

may have compactness close to black holes). As shown in Ripley et al. (2023b,a);

Hegade K. R. et al. (2024), the viscous effect introduces a new dissipative channel

that modifies the GW phase at 4PN order and higher. If not included in the modeling,

a signal that contains such a 4PN effect could be misidentified with a GR deviation

at that PN order (and at neighboring PN orders).

Similar effects during the post-merger evolution are subject to systematic bias which

requires emphasis on accurate post-merger waveform model development. Currently,

only a few post-merger models exist and can detect such effects only in the XG detec-

tors (Breschi et al. 2022, 2019; Soultanis et al. 2022; Prakash et al. 2021, 2023). There

are also sources of bias in parameter estimation that are exclusive to data analysis

challenges arising from noise systematics. For a minority of events, multiple over-

lapping signals and confusion background created by CBC mergers could potentially

lead to a bias in tidal deformability as described in Section 2.3.

Additionally, GR predicts relations between the spin-induced quadrupole moment

and the (quadrupolar, electric) tidal deformability (Yagi & Yunes 2013a,b, 2017a;

Silva et al. 2021) and between tidal deformabilities of different multipolar order and

parity (Yagi 2014) or between different tidal parameters in gravitational waveforms

for binary neutron star mergers (Yagi & Yunes 2016, 2017b) which are only mildly

sensitive to the neutron star equation of state. These relations have been used in

GW data analyses to reduce the number of search parameters (Chatziioannou et al.

2018; Abbott et al. 2018c) but small equation-of-state variation in the relations can

induce systematic biases. One could, however, use constraints on nuclear physics from

neutron star observations available at the time to keep updating and reducing the

amount of variation in the relations. For example, such variation has been reduced by

50% after GW170817 and current systematic errors on the tidal deformabilities are

subdominant than statistical errors until the A# era (Carson et al. 2019). Another

way to reduce systematic biases due to the variation in quasi-universal relations is

discussed by Kashyap et al. (2022). Since alternative theories predict different rela-

tions, an independent measurement of the quantities in the universal relations can

therefore be used as null tests of GR, circumventing potential degeneracy with un-

known nuclear physics (Yagi & Yunes 2013a,b, 2017a; Gupta et al. 2018; Maselli et al.

2017; Berti et al. 2024). While the spin-induced quadrupole moment is expected to

be small for neutron stars, the magnetic tidal deformability could be measured by

XG detectors (Jiménez Forteza et al. 2018).

Besides testing GR, these relations can be used to disentangle source misidentifica-

tion (discussed in detail in Section 4.3.2), since each model of exotic compact objects

other than neutron stars would display their own quasi-universal relation (Maselli

et al. 2017; Berti et al. 2024). Notably, the tidal deformability parameter may carry

information about the nuclear equation of state and hence offer a unique tool to dis-
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tinguish conventional neutron stars from the ones with exotic signatures. Analyzing

binary neutron star mergers with exotic matter while using waveforms of conventional

neutron star binaries could lead to false indications of GR violations. This needs to

be investigated thoroughly, so that this effect could be ruled out or observed.

Assuming that our NR-assisted waveform models are accurate and free of systematic

biases including those arising from the unknown equation of state, any deviation from

the predictions will be indicative of either GR not being the complete theory of gravity

or deviations in the coupling of matter to gravity, a subset of which is the test of the

strong equivalence principle (Nordtvedt 1968; Eardley 1975; Will & Zaglauer 1989;

Will 1977; Damour & Esposito-Farese 1992; Will 1993). Therefore, only after ruling

out the systematic effects arising from these inaccuracies, robust conclusions can be

drawn about deviations from GR.

3.1.3. Kick-induced Effects

The anisotropic emission of GWs during a CBC carries away linear momentum and

results in a recoil or kick of the merger remnant (Fitchett 1983; Favata et al. 2004).

The kick leaves the following imprints in the GW signal: the Doppler effect (Favata

2009a) and the aberration effect (Torres-Orjuela et al. 2020) on the post-merger signal

along with an additional contribution of a (linear) memory effect (Favata 2009a)

to the whole GW signal (Mahapatra et al. 2023). Since the black hole kicks are

non-relativistic, the kick-induced effects are small and might not be important for

current GW detectors but could be crucial for XG detectors (Gerosa & Moore 2016;

Mahapatra et al. 2023). For loud ringdown signals (SNR≳ 100, Gerosa & Moore

(2016)) in the XG era, these kick-induced effects, if not accounted appropriately in

the waveform model (Boyle 2016; Varma et al. 2019), might contaminate those tests

of GR that depend on the post-merger signal and kick (Varma et al. 2020) of the

remnant (see, e.g., Hughes & Menou (2005); Ghosh et al. (2016); Mahapatra et al.

(2023); Isi et al. (2019b); Carullo et al. (2019); Maggio et al. (2023)).

3.1.4. Beyond Fundamental Modes in Ringdown Signal

The gravitational radiation from a perturbed black hole is in the form of quasi-

normal modes (Vishveshwara 1970; Press 1971). At sufficiently late times following

a binary black hole merger, it is expected that the remnant can be very well approxi-

mated by a perturbed Kerr black hole. Moreover, it is well known that the radiation

at this stage is dominated by just the fundamental quasi-normal mode, since it is

the slowest damped quasi-normal-mode (QNM) (Detweiler 1980; Dreyer et al. 2004;

Berti et al. 2006). The frequency and damping time of a mode are in one-to-one cor-

respondence with the remnant mass and spin. In principle, assuming GR and using

NR simulations, the latter quantities could be predicted from the properties of the

progenitor binary, which can be extracted from the premerger signal. In practice,

waveform systematics in the premerger phase could jeopardize this ringdown con-

sistency test (Dhani et al. 2024). For example, large unmodelled eccentricity could
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lead to an inconsistency in the final mass and spin, and hence to a false GR de-

viation (Narayan et al. 2023). In the spirit of the original black-hole spectroscopy

program (Detweiler 1980; Dreyer et al. 2004; Berti et al. 2006; Gossan et al. 2012), it

is therefore better to test GR using ringdown signals only, and an “agnostic” selection

of multiple modes to model the ringdown (Baibhav et al. 2023).

Recently, there have been efforts to increase the range of validity of linear pertur-

bation theory by modeling the early postmerger signal using overtones and mirror

modes (Baibhav et al. 2018; Baibhav & Berti 2019; Giesler et al. 2019; Dhani 2021;

Dhani & Sathyaprakash 2021; Magaña Zertuche et al. 2022; Ma et al. 2022, 2023a;

Baibhav et al. 2023; Cheung et al. 2024; Takahashi & Motohashi 2023; Qiu et al.

2024; Clarke et al. 2024). These studies show that the inclusion of these additional

QNMs improve the remnant mass and spin estimates using a ringdown model. They

also show that there will be biases in the remnant parameters if a ringdown model is

used to describe early postmerger without the inclusion of such QNMs. Such biases

in parameter estimation can show a deviation from the predictions of GR. Isi & Farr

(2021) investigated the impact of an incomplete ringdown model on parameter recov-

ery by analyzing a synthetic signal mimicking a binary black hole ringdown (see also

Baibhav et al. (2023) for a discussion). Their findings reveal biased parameter mea-

surements in instances of very high ringdown SNR. Dhani & Sathyaprakash (2021)

displayed the modulations in the odd-m modes in the waveform and how the inclusion

of mirror modes in the ringdown waveform model can explain these modulations.

There are claims in the literature that overtones have been detected (Isi & Farr

2022; Finch & Moore 2022; Ma et al. 2023b) and used to test the “no-hair” theorem

with GW150914 (Isi et al. 2019b). However, there is a disagreement in the literature

regarding the significance of the measurement of the first overtone in GW150914

(Finch & Moore 2022; Cotesta et al. 2022; Crisostomi et al. 2023; Gennari et al. 2024;

Correia et al. 2023). There are also theoretical arguments suggesting caution in the

use of overtones for no-hair theorem tests (Sberna et al. 2022a; Lagos & Hui 2023;

Baibhav et al. 2023; Nee et al. 2023; Zhu et al. 2024a; Cheung et al. 2024). The above

authors show, using toy models, black hole perturbation theory and NR simulations,

that even though the estimates of the final mass and spin of the black hole can be

improved starting the ringdown analysis at earlier times by the addition of overtones,

a linear model including only overtones is not appropriate at early times (see also

Bhagwat et al. (2020)). Therefore, they contend that overtones are unphysical and

that their role in a waveform model is to “fit away” other features in the signal, namely,

transients related to the initial data, power-law tails at late times, and nonlinearities.

However, for less symmetric binaries than GW150914 (as commonly expected

among current and future catalogs) the original black-hole spectroscopy program

can be realized using higher-order modes in addition to the least damped QNM, i.e.,

(l, |m|) = (3, 3), (2, 1), (4, 4), can be used to perform independent tests of the no-hair

theorem (Berti et al. 2007a, 2016; Brito et al. 2018; Carullo et al. 2019; Cabero et al.



19

2020; Jiménez Forteza et al. 2020; Ghosh et al. 2021; Gennari et al. 2024; Bhagwat

et al. 2023). Given current estimates of the merger rates, XG detectors are predicted

to perform percent-accuracy tests for a few events per year (Berti et al. 2016; Ota &

Chirenti 2020, 2022; Bhagwat et al. 2023).

To conduct any of the above tests of GR using the perturbative ringdown model,

one must make a choice on the start time of the ringdown to begin fitting expo-

nentially damped sinusoids. The analysis should begin as soon as the perturbative

prescription is relevant. On one hand, waiting too long to begin the analysis will make

testing GR impossible because the strain amplitude has decayed exponentially (e.g.,

Thrane et al. 2017; Bustillo et al. 2021). However, beginning the analysis too early

could result in overfitting to non-linear features in the signal (e.g., Bhagwat et al.

2020; Baibhav et al. 2023). To undertake robust tests of GR, some criterion for

the analysis start time should be established through, e.g., searching for the earliest

time at which one can measure self-consistent QNM parameters with time (Cheung

et al. 2024; Takahashi & Motohashi 2023; Clarke et al. 2024). A further source of

systematics is the decomposition of QNMs in spherical rather than spheroidal har-

monics; if unmodelled, the spherical-spheroidal mode mixing introduces biases for

highly spinning remnants (Baibhav et al. 2023).

Another important effect of the nonlinearity in the ringdown stage is the presence

of second-order QNMs (Mitman et al. 2023; Cheung et al. 2023; Khera et al. 2023),

which are generated through mode-mode couplings. The frequency of a second-order

QNM is twice as the associated “parent” linear QNM. Its amplitude and phase are

also uniquely determined by the linear mode (Zhu et al. 2024b; Redondo-Yuste et al.

2023; Ma & Yang 2024), as a nontrivial prediction of GR at the nonlinear level. The

dominant nonlinear modes may be observable with XG detectors, although event

rates are uncertain (Yi et al. 2024).

An approach complementary to null tests using QNM frequencies and damping

times is to test QNM amplitude-phase relations predicted by NR simulations within

GR. This test was successfully applied to GW190521 in Forteza et al. (2023), finding

that measurement errors for this event are still large, but would strongly improve for

the louder detections routinely expected for XG detectors.

Finally, because of its short duration, one should be careful with the statistical meth-

ods and their underlying assumptions while analyzing the ringdown signal. Seemingly

innocuous data processing choices such as the uncertain starting time, duration of the

signal, and noise estimation techniques can lead to materially different inferences (Isi

et al. 2019b; Cotesta et al. 2022; Isi & Farr 2023; Carullo et al. 2023; Crisostomi

et al. 2023; Wang et al. 2023). While the ringdown signal is typically analyzed in

the time domain, frequency domain methods have also been proposed (Capano et al.

2023; Finch & Moore 2021; Ma et al. 2022; Crisostomi et al. 2023) with the ap-

proach of Capano et al. (2023) shown to be formally equivalent to the time-domain

approach (Isi & Farr 2021). Even then, Capano et al. (2023) comes to a different
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conclusion regarding the ringdown of GW190521 compared to Abbott et al. (2021a)

or Siegel et al. (2023). This highlights the need to better understand systematics and

data analysis techniques in the analysis of ringdown signals.

3.2. Inaccurate Modeling of Known Physics in Quasi-Circular Waveform Models

3.2.1. Higher-order Modes, Precession, and Memory

Gravitational waveforms can be decomposed in the basis of spin weighted spherical

harmonics with spin weight s = −2, Y lm
−2 (ι), where ι is the inclination angle. In this

basis, for nonprecessing systems, the dominant contribution to the GW amplitude

comes from the (l, |m|) = (2, 2) harmonics. The (2, 1) and (3, 3) harmonics are

subdominant and suppressed by a prefactor that goes to 0 for symmetric (equal mass)

binaries (Berti et al. 2007b; Kidder 2008; Arun et al. 2009; Pan et al. 2011; Blanchet

2014). These modes only contribute for systems that are not face-on/off (ι ̸= 0, 2π),

and become particularly important for unequal mass binaries. The presence of these

higher-order modes causes characteristic modulations in the amplitude and phase of

the waveform.

The effect of higher-order modes becomes even more important in the presence

of spin-induced precession. Spin-induced precession occurs when the spin angular

momentum vectors of the binary components are not aligned with the orbital angular

momentum vector, leading to the precession of the orbital angular momentum (or,

equivalently, the orbital plane of the binary) as well as the spin vectors about the

total angular momentum of the binary. The effect of precession is best understood

by considering two frames of reference (Buonanno et al. 2003; Schmidt et al. 2012;

O’Shaughnessy et al. 2013)—the inertial frame in which the binary appears to be

precessing, and the co-precessing frame that follows the instantaneous motion of the

orbital plane where the effects of precession disappear. The inertial modes can then

be approximately described as the sum of nonprecessing modes with the same l value

and all possible m values, each rotated using Wigner D-matrices which depend on the

instantaneous position of the orbital plane (Hannam et al. 2014). Thus, due to spin-

induced precession, subdominant precessing modes will have contributions from both

dominant and subdominant nonprecessing modes, increasing the precession effect due

to the presence of higher-order modes in the waveform (Islam et al. 2021).

A consequence of using nonprecessing modes to approximate the co-precessing-frame

signal is that these obey the reflection symmetry hℓm = (−1)ℓh∗
ℓ−m, which no longer

holds for precessing binaries (Boyle et al. 2014; Ramos-Buades et al. 2020). Most

state-of-the-art waveform models, with the exception of NRSur7dq4 (Varma et al.

2019) and IMRPhenomXO4a (Thompson et al. 2023; Ghosh et al. 2024), currently rely

on this approximation. While the impact of anti-symmetric contributions to the

waveform modes is typically small, neglecting these effects could result in biased

measurements of the spin magnitude and orientation at high SNR (Kalaghatgi &

Hannam 2021; Kolitsidou et al. 2024).
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Currently, state-of-the-art nonprecessing waveforms like IMRPhenomXHM (Garćıa-

Quirós et al. 2020) include the harmonics (l, |m|) = (2, 1), (3, 3), (3, 2), (4, 4), and

SEOBNRv5HM (Pompili et al. 2023), in addition to these, also includes (l, |m|) = (4, 3)

and (5, 5). Their precessing counterparts are IMRPhenomXPHM (Pratten et al. 2021)

and SEOBNRv5PHM (Ramos-Buades et al. 2023a), respectively. The widely used NR

surrogate waveform model, NRSur7dq4, has been trained with simulations with mass

ratio less than 4, and contains all spherical-harmonic modes with l ≤ 4.

Many studies have explored the improvement in the inference of source parame-

ters due to the inclusion of spin-induced orbital precession and higher-order modes

(Klein et al. 2009; Shaik et al. 2020; Krishnendu & Ohme 2022; Loutrel et al. 2023).

Particularly, for edge-on systems, including higher-order modes improves parameter

estimation by breaking the luminosity distance-inclination angle degeneracy, whereas

modulations due to spin-induced precession break the degeneracy between the spin

and mass parameters. Additionally, the amplitude of the higher-order modes also

brings information about the mass ratio of the source.

We should note that none of these models discussed above contain the memory

modes that depend on the binary’s past history. The most well-known of these is the

displacement memory effect which is dominant in the l = 2,m = 0 mode, and the next

leading memory effect, known as the spin memory, is dominant in l = 3,m = 0 mode

for the non-precessing binaries (see e.g., Favata (2009b), and Nichols (2017)). There

are other higher-order memory effects, but these can be extremely sub-dominant.

Most of these are discussed in Mitman et al. (2020) and references therein. While

these are small effects, they will need to be included to prevent biases, and have now

been included in a surrogate model for nonprecessing (quasicircular) binary black

holes constructed using the waveforms obtained from Cauchy-characteristic evolution

(Yoo et al. 2023). The effect of non-linear memory on the binary black hole parameter

estimation is studied in Xu et al. (2024) where the dominant displacement memory

in the l = 2,m = 0 mode starts to affect the parameter inference at SNR > 60 for

the current generation ground-based detectors (such as LIGO A#). Moreover, the

effect of memory has been studied in the case of neutron star-black hole and binary

neutron star mergers (Tiwari et al. 2021; Lopez et al. 2024), where it is argued that

the memory can affect parameter estimation for the XG detectors.

Therefore, analyzing a GW signal that has a significant magnitude of spin-induced

precession, higher order mode content, and memory effect with an inaccurate or in-

complete waveform model may not only deteriorate parameter estimation, but also

show biases in the inference of other source parameters (see, e.g., Islam et al. (2021)).

A recent study has investigated systematics due to waveform mismodeling by com-

paring SEOBNRv5PHM and IMRPhenomXPHM. It was found that systematic biases can

impact the current and future GW-detector networks, affecting the inference of real-

istic binary black hole population properties, as well as, the science cases of individual

loud signals (Dhani et al. 2024), and more in general binaries with large mass ratios
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and high precession. Such systematic biases may eventually find their way into the

measurement of a beyond-GR parameter depending on the nature of its correlation

with the other source parameters, inducing a false violation of GR. Hence, it is essen-

tial to use accurate waveform models with spin-precession effects, sufficient number

of higher-order modes, and memory effects while testing a GW signal for a violation

of GR.

3.2.2. Sub-optimal Calibration and Agreement With NR Waveforms

State-of-the-art waveform models are built by combining and resumming informa-

tion from different analytical methods, such as PN approximation and gravitational

self-force theory, and then calibrating/validating against NR simulations and merger-

ringdown waveforms in the test-particle limit, which are obtained by solving the

Teukolsky equation. The assessment of the accuracy of the waveform models from

the two main waveform families (notably EOB and IMRPhenom models) can be found

in Pompili et al. (2023); Ramos-Buades et al. (2023a); Nagar et al. (2023); Thompson

et al. (2023); Mac Uilliam et al. (2024); Hu & Veitch (2022); Dhani et al. (2024). Due

to the number of calibration parameters and the large number of NR simulations at

disposal, it is especially important to devise a computationally efficient and flexible

calibration procedure. For instance, in calibrating the SEOBNRv5HM model (Pompili

et al. 2023), the authors quantified the agreement with NR waveforms in a Bayesian

fashion and employed nested sampling to obtain posterior distributions for the cal-

ibration parameters. State-of-the-art waveform models use best-fit estimates across

the physical parameter space for their calibration parameters. Providing instead a

probability distribution, modeled for example through a multidimensional Gaussian

mixture, would allow accounting for uncertainty estimates due to sub-optimal fits,

and could mitigate waveform systematics at high SNR. Other proposed methods to

marginalise over waveform modeling uncertainties include Gaussian process regres-

sion (Moore & Gair 2014; Doctor et al. 2017; Williams et al. 2020; Khan 2024), or

introducing frequency-dependent amplitude and phase corrections, as in the case of

detector calibration uncertainty (Read 2023).

Calibration parameters typically enter in waveform models as higher-order PN coef-

ficients, which are currently unknown. Including higher-order analytical information,

while pushing the calibration parameters at even higher orders, could improve the

accuracy of current waveform models, but requires careful studies on how to incorpo-

rate and resum this information (Nagar & Rettegno 2021; Pompili et al. 2023; Nagar

et al. 2023) Nonetheless, neglecting higher-order PN terms carries an error which

might become relevant with updates to current detectors and XG detectors, but

could be mitigated by marginalizing over higher-order PN coefficients as new model

parameters (Owen et al. 2023). Incorporating results from the post-Minkowskian

(PM) approximation (Kosower et al. 2022; Bjerrum-Bohr et al. 2022; Antonelli et al.

2019; Di Vecchia et al. 2023), a weak fields expansion in G at all orders in the veloc-

ity, is also promising, particularly for highly eccentric binaries for which relativistic
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velocities can be reached at each periastron passage even in the weak field regime.

While PM results have not yet been incorporated in state-of-the-art waveform models

for bound orbits, remarkable agreement has been obtained comparing PM-improved

EOB models to NR for scattering orbits (Khalil et al. 2022; Damour & Rettegno

2023; Rettegno et al. 2023; Buonanno et al. 2024).

The calibration procedure imposes that the waveform model agrees, as much as

possible and for the entire coalescence, with the NR waveform. This is often quanti-

fied by computing the unfaithfulness (or mismatch) M between the model and NR

waveform. As detectors become more sensitive and the SNR increases, the accuracy

requirements become more stringent, thus demanding smaller unfaithfulness values.

Accuracy requirements are usually formulated in terms of an indistinguishability cri-

terion (Flanagan & Hughes 1998; Lindblom et al. 2008; McWilliams et al. 2010;

Chatziioannou et al. 2017; Pürrer & Haster 2020), which states that if two waveforms

fulfill the condition

M <
D

2 SNR2 , (1)

for a given power spectral density (PSD) and SNR, then these waveforms are con-

sidered indistinguishable, and differences in the recovered parameters are expected

to be smaller than statistical errors. Here D is an unknown coefficient, usually set

to the number of intrinsic parameters of the source (Chatziioannou et al. 2017) or

tuned with synthetic injections at increasing SNR (Pürrer & Haster 2020). Being

sufficient, but not necessary, this criterion is generally too conservative, and, if it

is violated, differences are not necessarily measurable, or may appear in a subset of

parameters in which one is not typically interested (Pürrer & Haster 2020; Ossokine

et al. 2020). Toubiana & Gair (2024) recently proposed a correction to the standard

indistinguishability criterion by revisiting some of the hypotheses under which it is

derived, and employed it to quantify apparent deviations from GR due to waveform

inaccuracies (Toubiana et al. 2023).

The state-of-the-art multipolar, aligned-spin SEOBNRv5HM model, which has median

unfaithfulness of 1.01×10−3 against 442 NR waveforms (when using the O5 PSD (Bar-

sotti et al. 2018), maximizing over the total binary mass in the range [20− 300]M⊙),

would lead to a false deviation from GR in measuring the QNM (complex) frequen-

cies of a heavy massive mass ratio 2 binary black hole when observed in LISA with

an SNR O(100) (Toubiana et al. 2023). This issue occurs because for such mas-

sive binary black holes, the majority of the SNR lies in the merger-ringdown stage.

By contrast, a stellar-mass binary black hole with mass ratio 6, observable in O5,

would not incorrectly lead to a violation of GR at SNR 75 (Ghosh et al. 2021), be-

cause in this case a large portion of the SNR is accumulated during the inspiral stage.

Normally, the accuracy of waveform models gets worse toward merger, where the pres-

ence of higher-order modes becomes more and more important, while their modeling

is quite challenging. The recent study of Kapil et al. (2024) investigated the impact

of inference biases from sub-optimal waveform calibration on a realistic population of
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binary black holes in XG detectors. They considered two quasi-circular, nonprecess-

ing waveform models of the same family (namely, IMRPhenomD (Khan et al. 2016)

and IMRPhenomXAS (Pratten et al. 2020)) and estimated a mismatch requirement of

∼ 10−5 for 99% of the events with SNR > 100 not to be biased.

Inaccuracies in NR waveforms, due to, e.g., numerical truncation errors and issues

with GW extraction and extrapolation, are typically at least one order of magnitude

smaller than errors between semi-analytic models and NR (Pürrer & Haster 2020).

Nonetheless, they are expected to become relevant with updates to current detectors

and XG detectors, especially for binaries with asymmetric masses and orbits inclined

with respect to the line of sight (Pürrer & Haster 2020; Ferguson et al. 2021; Jan

et al. 2023).

4. ASTROPHYSICAL ASPECTS

There are several astrophysical aspects of the source, its surroundings, and the

emitted GW signal that have not been accounted for in the state-of-the-art waveform

models. These aspects, if present in the real GW signal, might affect the tests of GR

and can lead to false GR violations. Here we discuss those astrophysical aspects that

we can think of.

4.1. Gravitational Lensing

As GW detectors get upgraded and new ones join the network, more and more dis-

tant mergers can be observed. This increases the chance of having a matter density

crossing the GW travel path, possibly leading to gravitational lensing. Depending

on the lens properties and the lens-source geometry, different effects can be observed.

For the best-aligned and most massive cases, we are in the geometric optics limit

and lensing leads to several copies or “images” of the initial signal. These images

have the same frequency evolution but are delayed in time, (de)magnified, and can

undergo an overall phase shift. When the time delay is large enough, these images

are distinct, and we face strong lensing (Takahashi & Nakamura 2003; Dai & Venu-

madhav 2017). For ground-based detectors, typical lenses are galaxies and galaxy

clusters (Schneider et al. 1992). For smaller time delays, corresponding to less aligned

systems and lighter lenses, one has millilensing, where the various images overlap and

sum to a non-trivial signal in-band (Liu et al. 2023). This is expected to be due

to heavy black holes, or dark matter over-densities, for example. Finally, when the

GW wavelength is comparable to or greater than the size of the lens, we need to per-

form the full wave-optics treatment (Takahashi & Nakamura 2003), and lensing leads

to frequency-dependent beating patterns known as microlensing. For ground-based

detectors, typical lens sources are individual stars, black holes, or dark-matter over-

densities (Wright & Hendry 2021). It is also important to note there can be interplay

between these different types of lensing. When strong lensing happens, one or more

of the images may undergo micro or millilensing because of individual objects present

in the strong lens (Seo et al. 2022; Mishra et al. 2021; Meena et al. 2022).
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False GR deviations could be expected when GR signals are distorted. For strong

lensing, one can have such an effect for specific values of the overall phase shift. In

particular, it can take only three distinct values: 0, π/2, or π, corresponding to a

minimum, saddle point, or maximum of the Fermat potential, and referred to as

Type I, II, and III images, respectively (Dai & Venumadhav 2017; Ezquiaga et al.

2021). Under all circumstances, Type I and III images are indistinguishable for

the GR case because they correspond to no shift or a sign flip in the polarization,

which cannot be detected (Ezquiaga et al. 2021). For Type II images, on the other

hand, detectability is possible when the GW displays higher-order modes. In this

case, the phase has different pre-factors for different frequency modes and is not

degenerate with the (frequency independent) lensing phase shift anymore (Ezquiaga

et al. 2021). This can be used to detect strong lensing based on a single image,

although it requires rather large SNRs and very asymmetric, precessing or eccentric

systems (Wang et al. 2021; Janquart et al. 2021; Ezquiaga et al. 2021; Vijaykumar

et al. 2023a). When analyzing Type II images under the unlensed assumptions, one

can face losses in SNR, possibly missing the event with template searches (Wang

et al. 2021), or biases in parameter estimation (Janquart et al. 2021; Vijaykumar

et al. 2023a). Therefore, one can expect this non-trivial feature to also be picked

up when searching for GR deviations. For example, this is the case with modified

dispersion relations that change the frequency evolution of the GW phase in a way

possibly similar to lensing (Ezquiaga et al. 2022). The link between Type II images

and GR deviations is also highlighted in Wright et al. (2024), where the authors show

that some GR deviations are flagged by Type II search pipelines.

The cases of millilensing and microlensing are even more favorable in leading to

spurious GR deviations being detected since they both lead to a non-trivial signal in

the detection band, although the nature of the resulting image is different between

the two cases (Takahashi & Nakamura 2003; Wright & Hendry 2021; Liu et al. 2023).

When analyzing such signals with traditional GR templates, one expects imperfect

modeling of the signal, leading to coherent power left in the data (Janquart et al.

2023). This is also confirmed in Mishra et al. (2023) for some tests of GR. In this study,

the authors show that milli and microlensed signals can lead to spurious deviations

from GR, sometimes with a high significance. However, it is also important to note

that adapted lensing pipelines also clearly see these events as being lensed. Therefore,

the GR deviation would probably not be confirmed as it would be explained via

lensing, underlying the importance of accounting for possible astrophysical effects on

the GW signals when looking for GR deviations. The link between GR deviations

and micro and millilensing is also further confirmed in Wright et al. (2024), where

the authors show that some deviations of GR lead to false positives in micro and

millilensing searches. In the case of a multi-messenger lensing event in which the GW

lensed signal is in the wave optics regime but the electromagnetic signal is in geometric

optics (which is to be expected given their higher frequency), the speed of propagation
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of GWs could appear to be superluminal due to the waveform distortions (Ezquiaga

et al. 2020), although no information actually arrives faster than light (Suyama 2020).

A crucial approximation in these studies is the exclusion of the effect of parallel-

transporting the polarization tensor across the lensing geometry and the treatment

of GWs as scalar waves which become increasingly violated as one moves from the

weak gravity limit. Recent studies (Harte 2019; Cusin & Lagos 2020) have pointed

out the consequences of such an approximation and started treating GWs as a tensor

field. It is pointed out that there is no notion of a unique “propagation direction” as

can be defined in the geometric optics limit as well as the wave optics treatment for

a scalar wave. Similarly, strong gravity effects could add extra phenomenology (Yin

& He 2024).

Therefore, all types of lensing—micro, milli, and strong—can potentially lead to

spurious GR deviations being detected if neglected. Hence, should such deviations be

seen, it would be crucial to verify possible astrophysical origins of the modification in

the GW signal, and in particular if the GW event is not lensed.

4.2. Environmental Effects

The current waveform models can be referred to as vacuum templates as they only

describe GWs from isolated binary systems in a vacuum environment, neglecting

realistic astrophysical surroundings of the source. However, in reality, the binary is

always in an astrophysical environment that impacts the binary’s orbital evolution

and hence results in a GW signal from the binary different than the vacuum template.

There are many scenarios in which the GW signal from an environment-embedded

binary system could be different from its corresponding vacuum signal. These are,

but not limited to, (i) the source resides in a dense environment (Ostriker 1999;

Kim & Kim 2007; Kim et al. 2008; Barausse 2007) such as dense cores of massive

stars (Loeb 2016; Fedrow et al. 2017; D’Orazio & Loeb 2018), accretion disks of active

galactic nuclei (McKernan et al. 2012; Barausse et al. 2014; Bartos et al. 2017; Stone

et al. 2017; Caputo et al. 2020; Toubiana et al. 2021; Sberna et al. 2022b), and star

clusters (see, e.g., Mandel & Broekgaarden (2022)), (ii) the source resides in a dark

matter halo (Eda et al. 2013; Coogan et al. 2022; Gondolo & Silk 1999; Bertone &

Merritt 2005; Barausse et al. 2014; Eroshenko 2016; Boucenna et al. 2018), and (iii)

the source is immersed in a strong electromagnetic field (Punsly 1998a,b). Moreover,

the peculiar acceleration of the source with respect to the observer, i.e., time-varying

Doppler shift (Bonvin et al. 2017; Tamanini et al. 2020; Inayoshi et al. 2017; Chen

et al. 2019) and the acceleration of the universe, i.e., time-varying redshift itself (Seto

et al. 2001; Nishizawa et al. 2012; Bonvin et al. 2017) could lead to GW signals being

different from vacuum templates.

The detailed modeling of different environmental effects on the binary’s GW sig-

nal is challenging and requires computationally expensive NR simulations (Fedrow

et al. 2017). However, in the literature, these effects have been approximated as
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a correction to the vacuum GW signal’s PN phase evolution. For example, at the

leading order, dynamical friction due to gas accretion can be modeled as a −5.5PN

correction whereas collisionless (collisional) accretion can be modeled as a −4.5PN

(−5.5PN) correction (Eddington 1988; Begelman 1977; Barausse 2007; Cardoso &

Maselli 2020). The accretion and dynamical friction due to a scalar dark matter cloud

give rise to a −4PN and −5.5PN correction, respectively, to the phase at the leading

order (Boudon et al. 2023). Electromagnetic effects have been computed at next-to-

leading order (at 3PN) by taking into account the whole electromagnetic structure

of a star. The leading magnetic corrections at 2PN order (assuming a constant and

aligned magnetic dipole) to the GW phase are found to be comparable to a 1.5PN

point-particle effect (Henry et al. 2023a,b). Phase correction due to the line-of-sight

peculiar acceleration of the source has been computed up to 3.5PN order (Tamanini

et al. 2020; Vijaykumar et al. 2023b) while the acceleration of the universe leads to

a −4PN correction to the phase at leading order (Seto et al. 2001; Nishizawa et al.

2012).

It has been argued that the magnitude of the environmental (Barausse et al. 2014;

Chen & Shen 2019) and cosmological (Bonvin et al. 2017) effects are expected to be

quite small and hence could be neglected for ground-based detectors. However, there

could be scenarios where these effects are non-negligible, e.g., stellar-mass compact

binaries would merge around a supermassive black hole and one can still get a sig-

nificant deviation from the vacuum template in the bands of LIGO/Virgo/KAGRA

detectors (Vijaykumar et al. 2023b). Moreover, near supermassive black holes, in

galactic nuclei, triple systems of stars are common and they mostly are hierarchical

in nature (Samsing & Ilan 2018, 2019; Tory et al. 2022), i.e., a tight inner binary is

orbiting a tertiary on a wider orbit which forms the outer binary. In these hierarchical

triples, the tertiary brings interesting features to the GW signal emitted by the inner

binary, e.g., the oscillation of eccentricity and inclination of the inner binary’s orbit

due to the Kozai-Lidov mechanism (Kozai 1962; Lidov 1962). Such oscillations could

modify the frequency evolution of the inner binary and this needs to be taken into

account in waveform modeling (Gupta et al. 2020; Chandramouli & Yunes 2022).

A recent study by Santoro et al. (2023) showed that particularly large environmental

effects can significantly bias the parameter estimation if vacuum templates are used for

the analysis, even when not directly detectable by LIGO-like instruments. Although

this bias requires extremely dense environments that are not predicted by standard

astrophysical models, it would be important to find out if such biases in parameters

could lead to false GR violations for more sensitive XG detectors.

Likewise, ringdown templates are simple and based on predictions from vacuum GR.

Modifications of GR usually lead to extra polarizations or include degrees of freedom

with different modes, introducing a simple handle to test for beyond-GR physics.

However, environmental effects, such as accretion disks, dark matter halos or any form

of matter outside of black holes introduces low-frequency modes or drastic changes to
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higher overtones, de-stabilizing the spectrum (Barausse et al. 2014; Jaramillo et al.

2022; Cheung et al. 2022). Concrete examples suggest that spectral instability of the

dominant mode introduces changes in the waveform only well after coalescence, but

the relevance of overtone instability for time-domain waveforms still needs to be well

understood (Cardoso et al. 2024).

However, it is worth mentioning that environmental effects will be possibly im-

portant only for certain events, while likely negligible for the majority. Thus, any

competing beyond-GR interpretation of environmental effects should coherently ex-

plain this non-trivial dependence on the source.

4.3. Mistaken Source Class

4.3.1. Beyond Compact Object Mergers on Bound Orbits

Parabolic or hyperbolic scattering (Junker & Schäfer 1992) as well as head-on colli-

sion of compact objects (Davis et al. 1971; Zerilli 1970; Simone et al. 1995) may give

rise to GW signals which may resemble that of a quasi-circular CBC close to the peak

of the signal. Therefore, for relatively short-duration signals, there is a risk of confus-

ing a compact binary merger with one of the above classes of sources, leading to biases

on the source parameters and thereby affecting tests of GR. In the case of GW190521,

studies have discussed the degeneracy between a precessing compact binary in quasi-

circular orbit with a binary that undergoes head-on collision (Calderón Bustillo et al.

2021) and a merger of two nonspinning black holes on hyperbolic orbits (Gamba et al.

2023). It is argued that the lack of premerger features in certain precessing configura-

tions in quasi-circular CBC may mimic a head-on collision leading to underestimation

of mass parameters and overestimation of luminosity distance when a quasi-circular

CBC waveform is employed for parameter estimation. Obviously, such biases will

directly affect most tests of GR.

However, precise estimates of final spin can help in distinguishing head-on collision

from a quasi-circular CBC. For example, if the inferred remnant black hole spin

is high (e.g., ∼ 0.7 as was the case for GW190521), this could make the head-on

collision unlikely as very special configurations may need to be invoked to explain

this. As the head-on collisions are themselves very special configurations, additional

requirements such as this (large remnant spin) may weigh down their possibility in

a model selection problem. Further, due to the special symmetries of the head-on

collision, the spherical harmonic modes excited in a head-on collision may differ from

those in a quasi-circular CBC. For instance, unlike quasi-circular CBCs, in head-on

collisions ℓ = 2,m = 0 mode may be as strong as ℓ = 2,m = 2. Such features may

also help in a model selection problem. A dedicated study that looks into the effect of

degeneracy between quasi-circular CBC and head-on collision or parabolic/hyperbolic

encounters and how that impacts tests of GR will be very useful. To do this we

require more accurate analytical or numerical waveform modeling of head-on collision

and parabolic/hyperbolic encounters.
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4.3.2. Black Hole Mimickers

There are various exotic compact objects that are massive and compact enough that

gravitational waveforms from binaries of such objects could be close to those from a

binary black hole (see, e.g., Cardoso & Pani 2019; Maggio et al. 2021). The simplest

such objects can be described by GR minimally coupled to a non-Standard Model

field (e.g., an ultralight scalar field describing dark matter, Ferreira 2021). More

complicated models for such objects involve nonminimally coupled fields, where it

may make more sense to treat the additional scalar field as part of the gravity sector.

However, even in the case where gravity is still GR, the specifics of the waveform

would still differ from that of a binary black hole in GR, and one would thus obtain

a false deviation from GR when applying a test of GR based on a binary black hole

waveform model. The most theoretically well-modelled such objects are boson stars

(see, e.g., Liebling & Palenzuela 2023), which are formed from a massive complex

scalar or vector field, that may be self-interacting, as is necessary to obtain more

compact stars (that are thus more similar to black holes)—see, e.g., Sennett et al.

(2017). However, there are many other models, including quite exotic objects, like

gravastars (Mazur & Mottola 2004), which have an interior made of de Sitter space.

A concrete framework for these exotic objects might require GR deviations (Mottola

2022), but they can be described also using exotic matter within GR (e.g., Uchikata

et al. 2016).

For all of these cases, there will be the same matter effects on the inspiral that one

finds in the PN approximation for binary neutron stars (some of which are discussed

in Section 3.1.2), albeit with different values. In particular, there will be effects of

nonzero tidal deformabilities (see, e.g., Uchikata et al. 2016; Cardoso et al. 2017; Sen-

nett et al. 2017; Chakraborty et al. 2023), and the excitation of resonant modes in

the objects (see, e.g., Asali et al. 2020), as well as effects from multipoles that are

different from those in black holes (see, e.g., Krishnendu et al. 2017; Loutrel et al.

2022) and a lack of the relatively large GW absorption (a.k.a. tidal heating) one ob-

tains with black holes (see, e.g., Mukherjee et al. 2022). There will also be differences

in the merger-ringdown part of the signal (see, e.g., Sanchis-Gual et al. 2019; Bezares

et al. 2022b; Siemonsen & East 2023, for simulations of orbiting binary boson stars).

If the merger of a binary of exotic compact objects forms an ultracompact object

(i.e., an object that has a light ring outside its surface), then the ringdown is nearly

indistinguishable from that of a black hole and a train of modulated pulses—known

as GW echoes—is emitted in the late postmerger stage (Barausse et al. 2014; Cardoso

et al. 2016b). From the analysis of current GW events, no evidence for postmerger

echoes has been found with unmodelled and modelled searches (Westerweck et al.

2018; Nielsen et al. 2019; Lo et al. 2019; Uchikata et al. 2019; Tsang et al. 2020;

Abbott et al. 2021a,b; Miani et al. 2023), despite claims of echo detections in Abedi

et al. (2017); Conklin et al. (2018); Abedi & Afshordi (2019); Abedi et al. (2023).

Moreover, for perfectly reflecting objects the presence of echoes is disfavored by the
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current upper bounds on the stochastic background in the advanced LIGO frequency

band (Barausse et al. 2018).

If one has a single population of exotic stars that are formed from a single funda-

mental field, then the non-GR effects in the inspiral will be solely determined by the

masses of the objects, and there will be a maximum mass of stable stars, just as in

the neutron star case. Thus, if one can measure these effects (and the masses of the

stars) accurately (using, e.g., a more refined version of the analysis given in Johnson-

McDaniel et al. 2020), then one can check if the signals are indeed consistent with

coming from a population of binaries of such stars. While alternate theories of gravity

with an intrinsic scale will have a roughly similar behavior, where the GR deviation

decreases with increasing mass of the black holes, it seems unlikely that an alternative

theory of gravity would be able to mimic the situation of exotic stars to a high degree

of accuracy. Moreover, if there is a population of exotic binaries as well as binary

black holes, then one may observe binary black holes with very similar masses, spins,

and distances as the exotic binaries, where a modified theory would predict that one

would also observe deviations for the black hole binaries. Thus, while it is likely that

the two situations could be confused with initial observations, it should be straight-

forward to distinguish them with high-accuracy observations. However, the ability

of a given set of observations to distinguish specific exotic star models and specific

alternative theories would need to be tested with explicit calculations.

For instance, black holes can have nonzero tidal deformabilities in certain alternative

theories, such as those that introduce higher-order-in-curvature corrections in the

action (Cardoso et al. 2017, 2018). However, in such models the dimensionless tidal

deformabilities are proportional to inverse powers of the black hole mass, 1/Mn, where

n is a positive integer that depends on the theory (n = 4 or 6 in the calculations cited).

This is not a good match for the mass dependence of any of the boson star models

considered in Cardoso et al. (2017), and while it might be possible to find an exotic star

model that gives a better match, the stars would still have a maximum mass, while the

black holes in the alternative theory have nonzero tidal deformabilities for all masses.

The black holes also have differences in the spin-induced multipoles (see, e.g., Cano

et al. 2022) that would also have to be reproduced by the exotic stars, which is unlikely

to be possible to more than moderate accuracy. For instance, for some families of

boson stars, the spin-induced moments have minimum values larger than their Kerr

values (similar to the minimum values of tidal deformability), and show a different

spin dependence than one obtains for alternative theories (see, e.g., Vaglio et al. 2022).

Additionally, there will be differences in the GW absorption comparing black holes

in this theory and black hole mimickers with no horizon (which will generally have

a much smaller GW absorption cross section than black holes). However, one also

expects that the GW absorption in such theories will differ from that in GR due

to the differences in the static tidal response, given the relation between this and

GW absorption/tidal heating (see, e.g., Bhatt et al. 2023). Moreover, there are also
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changes to the binary’s dynamics that do not come from finite size effects in such

theories (see, e.g., Sennett et al. 2020), albeit only occurring at high PN orders.

Thus, individual signals from binaries of exotic compact objects could be confused

with a GR deviation in many tests (which do not include the expected non-black hole

modifications to the waveform). However, binaries of black hole mimickers will in

general be able to be distinguished from a modification to GR, even one that predicts

nonzero tidal deformabilities for black holes, at sufficiently high SNRs and when

analyzing the population of signals, or possibly when performing multiple independent

tests of a single signal.

In the scenario where one or both of the black holes have boson clouds around

them, superradiance (see, e.g., Brito et al. 2020) will give deviations from a vacuum

binary black hole signal that are similar to those that one obtains in the case of exotic

compact objects. However, the same general arguments hold for distinguishing such

a binary from a binary black hole in an alternative theory of gravity. Of course, in

the case of boson clouds, there will not be a maximum mass of the binary’s compo-

nents, and the absorption of GWs will be very similar to that of vacuum black holes.

However, there will also be time dependence of the tidal deformability and non-black

hole multipole moments due to perturbations or even disruption of the clouds due

to the effects of the other black hole (see, e.g., Cardoso et al. 2020; Baumann et al.

2022; De Luca et al. 2023). Additionally, since the superradiant growth of the clouds

is only possible for certain pairs of black hole masses and spins (see, e.g., Arvanitaki

et al. 2017), this case should be easy to distinguish from the case of exotic compact

objects when considering the population. Additionally, one can obtain constraints

on the boson mass from the contributions from the superradiant instability to the

stochastic background of GWs (Brito et al. 2017a,b).

Additionally, boson clouds are expected to emit a nearly periodic and long-duration

GW signal (Brito et al. 2017a,b). No evidence of such signals is found in current GW

data, which provides constraints on the ultra-light scalar boson field mass (see, e.g.,

Palomba et al. 2019; Sun et al. 2020; Dergachev & Papa 2021; Abbott et al. 2022).

4.4. Statistical Assumptions of Astrophysical Population

Combining information from multiple signals is a powerful method to perform

stronger tests of GR. However, assumptions on the underlying astrophysical pop-

ulation and the statistical methods adopted to perform the joint analysis can affect

the results.

Biases due to waveform modelling systematics can pile up when stacking multiple

events in a catalog. Several studies (Gair & Moore 2015; Moore et al. 2021; Hu &

Veitch 2023; Saini et al. 2023) show that even if systematics are under control at

the level of the individual events, the accumulation of biases in a population analysis

can produce false deviations from GR if the catalog is large enough. Depending on

the actual population of resolved signals and on the way the events are combined,
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false deviations can appear with as little as ∼ 30 events with SNR> 20 in the most

pessimistic scenarios (Moore et al. 2021). Moreover, restricting the study to golden

events with high SNR is even more vulnerable to false deviations once these events

become routine in XG detectors (Hu & Veitch 2023; Saini et al. 2023), although

techniques to mitigate the biases have been proposed (Gair & Moore 2015).

Furthermore, combining events requires concrete assumptions about the impact of

the astrophysical population and the detectability of GW sources that violate GR.

Many parameterized tests of GR infer the presence of expected correlations between

individual source parameters (such as the total mass of a binary black hole system)

and the deviation parameter (Psaltis et al. 2021). These correlated features within

the inferred posterior distributions for individual events imply that specific choices

regarding the astrophysical population distribution can skew these results to different

regions of the parameter space.

In a recent study, Payne et al. (2023) demonstrate that neglecting the astrophys-

ical population leads to inferences which are ∼ 0.4σ less consistent with GR within

GWTC-3 for parameterized tests of GR. However, they show that such biases can be

mitigated by jointly inferring the astrophysical population properties while combin-

ing the distributions of GR violation parameters. Furthermore, Magee et al. (2024)

illustrate that neglecting the loss in detectability of signals with GR violations places

constraints on PN deviations that are up to 10% too narrow when ignoring the selec-

tion bias in the population. These studies highlight the need to carefully consider the

underlying statistical methodologies used when attempting to test GR. In the same

vein, astrophysical inaccuracies or biases in the properties of a source population (e.g.,

imperfect mass distributions) could also lead to false GR deviations. For example,

this can happen if events are detected in regions of the parameter space disfavored

by astrophysical population models.

Combining events to test GR also requires assumptions on the GR deviations that

are being tested. If the GR modification is common among all the events (as in the

case of, e.g., a nonzero graviton mass or a nonzero time variation Ġ of Newton’s

constant), one can multiply the individual, marginalized likelihoods on the deviation

parameter to obtain the combined likelihood for the catalog (Zimmerman et al. 2019;

Perkins et al. 2021b; Moore et al. 2021; Hu & Veitch 2023). On the other hand, if

the GR deviations are independent for each event (as may be the case if black holes

have “hair”), one can multiply the individual Bayes factors in favor of GR to obtain

the total evidence from the catalog (Zimmerman et al. 2019; Moore et al. 2021; Hu &

Veitch 2023). In a more general framework where the distribution of GR deviations

across the catalog is a known function of the event parameters (such as masses, spins,

and compactness), one would need to perform a full Bayesian hierarchical inference

on the population (Zimmerman et al. 2019; Isi et al. 2019a).

Studies have shown that testing GR at the population level under one of the three

assumptions listed above (that all events share the same beyond-GR parameter; that
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modified theories introduce a new unrelated parameter for each detection; or that GR

deviations across the catalog are a known function of the event parameters) can lead

to the wrong conclusions if the underlying GR deviation does not satisfy the assump-

tion (Zimmerman et al. 2019; Isi et al. 2019a). Moreover, the accumulation of biases

across the catalog due to waveform systematics can change significantly depending on

which method is chosen to combine multiple events (Moore et al. 2021; Hu & Veitch

2023). Recent work by Isi et al. (2022) suggests that performing a full Bayesian anal-

ysis should be the most robust approach, but it still requires assumptions that can

make the inference inherently model-dependent (Zimmerman et al. 2019).

As shown by Pacilio et al. (2023), the finite size of the observed catalog will produce

cosmic-variance effects that can cause to incorrectly infer deviations from GR, but a

bootstrapping technique can be used to mitigate this effect.

5. WHEN DOES A CAUSE BECOME IMPORTANT?

Not all effects discussed in this paper are created equal, with some being always

important for understanding false GR violations, such as non-stationary noise arti-

facts and glitches (see Sections 2.1 and 2.2) while some will not be important until

XG detectors or beyond, such as unaccounted effects of the physics of gas and dust

in the environment of binary black hole mergers (see Section 4.2). In this Section, we

gauge when each of these causes will become important in terms of the generation of

GW observatory.

It is worth stressing that some level of systematics is unavoidable. For example,

waveform models are intrinsically imperfect : even without missing any physics and

removing current waveform systematics, there will always be intrinsic limitations

due to truncation errors in perturbative schemes, calibration inaccuracy with NR

waveforms, phenomenological modelling of the merger, unavoidable numerical errors

in NR simulations. Thus, we will have to always face some degree of waveform

systematics, noise artifact, or astrophysical uncertainty, whose potential impact will

grow for high SNR events. The point here is to control such systematics as much as

possible, to a level that make them negligible with respect to a putative GR deviation.

We summarize the discussion in Table 1. We note that this is intended as a rough

guide as exact predictions for the size of relative effects can depend on a number

of factors, and one expects improvements in the coming years (e.g., one expects

waveform systematics to improve in the coming years, however, we do not consider this

here). Below we give our reasoning for why we think these causes will be important

(or not) for a given detector sensitivity.

5.1. Noise Systematics

Non-stationarities, non-Gaussianities, overlapping signals—Non-stationary and

non-Gaussian noise artifacts are an ever-present analysis burden in the current gen-

eration of observatories as discussed in Sections 2.1 and 2.2. While the extent to

which these artifacts will alter with upgrades to current observatories or persist in
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Cause O4 A+ A# XG

Non-Stationary Noise ✓ ✓ ✓ ✓

Non-Gaussian Noise/Glitches ✓ ✓ ✓ ✓

Overlapping Signals ✗ ✗ ✗ ✓

Data Gaps ✗ ✗ ✗ ✓

Detector Calibration ✗ ✗ ✗ ✓

Eccentricity ✓ ✓ ✓ ✓

Tidal Effects ✗ ✓ ✓ ✓

Kick-induced Effects ✗ ✗ ✗ ✓

Ringdown Modes ✓ ✓ ✓ ✓

Precession and Higher-order Modes ✓ ✓ ✓ ✓

Memory ✗ ✗ ✓ ✓

Sub-optimal Waveform Calibration ✗ ✗ ✓ ✓

Lensing ✗ ✗ ✗ ✓

Environmental Effects ✗ ✗ ✗ ✓

Source Misclassification ✓ ✓ ✓ ✓

Astrophysical Population Assumptions ✓ ✓ ✓ ✓

Table 1. Summary of the causes discussed in this paper that can potentially mimic a GR
deviation while performing tests of GR. The tick means the effect should be accounted for
in the waveform models and/or analysis methods when analyzing data of a GW detector
of a given sensitivity. The cross means the effect is sub-dominant to show up as a false GR
violation with that detector sensitivity.

future-generation observatories remains uncertain, it is difficult to imagine that they

will subside to any degree. It therefore behooves analysts to understand and mitigate

these noise sources as post-processing steps before any claim of a GR violation. On

the other hand, the effect of contamination from overlapping signals, whether they be

super- or sub-threshold to detection, will only increase and get worse as the sensitivity

of instruments gets better.

Data Gaps—For current-generation detectors, data gaps are not expected to be a

problem for tests of GR because of the expected length of signals in the band and

the likelihood of data gaps at precisely those times. For XG observatories, however,

data gaps could become more problematic, as the signal duration increases to many

hours to days, and the likelihood of gaps increases.

Detector calibration—For the current generation of observatories, uncertainties

due to detector calibration do not introduce biases in parameter estimation when

assuming general-relativistic waveforms, and therefore are not expected to introduce

problems in tests of GR (e.g., Vitale et al. 2012, and see Section 2.5). For XG

observatories, assuming an ≈ 1% relative error on the amplitude, and ≈ 1◦ error

in phase, detector calibration error leads to mismatch errors of approximately 10−5,

which may be problematic for tests of GR (Pürrer & Haster 2020). Of course, this is

only a dominant source of uncertainty if other sources (e.g., waveform systematics)

can be mitigated below this level.
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5.2. Waveform Systematics

Eccentricity—Employing non-precessing, eccentric waveforms, some papers have

claimed the evidence for eccentricity in observed GW signals (Romero-Shaw et al.

2020; Gayathri et al. 2022; Romero-Shaw et al. 2021; O’Shea & Kumar 2021; Gupte

et al. 2024). Although this is contentious (see discussion in Section 3.1.1), it points to

the fact that effects of eccentricity are already relevant in current observations, and

therefore already pose a difficulty when performing tests of GR. This will continue

to be a problem, and may be further exacerbated, as observatories become more

sensitive.

Tidal Effects—Tidal signatures may be present in several observed neutron star

binary mergers (e.g., Abbott et al. 2017a, 2020b), although a confident detection of

tidal signature is yet to occur. While misspecification of tidal effects is unlikely to

appear as a GR violation in current detectors, a clean tidal signature may be present

in A+ observatories for dynamical tidal effects (Pratten et al. 2022), and XG detectors

for linear tides (e.g., Hinderer et al. 2010; Pereira et al. 2022).

Kick-induced Effects—The kick-induced effects are too small to be detected with

the current GW detectors but could potentially be observed in XG era (Gerosa &

Moore 2016; Mahapatra et al. 2023). The XG detectors are expected to observe

∼ 4 − 5 events per year for which these effects will be constrained to better than

∼ 10% (Mahapatra et al. 2023).

Ringdown—Tests of GR and the no-hair theorem are already performed using the

ringdown of loud GW signals (e.g., Abbott et al. 2016a) where the challenges that arise

with specifying the ringdown start time and avoiding overfitting to nonlinearities are

already present. These challenges will only intensify as the ringdown signals become

louder in future observatories (e.g., Thrane et al. 2017).

Precession and Higher-order Modes—Several events in the existing GWTC have

strong evidence of higher-order modes due, e.g., to extreme mass ratios such as

GW190412 (Abbott et al. 2020d) and GW190814 (Abbott et al. 2020e). There are

several events that have evidence of spin precession, such as GW190521 (Miller et al.

2024) and GW200129 (Hannam et al. (2022), although see Payne et al. (2022); Macas

et al. (2024)). It is therefore important to account for spin precession and higher-

order modes in current analyses, and the inclusion of higher modes will become even

more important as the sensitivity of observatories continues to improve.

Memory—Displacement memory is too small to be detected in individual events

with the sensitivities of current detectors (Lasky et al. 2016; Hübner et al. 2020,

2021; Grant & Nichols 2023). A memory signal is expected to influence parameter

estimation results in loud events with SNR greater than 60, expected during the A#

era (Xu et al. 2024), implying at this stage memory needs to be properly accounted for

in waveforms models. Memory will have a significant influence in XG observatories;
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for example, Cosmic Explorer is predicted to have 3 to 4 events per year where

memory is detectable for an individual event (Grant & Nichols 2023), amplifying the

need to properly account for memory effects.

Waveform Calibration—If we consider NR simulations to be the ground truth,

then current waveform calibration errors refer to systematic biases introduced be-

cause the waveform approximants do not exactly match the NR simulations. But

even NR waveforms carry uncertainties associated with, e.g., resolution effects and

finite radius extraction. Such waveform calibration errors on the order of a few per-

cent in amplitude, and a couple of degrees in phase, are subdominant to stochastic

noise processes for binary neutron star observations at approximately 100 Mpc in A+

observatories (Read 2023). Waveform uncertaintes are currently smaller than this,

implying they are not a potential source of bias for tests of GR. This is not neces-

sarily true in the A# and XG era when even NR waveforms will not be sufficiently

accurate for unbiased parameter estimation recovery (Pürrer & Haster 2020; Hu &

Veitch 2022). This latter point motivates the continual need for more accurate NR

simulations and waveform extraction methods, as well as waveform approximations.

5.3. Astrophysical Aspects

Lensing—In current and future detectors like advanced LIGO and A+, the estimated

rate of strong lensing events for binary neutron stars is approximately 0.1%, while for

binary black holes it is expected to be around 0.2%. These figures are consistent across

various studies (Smith et al. 2023; Ng et al. 2018; Xu et al. 2022). Following this,

advanced LIGO is anticipated to detect approximately 0.1 lensing events per year,

whereas A+ is projected to observe 1 event annually. However, with XG detectors,

O(100) events could be detected per year. It is important to note that these rates serve

as a lower bound for millilensing and microlensing, since they could occur together

with strong lensing in events. Therefore, lensing effects will not be a significant issue

only until XG era.

Environmental Effects—Astrophysical environments in which one may anticipate

binary systems merging (and which may leave an imprint on the GW signal) include

thick (ρ̄ ∼ 10−8 g/cm3) and thin (ρ̄ ∼ 0.1 g/cm3) accretion disks around active galac-

tic nuclei (Barausse et al. 2014), cold dark matter spikes (ρ̄ ∼ 10−6 g/cm3) (Gondolo

& Silk 1999), superradiant-boson clouds (ρ̄ ∼ 0.1 g/cm3) (Brito et al. 2020) and the

dynamical fragmentation of massive stars (ρ̄ ∼ 107 g/cm3) (Fedrow et al. 2017). San-

toro et al. (2023) found no support for environmental effects in GWTC-1, and found

the environmental density would need to be ∼ 20 g/cm3 to be observable. This likely

does not correspond to any of the astrophysical environments mentioned previously.

For advanced LIGO design sensitivity, they find that dynamical friction effects are

detectable at ρ̄ ≳ 10 for a GW170817-like event, while the effect of collisionless ac-

cretion is only visible for densities 10-100 times greater. As there are no proposed
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environments with such densities, it is unlikely for environmental effects to be vis-

ible in advanced LIGO data. They find that XG observatories will be sensitive to

environmental densities of ∼ 10−3 g/cm3, which includes both thin accretion disks

and superradiant clouds. It is therefore likely that environmental signatures will only

become relevant for GR tests in XG and beyond.

Source Misclassification—The problem of source misclassification is ever-present in

tests of GR and must be considered when mitigating against false GR violations. For

example, while current analyses find no evidence of GW echoes that would provide

evidence of black-hole mimickers (see Section 4.3.1), these non-detections only place

limits on, e.g., the reflective properties of the ultra-compact objects. As the sensitiv-

ity of the GW network improves, we will continue to probe the parameter space of

potential black-hole mimickers.

Astrophysical Population Assumptions—The problem of fortifying hierarchical

tests of GR against population assumptions and modelling systematics will be ever-

present. Statistical assumptions on how to combine the information from individual

events require care, as they reflect implicit assumptions on the beyond-GR theory that

is being tested (Zimmerman et al. 2019; Isi et al. 2019b). Incorrect prior assumptions

on the astrophysical population can cause biases if the deviation parameters are cor-

related with individual source parameters. These biases can be mitigated by jointly

inferring the astrophysical population when performing hierarchical tests of GR, or in

the high-SNR limit of XG detectors if the degeneracies between source parameters and

deviation parameters are not perfect (Payne et al. 2023). Effects due to the finite size

of the catalog (Pacilio et al. 2023) or selection effects against large deviations (Magee

et al. 2024) can also lead to biases in population constraints if not properly accounted

for. Finally, waveform systematics (both due to missing physics and sub-optimal cali-

bration) can accumulate in a population analysis and lead to infer false GR violations

even if the biases are under control at the single-event level (Moore et al. 2021; Saini

et al. 2023). This effect will be even more prominent when restricting the test to

high-SNR events that can be routinely observed with XG detectors (Hu & Veitch

2023).

6. SUMMARY

Since the first detection in 2015, GW observations are now routinely used to test

GR in highly dynamical and non-linear gravity regimes. Several tests of GR exist

at the moment and the majority of them rely on comparing the GW data with well-

motivated, state-of-the-art waveform models. The GW observations from the LIGO-

Virgo-KAGRA collaboration have so far not found any deviation from GR, but this

may not be the case forever, especially with the increased sensitivity of GW detectors.

In the future, all these well-motivated, state-of-the-art waveform models may fall short

of explaining all the features in the high-quality data due to the complexity of the

physics of GW sources and the detector noise modeling.
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In this paper, we listed the possible causes that can lead to an apparent GR de-

viation using observations from ground-based GW detectors given the current wave-

form models and data analysis techniques that are available to the community. We

grouped these causes into three broad categories: noise systematics, waveform system-

atics, and astrophysical aspects. Noise systematics include noise being non-stationary

and/or non-Gaussian with or without time-overlapping signals present in the data,

gaps in data, and errors in instrument calibration. Waveform systematics include

cases of missing physics such as eccentricity, tides, kicks, overtones, mirror modes,

and non-linear ringdown modes, and sub-optimal modeling and calibration (with NR

waveforms) of quasi-circular waveforms. Astrophysical aspects include gravitational

lensing, non-vacuum environments, mistaken source classes, and assumptions of as-

trophysical population.

Our list is admittedly not complete and we might have missed some other important

causes of false GR deviation. However, we hope that this paper will serve as a starting

point for the community to study, understand, and document the effects of these

causes on tests of GR. In a follow-up paper, we will discuss what actions could be

taken when a significant GR deviation is detected and propose a possible formulation

of a GR violation detection checklist. We hope that these efforts will prepare us for

the time when there will be an actual statistically significant GR deviation found in

the GW data.
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et al. 2018, Phys. Rev. D, 98, 084028,
doi: 10.1103/PhysRevD.98.084028

Cotesta, R., Carullo, G., Berti, E., &
Cardoso, V. 2022, Phys. Rev. Lett.,
129, 111102,
doi: 10.1103/PhysRevLett.129.111102

Crisostomi, M., Dey, K., Barausse, E., &
Trotta, R. 2023, Phys. Rev. D, 108,
044029,
doi: 10.1103/PhysRevD.108.044029

Cusin, G., & Lagos, M. 2020, Phys. Rev.
D, 101, 044041,
doi: 10.1103/PhysRevD.101.044041

Cutler, C., & Lindblom, L. 1987, ApJ,
314, 234, doi: 10.1086/165052

Dai, L., & Venumadhav, T. 2017.
https://arxiv.org/abs/1702.04724

Dall’Amico, M., Mapelli, M.,
Torniamenti, S., & Sedda, M. A. 2023.
https://arxiv.org/abs/2303.07421

Damour, T., & Esposito-Farese, G. 1992,
Class. Quant. Grav., 9, 2093,
doi: 10.1088/0264-9381/9/9/015

Damour, T., & Rettegno, P. 2023, Phys.
Rev. D, 107, 064051,
doi: 10.1103/PhysRevD.107.064051

Dang, Y., Wang, Z., Liang, D., & Shao, L.
2023.
https://arxiv.org/abs/2311.16184

Davis, D., Littenberg, T. B.,
Romero-Shaw, I. M., et al. 2022, Class.
Quant. Grav., 39, 245013,
doi: 10.1088/1361-6382/aca238

Davis, D., Massinger, T. J., Lundgren,
A. P., et al. 2019, Class. Quant. Grav.,
36, 055011,
doi: 10.1088/1361-6382/ab01c5

Davis, D., et al. 2021, Class. Quant.
Grav., 38, 135014,
doi: 10.1088/1361-6382/abfd85

Davis, M., Ruffini, R., Press, W. H., &
Price, R. H. 1971, Phys. Rev. Lett., 27,
1466,
doi: 10.1103/PhysRevLett.27.1466

De Luca, V., Maselli, A., & Pani, P. 2023,
Phys. Rev. D, 107, 044058,
doi: 10.1103/PhysRevD.107.044058

de Rham, C., & Melville, S. 2018, Phys.
Rev. Lett., 121, 221101,
doi: 10.1103/PhysRevLett.121.221101

Deliyergiyev, M., Del Popolo, A., Tolos,
L., et al. 2019, Phys. Rev. D, 99,
063015,
doi: 10.1103/PhysRevD.99.063015

Dergachev, V., & Papa, M. A. 2021,
Phys. Rev. D, 103, 063019,
doi: 10.1103/PhysRevD.103.063019

Detweiler, S. L. 1980, Astrophys. J., 239,
292, doi: 10.1086/158109

Dey, K., Karnesis, N., Toubiana, A., et al.
2021, Phys. Rev. D, 104, 044035,
doi: 10.1103/PhysRevD.104.044035

Dhani, A. 2021, Phys. Rev. D, 103,
104048,
doi: 10.1103/PhysRevD.103.104048

Dhani, A., & Sathyaprakash, B. S. 2021.
https://arxiv.org/abs/2107.14195

Dhani, A., Völkel, S., Buonanno, A., et al.
2024.
https://arxiv.org/abs/2404.05811

Di Vecchia, P., Heissenberg, C., Russo,
R., & Veneziano, G. 2023.
https://arxiv.org/abs/2306.16488

Dietrich, T., Bernuzzi, S., & Tichy, W.
2017, Phys. Rev. D, 96, 121501,
doi: 10.1103/PhysRevD.96.121501

Dietrich, T., et al. 2019, Phys. Rev. D, 99,
024029,
doi: 10.1103/PhysRevD.99.024029

Divyajyoti, Kumar, S., Tibrewal, S.,
Romero-Shaw, I. M., & Mishra, C. K.
2024, Phys. Rev. D, 109, 043037,
doi: 10.1103/PhysRevD.109.043037

Doctor, Z., Farr, B., Holz, D. E., &
Pürrer, M. 2017, Phys. Rev. D, 96,
123011,
doi: 10.1103/PhysRevD.96.123011

D’Orazio, D. J., & Loeb, A. 2018, Phys.
Rev. D, 97, 083008,
doi: 10.1103/PhysRevD.97.083008

Dreyer, O., Kelly, B. J., Krishnan, B.,
et al. 2004, Class. Quant. Grav., 21,
787, doi: 10.1088/0264-9381/21/4/003

https://arxiv.org/abs/2312.14118
http://doi.org/10.1103/PhysRevD.98.084028
http://doi.org/10.1103/PhysRevLett.129.111102
http://doi.org/10.1103/PhysRevD.108.044029
http://doi.org/10.1103/PhysRevD.101.044041
http://doi.org/10.1086/165052
https://arxiv.org/abs/1702.04724
https://arxiv.org/abs/2303.07421
http://doi.org/10.1088/0264-9381/9/9/015
http://doi.org/10.1103/PhysRevD.107.064051
https://arxiv.org/abs/2311.16184
http://doi.org/10.1088/1361-6382/aca238
http://doi.org/10.1088/1361-6382/ab01c5
http://doi.org/10.1088/1361-6382/abfd85
http://doi.org/10.1103/PhysRevLett.27.1466
http://doi.org/10.1103/PhysRevD.107.044058
http://doi.org/10.1103/PhysRevLett.121.221101
http://doi.org/10.1103/PhysRevD.99.063015
http://doi.org/10.1103/PhysRevD.103.063019
http://doi.org/10.1086/158109
http://doi.org/10.1103/PhysRevD.104.044035
http://doi.org/10.1103/PhysRevD.103.104048
https://arxiv.org/abs/2107.14195
https://arxiv.org/abs/2404.05811
https://arxiv.org/abs/2306.16488
http://doi.org/10.1103/PhysRevD.96.121501
http://doi.org/10.1103/PhysRevD.99.024029
http://doi.org/10.1103/PhysRevD.109.043037
http://doi.org/10.1103/PhysRevD.96.123011
http://doi.org/10.1103/PhysRevD.97.083008
http://doi.org/10.1088/0264-9381/21/4/003


45

Driggers, J. C., et al. 2019, Phys. Rev. D,
99, 042001,
doi: 10.1103/PhysRevD.99.042001

Duez, M. D., Liu, Y. T., Shapiro, S. L., &
Stephens, B. C. 2004, Phys. Rev. D, 69,
104030,
doi: 10.1103/PhysRevD.69.104030

Dutta Roy, P., & Saini, P. 2024.
https://arxiv.org/abs/2403.02404

Eardley, D. M. 1975, Astrophysical
Journal, 196, L59, doi: 10.1086/181744

Eda, K., Itoh, Y., Kuroyanagi, S., & Silk,
J. 2013, Phys. Rev. Lett., 110, 221101,
doi: 10.1103/PhysRevLett.110.221101

Eddington, A. S. 1988, The Internal
Constitution of the Stars, Cambridge
Science Classics (Cambridge University
Press),
doi: 10.1017/CBO9780511600005

Edy, O., Lundgren, A., & Nuttall, L. K.
2021, Phys. Rev. D, 103, 124061,
doi: 10.1103/PhysRevD.103.124061

Edy, O., Lundgren, A., & Nuttall, L. K.
2021, Phys. Rev. D, 103, 124061,
doi: 10.1103/PhysRevD.103.124061

Eroshenko, Y. N. 2016, Astron. Lett., 42,
347, doi: 10.1134/S1063773716060013

Essick, R. 2022, Phys. Rev. D, 105,
082002,
doi: 10.1103/PhysRevD.105.082002

Evans, M., et al. 2021.
https://arxiv.org/abs/2109.09882

—. 2023.
https://arxiv.org/abs/2306.13745

Ezquiaga, J. M., Holz, D. E., Hu, W.,
Lagos, M., & Wald, R. M. 2021, Phys.
Rev. D, 103, 064047,
doi: 10.1103/PhysRevD.103.064047

Ezquiaga, J. M., Hu, W., & Lagos, M.
2020, Phys. Rev. D, 102, 023531,
doi: 10.1103/PhysRevD.102.023531

Ezquiaga, J. M., Hu, W., Lagos, M., Lin,
M.-X., & Xu, F. 2022, JCAP, 08, 016,
doi: 10.1088/1475-7516/2022/08/016

Farr, W., Farr, B., & Littenberg, T. 2014,
MODELLING CALIBRATION
ERRORS IN CBC WAVEFORMS.
https:
//dcc.ligo.org/LIGO-T1400682/public

Favata, M. 2009a, J. Phys. Conf. Ser.,
154, 012043,
doi: 10.1088/1742-6596/154/1/012043

—. 2009b, Phys. Rev. D, 80, 024002,
doi: 10.1103/PhysRevD.80.024002

—. 2014, Phys. Rev. Lett., 112, 101101,
doi: 10.1103/PhysRevLett.112.101101

Favata, M., Hughes, S. A., & Holz, D. E.
2004, Astrophys. J. Lett., 607, L5,
doi: 10.1086/421552

Favata, M., Kim, C., Arun, K. G., Kim,
J., & Lee, H. W. 2022, Phys. Rev. D,
105, 023003,
doi: 10.1103/PhysRevD.105.023003

Fedrow, J. M., Ott, C. D., Sperhake, U.,
et al. 2017, Phys. Rev. Lett., 119,
171103,
doi: 10.1103/PhysRevLett.119.171103

Ferguson, D., Jani, K., Laguna, P., &
Shoemaker, D. 2021, Phys. Rev. D, 104,
044037,
doi: 10.1103/PhysRevD.104.044037

Ferreira, E. G. M. 2021, Astron.
Astrophys. Rev., 29, 7,
doi: 10.1007/s00159-021-00135-6

Fields, J., Prakash, A., Breschi, M., et al.
2023, Astrophys. J. Lett., 952, L36,
doi: 10.3847/2041-8213/ace5b2

Finch, E., & Moore, C. J. 2021, Phys.
Rev. D, 104, 123034,
doi: 10.1103/PhysRevD.104.123034

—. 2022, Phys. Rev. D, 106, 043005,
doi: 10.1103/PhysRevD.106.043005

Fitchett, M. J. 1983, Mon. Not. R.
Astron. Soc., 203, 1049

Flanagan, E. E., & Hinderer, T. 2008,
Phys. Rev. D, 77, 021502,
doi: 10.1103/PhysRevD.77.021502

Flanagan, E. E., & Hughes, S. A. 1998,
Phys. Rev. D, 57, 4566,
doi: 10.1103/PhysRevD.57.4566

Flanagan, E. E., & Racine, E. 2007, Phys.
Rev. D, 75, 044001,
doi: 10.1103/PhysRevD.75.044001

Forteza, X. J., Bhagwat, S., Kumar, S., &
Pani, P. 2023, Phys. Rev. Lett., 130,
021001,
doi: 10.1103/PhysRevLett.130.021001

http://doi.org/10.1103/PhysRevD.99.042001
http://doi.org/10.1103/PhysRevD.69.104030
https://arxiv.org/abs/2403.02404
http://doi.org/10.1086/181744
http://doi.org/10.1103/PhysRevLett.110.221101
http://doi.org/10.1017/CBO9780511600005
http://doi.org/10.1103/PhysRevD.103.124061
http://doi.org/10.1103/PhysRevD.103.124061
http://doi.org/10.1134/S1063773716060013
http://doi.org/10.1103/PhysRevD.105.082002
https://arxiv.org/abs/2109.09882
https://arxiv.org/abs/2306.13745
http://doi.org/10.1103/PhysRevD.103.064047
http://doi.org/10.1103/PhysRevD.102.023531
http://doi.org/10.1088/1475-7516/2022/08/016
https://dcc.ligo.org/LIGO-T1400682/public
https://dcc.ligo.org/LIGO-T1400682/public
http://doi.org/10.1088/1742-6596/154/1/012043
http://doi.org/10.1103/PhysRevD.80.024002
http://doi.org/10.1103/PhysRevLett.112.101101
http://doi.org/10.1086/421552
http://doi.org/10.1103/PhysRevD.105.023003
http://doi.org/10.1103/PhysRevLett.119.171103
http://doi.org/10.1103/PhysRevD.104.044037
http://doi.org/10.1007/s00159-021-00135-6
http://doi.org/10.3847/2041-8213/ace5b2
http://doi.org/10.1103/PhysRevD.104.123034
http://doi.org/10.1103/PhysRevD.106.043005
http://doi.org/10.1103/PhysRevD.77.021502
http://doi.org/10.1103/PhysRevD.57.4566
http://doi.org/10.1103/PhysRevD.75.044001
http://doi.org/10.1103/PhysRevLett.130.021001


46

Fritschel et al. 2022, Report of the LSC
Post-O5 Study Group, Tech. Rep.
T2200287, https:
//dcc.ligo.org/LIGO-T2200287/public

Gair, J. R., & Moore, C. J. 2015, Phys.
Rev. D, 91, 124062,
doi: 10.1103/PhysRevD.91.124062

Gamba, R., Breschi, M., Bernuzzi, S.,
Agathos, M., & Nagar, A. 2021, Phys.
Rev. D, 103, 124015,
doi: 10.1103/PhysRevD.103.124015

Gamba, R., Breschi, M., Carullo, G.,
et al. 2023, Nature Astron., 7, 11,
doi: 10.1038/s41550-022-01813-w
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Hübner, M., Lasky, P., & Thrane, E.
2021, Phys. Rev. D, 104, 023004,
doi: 10.1103/PhysRevD.104.023004
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