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We introduce protocols to prepare many-body quantum states with quantum circuits assisted
by local operations and classical communication. We show that by lifting the requirement of exact
preparation, one can substantially save resources. In particular, the so-called W and, more generally,
Dicke states require a circuit depth and number of ancillas per site that are independent of the system
size. As a biproduct of our work, we introduce an efficient scheme to implement certain non-local,
non-Clifford unitary operators. We also discuss how similar ideas my be applied in the preparation
of eigenstates of well-known spin models, both free and interacting.

Introduction.— The preparation of many-body quan-
tum states plays a pivotal role in quantum simulation [1].
On the one hand, some of those states are required to ex-
ploit the field of quantum sensing [2], quantum commu-
nication [3], or play a crucial role in quantum informa-
tion theory [4]. On the other, they allow to investigate
quantum many-body systems, extracting properties that
otherwise are difficult to compute. Furthermore, some of
them can be useful to initialize quantum algorithms that
prepare ground states [5—7] or thermal states [8-12].

As current noisy intermediate-scale quantum (NISQ)
devices [13] are limited in the number of qubits and the
coherence time, it is very important to devise efficient
preparation schemes making use of the minimum amount
of resources. Following early ideas [14, 15], an emerging
theme is that preparation protocols using unitary cir-
cuits can be improved making use of additional ancillas,
measurements, and feedforward operations, notably in
the context of topological order [16-29]. These ingredi-
ents are very natural from the point of view of quantum
information, where they are called local operations and
classical communication (LOCC) [4].

The main goal of this work is to introduce novel proto-
cols that save additional resources as compared to exist-
ing schemes. As we show, this is achieved by relaxing the
condition of preparing the states exactly and determin-
istically. This does not cause any disadvantage since for
any realistic device exact preparation will never be possi-
ble. A cornerstone of our schemes is a non-local unitary
operation that can be efficiently implemented and that,
in contrast to those introduced in Ref. [16], is not Clif-
ford [31, 32]. We also show how this operation can help
to save resources by creating one-by-one excitations in
spin systems.

In this letter, we identify as resources the depth D of
the quantum circuit (QC), the number of experimental
repetitions NV,., and the number of ancillas per qubit N,
needed in order to produce an infidelity I = . It is im-
portant to carefully define the depth of the circuit, which
will be done later. We anticipate that, contrary to some
of the protocols in Ref. [16], we will only allow for LOCC

Ref. D N, N,
Result 3 O(Inln1/e) 1 0(1)
W Result 3 o(1) O(lnlnl/e)  O(1)
Result 4 o(1) 1 O(1/+/¢)
Ref. [30] 0(1) O(InN) 1
Result 3 o(1) O(lar,e) O(VM)
Dicke| Result 3 O(fns.) 1 O(VM)
Result 5 O(MY*4%, ) 1+4m./N 1
Ref. [30] o(1) O(NInN) 1

TABLE I. Summary of our results and comparison with pre-
vious work [M: number of excitations; e: infidelity]. The re-
sources are the depth D (including LOCC, if applicable) the
number of ancillas per site N, and of repetitions N,.. A trade-
off is possible in some cases, and we give variants optimizing
either D, N, or Ny [¢ar,e is defined in Egs. (4) and (6) for Re-
sults 3 and 5, respectively]. Ref. [30] allows for M = O(\/ﬁ )
while, for arbitrary M, N, = O(Poly(N)), D = O(In N).

where all the measurements are executed in parallel. We
also note that, in our schemes, one can trade among dif-
ferent resources, but we will be mostly concerned with
saving N, and D, which are arguably more important
for the first generation of quantum computers.

Our main result is to show how to prepare the N-qubit
Dicke states [33]

(W(M)) = Zy (S)M]0...0), (1)
where S* = 22:1 o Zy is a normalization fac-
tor, while a,jfl are the ladder operators at position m.
The states (1) are eigenstates of the Dicke Hamiltonian
Hp =S8tS~+S5~ 8", where M =0, ..., N is the number
of excitations. They are prototypical examples of low-
entangled states which can not be prepared with finite
circuit depth (in the thermodynamic limit) by local uni-
tary circuits [16, 34]. In addition, the Dicke state with
one excitation, called the W state, plays an important
role in quantum information theory [35].

The preparation of Dicke states with LOCC has been



previously considered in the literature. In Ref. [16] a pro-
tocol was proposed to prepare the W state that uses a
QC with D = O(1), but requires sequential use of LOCC,
i.e. a O(N) preparation time. In Ref. [30] an ingenious
approach was introduced to deterministically prepare the
W and Dicke states with constant depth but N, scaling
with N. Instead, the protocols developed in this work al-
low, for any fixed desired infidelity and a constant num-
ber of excitations, N-independent resources (Table I).
Our approach is very different from that of Ref. [30] and
arguably simpler. The idea is that the Dicke state may be
obtained by measuring the total number of excitations,
starting from some suitable unentangled (and thus, easily
prepared) initial state.

We also discuss how similar ideas may be useful to
prepare certain states of interest in many-body physics.
We consider the eigenstates of the XX Hamiltonian
and present a deterministic preparation protocol with
D = O(MN), where M is the number of excitations.
While our protocol is less efficient than the state-of-the-
art unitary algorithm requiring O(N) depth [36-38], our
method is of interest as it is in principle applicable to
more general states and could lead to further improve-
ment or generalizations. Finally, we also discuss how
extension of our ideas may allow one to prepare eigen-
states of interacting spin chains, including the so-called
Richardson-Gaudin model [39, 40].

Non-Clifford unitaries from QCs and LOCC.— We
consider N qubits in one spatial dimension. The associ-
ated Hilbert space is H = HS™, with Hy ~ C?, while we
denote by {]0),|1)} the computational basis. We attach
to each qubit N, ancillas. Then, we define the local QCs
as the unitaries W = W, ... W5 Vi, where each “layer”
W, contains quantum gates acting on disjoint pairs of
nearest-neighbor qubits and possibly the associated an-
cillas. In between each layer, we allow for LOCC con-
sisting of a round of measurements executed in parallel,
classical processing of the outcomes and local corrections
(executed in parallel). We define the circuit depth as the
total number of unitary layers and LOCC steps.

We begin by showing how to implement non-Clifford
operations of the form

V=100 @ U +[1)y(1| @ UM (2)

where U®) = ®§V:1Uk’j and Uy ; act on system qubit j,
with k& = 0,1. Here, |£) = (|0) & |1))/+/2, while b is the
ancilla placed at position 1. We prove the following:

Result 1. V' can be implemented deterministically (N, =
1), using N, =1 and D = 6.

Given the (unnormalized) joint input state |0), |¢o) +
1), [¢1), the QC implementing V' is depicted in Fig. 1
and detailed below. In the first layer, the circuit creates
maximally entangled pairs between neighboring ancillas
|q)+>2j,2j+l (] = 1, 2, ey N/2—1) Second, CNOsz_LQj
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FIG. 1. Quantum circuit implementing the unitary in Eq. (2)
(the exchange of bits via classical communication is not
shown). Physical and ancillary input qubits are denoted by
blue and orange circles, respectively. X and Z are Pauli op-
erators, whose exponents «;, p; and p are defined in the main
text, together with V;. All measurements are in the Z-basis.

gates are applied over pairs of ancillas, except for the last
one, j = 1,...,(N/2 —1). This layer is followed by a
LOCC step: we measure all even ancillas in the Z-basis,
obtaining measurement outcomes ap; € {0, 1}, and apply
local Pauli corrections X ,’;’“ over all odd ancillas k& > 3,
where p, = sz<k aj. At the same time, the decoupled
even ancillas are rotated to the |0), ; state. We then apply
another layer of CNOTy;_1;, j = 1,...,N/2 to all an-
cilla pairs, yielding the joint state [0)®™ |¢ho)4[1) &N |1h1),
and proceed by applying to each ancilla and system qubit
the control unitary V; = [0)(0| ® Uy ; + [1)(1| ® Uy, ;. Fi-
nally, we perform a LOCC step: we measure all ancillas
except b in the |£) basis, yielding the outcomes {g; }§V22
and apply Z] where p is the parity of > y B;. This yields
100, U abo) + 1), UM [¢1) [41].

Measuring the number of excitations.— The uni-
tary (2) is the key ingredient to our preparation protocol
for the Dicke state, as it allows for an efficient measure-
ment of the number of excitations. Consider the state
1) and let us define the excitation number Ne = nj;,
where n; = (1 — 07)/2. Denoting by II; the projector
onto the eigenspace of N, associated with the eigenvalue
7, we wish to implement the corresponding measurement.
It turns out that it is possible to implement a closely re-
lated measurement using shallow QCs and LOCC, corre-
sponding to the projectors H? = Zieﬁ II; where 7;_5 is

the set of indices 7 such that i = j (mod 2°). In particu-
lar, we obtain the following:

Result 2. The measurement corresponding to the set
{H§ }; can be implemented using a circuit with D = O(¢),
N, =1 and ¢ additional ancillas.

The circuit implementing this measurement is repre-
sented in Fig. 2. Attaching all ¢ ancillas, initialized
in |0), to the first site, the circuit applies to each of
them, sequentially, a controlled operator consisting of
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FIG. 2. Quantum circuit with D = O({) implementing the
measurements corresponding to {II{};. The bottom thick line
corresponds to the physical Hilbert space of N qubits, while
¢ ancillas are attached to the first qubit. Each control-U op-
eration is implemented with depth O(1) via the unitary V in
Eq. (2). All measurements are performed in the Z-basis.

the unitary operation V in Eq. (2) with U® = 1 and
UL = uM(z) = e2™Ne/2" where z = 1,...,¢ cor-
responding to each ancilla. At the end of the circuit,
an inverse Quantum Fourier Transform (QFT) is ap-
plied to the ¢ ancillas. This unitary requires depth
D = O(¢) [42] (even assuming 1D locality constrains). It
is easy to see that these operations map a state |¢) into
Z;,...,u:o i1, ... i¢) @ H|), where iy ---i; is the bi-
nary representation of . The desired measurement, with
the expected probability distribution, is then achieved by
performing a projective measurement onto the £ ancillas.
Note that UM (z) = [UM(£)]2", and thus the protocol
is the same of the phase estimation algorithm [43], with
the difference that [1)) is not an eigenstate for UM (¢).

Preparation of Dicke states.— We are now in a posi-
tion to describe our protocol for the preparation of the
Dicke state |W(M)). Fixing M < N/2, set p = M/N
and define |¥(p)) = (vVI—=p|0) + /p|1))® N which can
be trivially prepared with D = 1. Now, if we could per-
form a measurement of the number of excitations and
force the outcome to M, then we would obtain |V (M)).
This is because of the identity

N

won =3[V -m] e o

e=0

which implies I/ [¥(p)) o< [W(M)). Based on this ob-
servation and our previous results, it is easy to devise
a preparation scheme. The idea is to perform a mea-
surement corresponding to the projectors {II%}; for suf-
ficiently large ¢, and repeat the procedure N, times until
we get the desired measurement outcome M. At the
end of this procedure we obtain a final state |¢)p)
4, [¥(p)). The accuracy of the protocol is controlled by
the infidelity I = |1 — | (W(M)|+?) |?|, while the number
of repetitions depends on the probability Pp; of obtain-
ing the outcome M. By inspection of the state (3), we

find I ~ e2", Pp; ~ M~1/2 [44], and we arrive at:

Result 3 (Preparation of Dicke states). Up to an in-
fidelity I = e, the Dicke state |W(M)) can be prepared

with N, = O(VM), No = 1, D = O(lpre) and Uy e
additional ancillas, where

lpre = max {logQ(ZLM)7 1+ log, IH(VBFM/S)} .4

Alternatively, by slight modifications of the protocol, it is
not difficult to show that one can trade the depth with the
number of ancillas, realizing a circuit with N, = O(¢pr,¢),
N, = O(VM), D = O(1) [44], cf. Table I. Note that both
the number of repetitions and the depth of the circuit do
not scale with the system size.

The W state.— For M = 1, the above construc-
tion gives us an efficient preparation protocol for the W
state. In this case, there exists an alternative construc-
tion which, while less efficient, is simpler and could be
of interest for implementation in current NISQ devices.
The idea is to prepare the product state (/1 — J/N |0)+
V/0/N |1))®N  and then simply measure the parity of the
excitations. The protocol is considered to be successful if
the outcome is odd, in which case it yields a state which
we call |®()). Denoting by |W) the W state, it is easy to
see that |1 — | (W]®(8))|? < §2/4 and that the probabil-
ity of success is larger than §/2. On the other hand, the
measurement of the parity corresponds to the set {Hﬁ };
with ¢ = 1, so it can be done efficiently using Result 2.
Therefore, we have the following:

Result 4. Up to an infidelity I = ¢, the W state can be
prepared with N = O(1/+/e), N, =1, D = O(1).

Improved scheme via amplitude amplification.— Us-
ing our previous protocol, the average preparation time of
the Dicke state scales as N, = O(v/M), because we have
to do this number of repetitions to have a high probabil-
ity of success. The reason is that, given the initial state
|¥(p)), the probability of having M excitations scales as
1/v/M. We now show how we can exploit the Grover
algorithm (or its practical version, named amplitude am-
plification protocol (AAP) [45-48]) to improve this result.
It is important to notice that a direct application of that
algorithm makes the resources dependent on the system
size, N, something that we want to avoid. Thus, we have
to devise an alternative method, which is consistent with
the approximation, that circumvents this obstacle.

We recall that, given [¢)) = sina |¢1) 4 cos a[1)2), and
denoting by |¢)) the state orthogonal to |¢) in the sub-
space generated by [i¢1) and [i)2), the AAP allows one
to obtain |11) by applying a product of O(1/«) unitaries
S1(wj), Sa(wj) (for a small), which act as follows

S1(w) ) = ) (5a)
Sa(w) [p2) = [1b2) ,  (5b)

S1(w) ) =€ |)
Sa(w) [1h1) = €™ [¢n)

where w; are real numbers depending on o. Writ-
ing |¥(p)) = sina|W(M)) + cosa|R), we see that if



S1(w), Sa(w) can be implemented with circuits of con-
stant depth, then the AAP gives us a deterministic algo-
rithm to obtain |t1) with D = O(M'*4), thus reducing
the preparation time.

Realizing the operators in Egs. (5) exactly could be
done by known methods using N, = log,(N) and D =
O(1) [30]. Instead, we show that, applying ideas similar
to those developed so far, an approximate version of them
can be realized using a finite amount of resources [44].
This leads to the following improved version of Result 3:

Result 5 (Improved scheme via amplitude amplifica-
tion). Up to an infidelity I = €, the Dicke state |W(M))
can be prepared deterministically (N, = 1), with N, =1,
Uare additional ancillas, and D = O(M1/4€%w’€), where

lare = log, {ln(41/3) 2M(In2M +9/2)

+ In (Poly(M)/e*)]} . (6)

Eigenstates of the XX Hamiltonian.— Going beyond
the Dicke model, the previous ideas have ramifications for
other Hamiltonians whose eigenstates are labeled by the
number of excitations. As a first exanj{fple7 we discuss the
well-known XX spin chain H = — k:_ll (ofof + ojlo]).
This model can be solved via the Jordan-Wigner (JW)

k—1

transformation a, = (Hj;l Uj) 0, , mapping it to a non-

interacting Hamiltonian H = —Zévz_ll(a;aj_,_l + h.c.),
where {a}ak} = d; k. Accordingly, the eigenstates read
(M) = Al - AT|0)®Y with

N k-1
Aa:ch Haj oy - (7)
k=1 j=1

Here, {c{} are distinct sets of coefficients, such that
{Aa,Ag} = O7 {AL,A[@} = (Sa”g [49], while M = 0, ...N.
The form of the eigenstates is superficially similar to
that of the Dicke states, but it is more complicated due
to non-uniform coefficients ¢} and the string operators
11 j os. Yet, the anticommutation relations of A, allows
us to devise an efficient preparation protocol. Indeed,
the latter implies that |®(M)) = Wiy --- W1 0), where
W; = e”(AjJrA;)/Q. The W; are unitary and, using our
previous constructions, we find that they can be realized
deterministically with depth D = O(N) [44]. Therefore,
the eigenstates of the XX Hamiltonian with M excita-
tions can be prepared deterministically (N, = 1) by a
QC with LOCC of depth D = O(NM) and N, = 1.
The preparation of spin states which can be mapped
onto non-intercting (or Gaussian) fermionic states have
been considered before [36-38, 50-57]. In particular,
Ref. [36] gives a unitary algorithm preparing arbitrary
Gaussian operators with depth O(N), yielding a more
efficient preparation protocol. However, our approach

also allows us to prepare states which are not Gaussian
and in principle out of the reach of previous work. For
instance, we could prepare Af, --- Al |¢o), where |¢p)
is any linear combination of Gaussian states (assuming
|¢o) can be prepared efficiently). We also expect that
our method could be further improved and generalized
to more interesting situations.

Eigenstates of interacting Hamiltonians.— As a final
example, we consider general states of the form

[Wa) = B}, ... B]|0)*Y, 8)

where Bf = Zjvzl c?ajf are interpreted as creating spin
excitations. These states are quite general, including
the Dicke states and the eigenstates of the so-called
Richardson-Gaudin spin chain [39, 40], an interacting in-
tegrable model. Without assumptions on the coefficients
¢, efficient preparation of (8) is challenging. Here, we
will assume that we are in the “low excitation regime”,
namely M < N, and that Zjvzl E}?‘cf = 0a,3+O(M/N).
If |¢) has at most M excitations, this implies

[Ba, BY)[1) = 6a,5l¢) + O(M/N). (9)

Namely, B], act as creation operators, up to a O(M/N)
error. This allows us to devise a simple preparation pro-
tocol, sketched below, and estimate the number of re-
sources needed. We postpone a more detailed analysis
of the states (8) to future work, including a full study of
the Richardson-Gaudin eigenstates.

First, suppose that (9) holds exactly, i.e. without the
term O(M/N). Then, we create the state (8) by induc-
tion. Assuming we have prepared |¥p;_1)), we apply

N
ei@(BM-‘rBRI)|\I/M71> — de|\I/M71+k> , (10)
k=0

where we used Bys|Was—1) = 0, so that the number or ex-
citations cannot decrease. Now, we measure the number
of excitations, using the circuit described in Result 2, ne-
glecting for simplicity exponentially small errors in the
circuit depth. In case we obtain £ = 1 we have suc-
ceeded. If we measure k = 0, then we have not changed
anything so that we can repeat the procedure. If we ob-
tain k > 2, then we have failed. The probability of failing
and obtaining M = 1 are respectively O(6*) and O(6?).
We can iterate this procedure to prepare |¥,) starting
from |0)®". It is easy to show that the preparation time
scales as O(M/6?), while the success probability scales
as O(e*M92), independent of N.

If we do not neglect the term O(M/N) in (9), then the
above construction introduces additional errors. While
this is not relevant for the probabilities, the state (10)
contains corrections for each M. The latter can be es-
timated as follows. If we have to repeat the procedure
r times (on average), the error is M /N for each step.



Accordingly, the total error will be € = rM?/N. Since
r = 1/6%, and the probability of not detecting M = 0,1
in any procedure scales as prny = rM6O* by setting
Prail = 1/2 we have ¢ = M3/N. Thus, this allows us
to create M = O(N'/3) excitations if we take N large.

Outlook.— We have introduced protocols to prepare
many-body quantum states using QCs and LOCCs. We
have shown how we can save resources by relaxing the
condition of preparing the states exactly and determinis-
tically, but allowing for controlled infidelities and proba-
bilities of failure. Our results are expected to be relevant
for quantum-state preparation in present-day quantum
devices, also in light of recent experiments operating QCs
assisted by feedforward operations [26, 58—-60]. Our work
also raises several theoretical questions. For instance, it
would be interesting to explore the possibilities of this
approach to prepare eigenstates of more general inter-
acting Hamiltonians. In addition, it would be important
to understand how the classification of phases of matter
via quantum circuits and LOCC introduced in Ref. [16]
is modified by allowing for finite infidelities. We leave
these questions for future work.
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Appendix A: Preparation of the Dicke states

In this section we provide additional details on the preparation of the Dicke states. Denoting by N and M the
number of qubits and excitations, respectively, and by |Wx(M)) the Dicke state, we provide a full proof for the
following statement:

Proposition 1. For any € > 0, there exists a (non-deterministic) protocol which prepares a state |¥ ) with

1= [(Wn(M)|¥n) [ <e. (SA.1)
The protocol is successful with probability
1
Psuee > NS (SA.2)

it uses N, =1 ancilla per site, D = O({) and £ additional ancillas where

szax{ln(4M)/ln2’1+ lnln(\/87T7M/€)} ’

= (SA.3)

independent of N.

Note that, because the probability of success is O(1/v/ M), the protocol needs to be repeated, on average, O(v M)
times, which is the result announced in the main text.

Proof. As in the main text, we set p = M/N and start with the initial state (ommitting the dependence on N)
N N 1/2
) = VIl + Va0 =3 |(V)ra-n¥ | wen. (5.4
e=0

Choose £ as in (SA.3), and define Hg = Y ic7e i, where II; is a projector onto the eigenspace with 4 excitations,
J

while
7}£ = {i:i=7 (mod 2%)}. (SA.5)

We perform a measurement with respect to the projectors {Hﬁ} and repeat the precedure until we obtain the outcome
M. In case of success, the state reads

9= X [(Mra—m=] ey, (5.

where Z, is a normalization factor. According to Result 2, this measurement can be performed using a circuit with
D =0(¢), N, =1, and ¢ additional ancillas.



We need to estimate the success probability and the distance between |¥()) and |Wx (M)). The former is

Pace =23 =% [(Z)pe(l_ p)Ne}

e€Th
/2
N\ N N ! 1
> 1— > | > A.
> ()P0 -0" > 5 (s ) 2 v (5A.7)
where we used

1 N 1/2 NY N 1/2
Sl (N 1—p)N—M - A.
2 (27rM(N - M)) < (M)p (1=p)" 7 <2 (277M(N - M)) ’ (5A.8)

which holds for 0 < M < N and can be proved using known inequalities for the factorial [61].
For the overlap, we write

Z (N> (1—p)N=p° < (Z)pM(l —p)NM L Prle < M — 2°] + Prle > M +29]. (SA.9)

e
e€TH,

Since 2¢ > M, we have Prle < M — 2¢] = 0. Let us analyze Pr[e > M + 2¢]. The Chernoff inequality gives [62]

M+20 M
> 4 < - -
Pr[e_MJrQ]_exp[ ND( N HN)}’ (SA.10)

where D(-||-) is the relative entropy

D(allp) =aln 2 + (1 -a)ln . (SA.11)
p -D
We have
M+24 M
lim ND < + H) = —2' 4 (2¢ + M) In[(2¢ + M)/M], (SA.12)
N —o00 N N
d M+2 M
2 ND &= . Al
N N N) <0 (SA.13)
Eq. (SA.13) implies that N.D (Mﬁzz H %) is always larger than its asymptotic value. Therefore
M +2¢ M
ND ( ; HN) > 90 4 (2 + M) In[(2¢ + M)/M]. (SA.14)
Since 2¢ > 4M, we have
—20 4+ (2 + M) In[(2° + M)/M] > 271 (SA.15)
Setting Cn v = (Aj\;)pM(l —p)V=M and putting all together, we get
C Ple > M + 2
W (MIwOy 2 = ZNM -y 218 = T 2]
v Do) = St 51 - A
>1—V8rMe 2", (SA.16)
where we used 1/(14+2) > 1 —z.
Finally, using
Inln(v8TM
(514 DInlvETM/e). (SA.17)

In2

we get || (W (M)W |2 — 1] < e. Therefore, setting |¥y) = [T©)) we obtain the statement. [ |



Next, we prove that the protocol can be slightly modified to trade the depth with the number of ancillas.

Proposition 2. For any ¢ > 0, there exists a (non-deterministic) protocol which prepares a state |V ) with

1= [(Wn(M)|¥n) P <e. (SA.18)
The protocol is successful with probability
1
]Dsucc Z T (SAlg)
8mM

it uses D = O(1), N, = O({) ancilla per site, and £ additional ancillas, where € is defined in Eq. (SA.3).

Proof. Compared to the protocol explained in Prop. 1, we need to reduce the depth of the circuit to D = O(1). To this
end, we need to remove the inverse of the quantum Fourier transform (QFT) in the measurement of the excitations
(which requires a depth scaling with the number of ancillas) and parallelize the application of the operators U &y (z).
Our parallelization scheme is closely related to the one of Ref. [63].

We proceed as follows. We define ¢ as in Eq. (SA.3), and append ¢ — 1 ancillas per site, plus £ — 1 additional ancillas
to the first site (so, in the first site we have £ — 1+ ¢ = 2¢ — 1 ancillas). All ancillas are initialized in |0). Suppose the
initial state of the system is

W) = ¢y i1 dn) - (SA.20)
{ix}

We perform a controlled operations in each local set consisting of one system qubit and £ — 1 ancilla qubits, mapping

) @ 10)*Y = L) @ 1) * Y (SA.21)
yielding the state
|¥) = Z Ciroo 11+ I (SA.22)
{7k}

The step (SA.21) corresponds to parallel application of fan-out gates and takes constant depth using LOCC [30].
Next, we apply a Hadamard transformation to each of the ¢ ancillas in the first site. Then, for each of the ¢ ancillary
systems, we apply a unitary V(*) which acts on the z-th copy of the system and the z-th ancilla in the first site. Each
unitary is of the form (2) with U(®) = 1 and

U = g (g) = 2in(Ne=b)/2" (SA.23)

where x = 1, ..., £ corresponding to each ancilla. These operations can be performed in parallel as they act on distinct
qubits. Next, we act with the inverse of (SA.21), apply a Hadamard transformation to each ancilla and measure them
in the Z-basis. The protocol is successful if we obtain the outcome 0 for all ancillas. In this case, it is easy to see that
the state after the measurement is proportional to the state (SA.6). Note that the unitary (SA.23) is different from
that used in the measurement procedure explained in the main text (Result 2). Indeed, while the final state in the
case of success is the same as in the previous Proposition, Eq. (SA.6), the outcome is not equal to a projection onto
H§ for different measurement outcomes.

It is immediate to show that the probability of success and the infidelity of the output state are the same as
computed in Prop. 1, which proves the statement. |

Appendix B: Dicke states from amplitude amplification

In this section we provide additional details for the preparation of the Dicke state using the amplitude-amplification
protocol. We start by recalling the precise statement of the latter.

Lemma 1 (Amplitude amplification). Let

|9) = sina[hr) + cos a[ih2) | (SB.1)
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where |11) and |12) are orthogonal states, and \1&) be the state orthogonal to 1) in the subspace generated by |¢1),
[tha). Let Si(w), Sa(w) be two families of unitary operators such that

Si) [y =€), Si(w) ) =[¥) , (SB.2)
Sa(w) 1) = € |¢) Sa(w) [¥2) = [¢h2) , (SB.3)

and define
Q(d, ) = —S1(9)S2(p) - (SB.4)

Then, if the number m* = w/(4a) — 1/2 is an integer, we have
Q™ (m,m) [) o [¢1) - (SB.5)
Otherwise, there exist two values ¢*, p* € R such that
Q" ¢")Q™ ) (m,m) [4) o [u) | (SB.6)
where || is the integer floor function.

Proof. The proof can be found in Refs. [45, 46, 48], see in particular Sec. 2.1 in Ref. [48]. Note that the lemma states
that we can deterministically obtain the state |¢)1), provided that we can implement the operators Q(¢, ). They
need to be applied a number of times growing as ~ 1/a. |

Next, we show that the amplitude amplification protocol may be carried out even when the unitaries S;(w) and
Sa(w) can only be implemented approximately.

Lemma 2 (Approximate amplitude amplification). Let
) = sina fi) + cos aufa) | (SB.7)

where Y1) and |1s) are orthogonal states, and |p) be the state orthogonal to [¢)) in the subspace generated by |ib),
[the). Fiz 1> >0 and let Ty (w), To(w) be two families of unitary operators such that

Ti(w) ) =e“[v),  Ti(w) ) =[P) +e1lv), (SB.8a)
To(w) 1) = € 1), Ta(w) o) = [o) +e2|w) (SB.8b)

where 0 < |e1], |e2| < §/2, while |v), |w) are normalized states. Finally, set
P(¢, ) = =T1(8)T2(e) - (SB.9)
If the number m* = w/(4a)) — 1/2 is an integer, define
x) = P™ (m,m) [$) (SB.10)
otherwise, define
x) = P(¢7, ") P ) (m, ) |0) (SB.11)
where |-| is the integer floor function and ¢*, * are chosen as in Lemma 1. Then
| (¥1lx) 7 = 1] < 4(lm* ] +1)4. (SB.12)
Proof. First, note that

P(¢,9) [i1) = =€ °T1(9) [¢1) = —e*T1 () |C1 [¥) + G |1/;>} = —G1ee |Y) — (2™ |¢) — (ae™Peq [v)
=Q(¢, ) [th1) + 01 |v) , (SB.13)
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where |01] < §/2 < 6, while Q is defined in (SB.4). Here we introduced the coefficients ¢; = (¥[1h1), Co = (¥]th1).
Similarly,

P(¢,0) [h2) = =Ti(9)([92) + 2 |[w)) = ~T1($) (&1 [9) + &2 |9)) — £2T1 () |w)

= —61e" [¢) — &2[1)) — 162 |v) — 22T (9) [w) = Q(6, ) [u2) + B2 [u) - (SB.14)
Here |u) is a normalized vector, while
162] < (le1&al® + le2]* + 2|e1226s (v|T1(9)|w) )'/? < 6. (SB.15)
Therefore, we have
n n no [k k-1
jl;[lp(qﬁjv @;) ) = 31;[1 Q(@5,05) [¥) + é Ch ]1;[1 P(¢;,05) [u) + di ]1;[1 P(¢j,05) o) | (SB.16)

where |¢;| < 8, |dj| < 6. The statement then follows immediately using Lemma 1 and that || (¢1|x) [ — 1] <
201 lx) | =11 m

We will also use the following result

Lemma 3. Consider the unitary operation defined by
Fliml iy i) = eelemuain)ji - iy) (SB.17)
where

1 if (Zjvzl i;) —m =0 (mod 2¢)

- (SB.18)
0 otherwise.

fom(in...in) = {

Then, ij"”] can be implemented using ¢ total ancillas and a circuit of depth O((?).

Proof. We attach all ¢ ancillas to the first site. We prepare them in the state |+), and apply to each of them,
sequentially, the unitary operation V in Eq. (2) with Uy = 1 and U; = e (N=m)/2" "where x = 1,..., ¢ corresponding
to each ancilla. This can be done by a circuit of depth O(¢). After that, we apply an inverse QFT to the ¢ ancillas,
which requires depth D = O(¥¢) [42]. This transforms an input state [¢)) as

1

W+ @)= > i, i) @I, [¥) (SB.19)
i1,..,5¢=0
where Hf +m is the projector onto the subspace with a number of excitations e (namely, a number of values for which

ir, = 1) satisfying e = i +m mod(2¢), namely e — m = i mod(2%), and where i; .. .4, is the binary decomposition of .
We can now apply a unitary to the ancillas in the first site mapping [0...0) — €¥¥|0...0) and acting as the identity
on the other basis states. This operation can be implemented by a local circuit of depth O(¢?) [64]. We can finally
apply the inverse W1 of the unitary (SB.19), yielding the desired result. |

Finally, we prove our main result of this section.

Proposition 3 (Preparation of Dicke states). Let N > 4M and M > 1. For any 0 < § < 1, there exists an efficient
preparation protocol to realize a state |®) such that

[[{@[Wn (M)) [ 1] < 45. (SB.20)
The protocol applies a sequence of 2ny; unitary operators which are either FU[JIZ’O]VJr or ij’M}, where V = e"% s q
product of local unitaries (which can be implemented in parallel),
M 1/4
na < m, (SB.21)

2
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while
¢ = log, {m(41/3) [QM(ln 9M +9/2) + In (PO%M))} } , (SB.22)
with
Poly (M) 8me? (8mM)!/? (SB.23)

~ Mn(4/3) (1 - [8/BxM)]1/?)

Proof. Define

6) = v [0)*N | (SB.24)
V = e %% with cos(f) = /T — p and
p=M/N. (SB.25)
We start with the identity
|0) =sina |W(M)) 4+ cosa |R) . (SB.26)

Here, |W(M)) is the normalized Dicke state with M excitations, while

m= g (Vo] e (5827

e#M

where Zg is a normalization factor, and

sina = {<Aj\;>pM(l - p)NM] v . (SB.28)

Choose /¢ as in (SB.22) and define
Ty (w) = FEOVT Ty(w) = FIEMT (SB.29)

Note that V (and hence V1) is a product of local unitaries, while Fo[f’m] can be implemented efficiently thanks to
Lemma 3. In the following, we will show

Ty(w)|6) =e“18),  Ti(w)|6) =10) +e1lo) (SB.30a)
L(w) [W(M)) =e“ |[W(M)),  Ta(w)|R) =|R) +ez|w) , (SB.30b)

where we denoted by |) the state orthogonal to |f) generated by [W(M)) and |R), while |v), |w) are normalized
states, with

o

ey (SB.31)

le1], le2| <

Combining Lemmas 1 and 2, we see that this is enough to prove the statement. Indeed, if (SB.31) holds, we can
implement the approximate amplitude amplification algorithm applying 77 (w) and T5(w) a number of times

r 1 _«@cM)Y* 1 w(8xM)/4
<—-<— 4+ < — SB.32
R (SB.32)
where we used sina < a for 0 < o < 1, and (sina)~! < (87M)'/* [which follows from Eqgs. (SA.8) and (SB.28)]. By

Lemma 2, this gives us the desired state |W(M)) up to an infidelity I = ¢ with

T 1 20
< —_ - — < . .
5_4(4a+2> 7r(87rM)1/4_4§ (SB.33)



Let us prove (SB.30), starting with the action of Th(w).
Next, we have

LR = 5w | 3

(T )ra-n S

First, it is obvious that Ty(w) |W (M)) = ™ |W (M)).

i e

£x [0

e€Ty \{M} J7#0 eeTh;
1 w N e —e 1z N e —e 1z
— | = (a0 werr s 3 |(Y)ra-n we
r ! 70 €T,
=|R) + |w) . (SB.34)
where T}, is defined in Eq. (SA.5), while
e 1 N . . 1/2
lw) = ( Z ) Z [<e>p 1-pV ] [We)) . (SB.35)
T cemi\
We can bound the norm of |w) using
2 LAWY N-M
Zr=1- p"(1-p) : (SB.36)
M
and the results of Appendix A, cf. Egs. (SA.9), (SA.10). Using N > 4M, we obtain
_gt-1 _gt-1 9
e de 0
(wlw) <45 < < , (3B.37)
72 1/2 2 1/2
R 1- (3T§M) (8 M)
This inequality holds if
472 M 1/2
(> 1+ 1log, { In | 27 BTM) (SB.38)

5 (1-

1/2 ’
3778M) )

which is true if £ is chosen as in (SB.22) (this is easily established with the help of numerical inspection).

Next, let us consider Tj(w).
Eq. (SB.30a), we start from

V) = SV 16) (@) (M) |

where

Z2=1-|(W

It follows from the results of Appendix C that
vViw (M

cf. Eq. (SC.8). Therefore, we can write

vig) = (Z cs [W(s)) + (6|W(M)) |0>®N) +lw)

Again, it is obvious that Ti(

ZCS\W

w)|0) = e™0). To prove the second identity in
(SB.39)

M)|0) > (SB.40)
(SB.41)

(SB.42)

where |@) has more than 2¢ excitations. Using the results of Sec. C and N > 4M, we can bound its norm as

o 1 ) 1 2¢2
(w|w) = 77 Z les|” < 1—[8/(37M)]*/2 M7 1n(4/3)

s>2641
52
L —
~ An2(8mM)L/2

exp [—2°In(4/3) + 2M (In(2M) + 9/2)]

(SB.43)
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where we used that

1 Poly (M)
2t > m{@/3) 2M (In2M +9/2) + In (52)] : (SB.44)
with
Poly(M) = 8me? (8mM)!/? (SB.45)

Mn(4/3) (1 — [8/(37M)]1/2)

Now, in the space generated by states with at most 2¢ excitations, FLZ’O] only multiplies the phase e to the state

|O>®N7 leaving the rest of the basis states invariant. Therefore, we arrive at the final result
Ty(w)] 18) = FLLOVT 1) = 18) + o) | (SB.46)

where [v) = (—1 + il |w)), and therefore

52
|
Appendix C: Technical computations
The goal of this section is to analyze the state
VW (M) (SC.1)

where |[W(M)) is the normalized Dicke state with M excitations, while V = e~%% with cos(§) = /T —p and
p = M/N. Throughout this section, we will assume N > 4M.
We start by introducing the unnormalized Dicke states

UM)y = > of ol [0 (SC.2)
i1 <...<ipf
and note that we can also write
1 1
(W (M)) = ST > L..10...0), (SC.3)
(M) €SN M N-M

where the sum is over all permutations of qubits. Therefore, we can compute

1 1 :
VW (M) = ST D> eSO 10...0)
(M) TeSN M N-M

1
N M|M, > (VPI0) + /1= p|1)®M (/1= pl0) — /p|1)2N M) (SC.4)

GL

3 (WBI0) + v T=p )= (VI=p[0) = B 17N

TESN

M N—-—M
-y [ZpWeW(lp)e/?U(e» S (1 p) VMR U(p))

We can rewrite

weSn Le=0 f=0
M N-M
=303 (1)1 YD) S () (505

e=0 f=0 TESN
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Next, we use

> werwni = (1)) T e

TESN TESN  e+f N—e—f
M\ (N -—-M N
= (N —e— f)!
(O e rer e panwee 1 sco
Introducing the variable s = e + f, we finally get
N
sI(N — s)!
VHWN) =3 (W) =t
= (N — M)!
M N-M
M\ (N =M\ . . v
33 draes () (N )R - o)
e=0 f=0
Therefore,
N
VIW (M) =) e [W(s)) , (SC.8)
s=0
where
_ sI(N —s)! LM\ (N-M (M—e)/2 e/2 (N—M—(s—e))/2 1/2\s—e
o= < 2 (o) (o ooy (p2e.(se9)
Next, we bound |cs| for s > 3M. We have
sI(N — s)! (M (N - M (M+s—2¢)/2 (N—M—(s—2¢))/2
< — L — . .
= e () () (- (sC.10)
Using
N—M\ _(N—M)y =
< —- .
(s—e) (s— M)~ (SC.11)
we obtain
SN — s —M)® M
o] < sI(N —s)! 1 p(s—M)/2(N7M)M(1 _ p)(N=M=s)/2 Z (M> (N — M)M=epM—e(1 _ p)e
VMI(N — M)l (s — M)! (N — M) o\ €
/SN — 8)! —M)® M
_ S(N 8). 1 p(S_MW%(l _p)(N—M—s)/2 [(M + 1) <1 o M>:| ) (SC.IQ)
VMI(N = M)! (s — M)! (N — M) N

Taking the square, using Stirling’s inequality v/27mn (g)n <nl <+2mn (%)n et and rearranging, we arrive at

ef? < (1 + AZ)QM ! (M(N S(z\%—(;) M)Q))W (W) (1- %)Nexp [2(s — M)(1 - In(s — M)] .

(SC.13)
Now we use that for s > 3M one has
(W) (1 — %)N exp [2(s — M)(1 —1In(s — M)] < eM(2M)*M [M] . (SC.14)

This inequality can be established as follows. Denoting the lhs by g(s), we note that the logarithmic deriva-
tive dlng(s)/ds is a monotonically decreasing function of s. Therefore, for s > 3M, we have dlng(s)/ds <
dIn g(s)/ds|s=3ar =: L. This implies g(s) < g(3M)es!, from which the above inequality follows. Finally, we have

<M(N j(]\]\;)_(;)_ M)2))1/2 - [1\84 ((s _1M)2 T o M)EN = M)ﬂ - < % (SC.15)




and also

(N-M)1" 1+ 2M S< 2Ms | _ sm
(N —3M)| N_3Mm) =PI\ N3m|=° >

where we used NV > s and N > 4M. Putting all together, we obtain

e < %eQM(QM)ZM m "~ Poly(M) exp [~ In(4/3) + 2M(In(2M) + 9/2)]

Therefore, we arrive at the final result

Mn1n(4/3)

k>s

Appendix D: Eigenstates of the XX chain

We consider the XX Hamiltonian with open boundary conditions

N-1

H=-> (cio} +olo}).
k=1

Introducing the fermionic modes via the Jordan-Wigner mapping

k—1
— z -
ay = | I ;| oy s a
j=1

o=
I

S,
Q

=+

j=1
the Hamiltonian (SD.1) can be rewritten as
N-1
H=- Z (a;fajH +h.c).
k=1

Note that
T —
{aj,ak} =0k
Based on this mapping, a standard result states that the eigenstates of the model read

[War) = Al - AT[0)5Y

with
N k—1
_ (o4
Ay = E ch HO'J o
k=1 j=1

Z lew|? < /i dk|cg|? = Lexp [~(s —1)In(4/3) + 2M (In(2M) +9/2)] .

16

(SC.16)

(SC.17)

(SC.18)

(SD.1)

(SD.2)

(SD.3)

(SD.4)

(SD.5)

(SD.6)

where {c} are pairwise distinct sets of numerical coefficients, {cf} # {Cf }. These operators satisfy the canonical

anticommutation relations
{AOMAﬁ}:O» {ALvAﬁ}:da,ﬁv

and so one has the constraint

N
> s
j=1

We prove the following statement

(SD.7)

(SD.8)
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Proposition 4. The eigenstates | V) can be prepared by a circuit (with LOCC) of depth O(N M) and a single ancilla
per site.

Proof. First, note that
War) = e FAFA gy, ) (SD.9)

This is because (A + AL)2 =1 and also Ap|¥p—1) = 0. The last equality follows from the anticommutation
relations (SD.7) and the fact that Ay # A; for j < M.

Next, let A and B two anticommuting operators, such that {A, AT} = {B, Bt} = 1. Then, for a, € R, we have
the identity

eia[cos(e)(A+AT)+sin(e)(B+BT)] _ ei,B(B-&-BT)eiry(A-i—AT)eiB(B-i-BT)’ (SD.10)
where
cos(20) cos(vy) = cos(a), (SD.11)
sin(28) cos(vy) = sin(«) sin(0) , (SD.12)
sin(vy) = sin(a) cos(0) , (SD.13)

which can be simply derived expanding the exponential functions. Note that the third equation can be derived from
the first two, so that there is always a solution to the above system. By applying iteratively this relation, we obtain
e An+AN) = Ry RyRiR»...Ry, (SD.14)

i&%(cé”a;—&-h.c.)

where R; = e , where 6; can be easily computed through iteration of (SD.10). Note that the coefficients
M

c;’ are in general complex, but Eq. (SD.10) can be applied as the phases are reabsorbed in the definition of the

operators A and B.
Finally, we notice that

R; =V;X;V|, (SD.15)
where, X; = eits(ef o +he) ynqg
Vi = 10)500] @ (21200 ) + 15 (1] @ (]Z101k) (SD.16)
with Upy =1 and Uy, = 0,. It is easy to see that it performs the Jordan Winger transformation, i.e.
VjU;'VjT =0{® - ®0;_, ®0’;_. (SD.17)

Note that Eq. (SD.16) is of the form (2), where the control qubit is at site j, and can thus be implemented with a
circuit of depth D = O(1) using LOCC.
Finally, using
Xn... Xj1V;=V;Xn.. . Xjq1, (SD.18)
ViXj . Xy =Xjp1 ... XNV, (SD.19)

and that V; = VjT, [V}, Vi] =0, we obtain

A+ AL) — L L 1 Lyl LyT, (SD.20)

where T = {H;\Ll VJ}, and
Ly =Xy, Lny1=VNXN_1,-..,L2=V3Xy, L1 =VX1Vs, (SD.21)
Ly =Xn, Ly-1=XN_AVN,...,Ly=XV;5. (SD.22)

Therefore, putting together all the excitations, and denoting by £ = LyLy_1 ... LiL,... , Ly the operator corre-

sponding to the k-th excitation (i.e., depending on the parameters cé?), we have

|[Upr)y =TLps...L1]0...0). (SD.23)
Since each L; and V; can be implemented by a circuit of depth D = O(1), we immediately obtain the statement. W
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