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#### Abstract

We study the non-equilibrium dynamics of the dissipative quantum East model via numerical tensor networks. We use matrix product states to represent evolution under quantum-jump unravellings for sizes beyond those accessible to exact diagonalisation. This allows us to demonstrate that dynamical heterogeneity accompanies slow relaxation, in analogy with what is seen in classical glassy systems. Furthermore, using variational matrix product operators we: (i) compute the spectral gap of the Lindbladian, and show that glassiness is enhanced in the presence of weak quantum fluctuations compared to the pure classical case, and (ii) obtain the dynamical large deviations by calculating the leading eigenvector of the tilted Lindbladian, and find clear evidence for a first-order active-inactive dynamical phase transition. We also show how to directly sample the rare quantum trajectories associated to the large deviations.


Introduction.- Kinetically constrained models (KCMs) serve as an important paradigm for understanding non-equilibrium dynamics. Originally introduced to model the steric interactions responsible for the slow relaxation of structural glasses [1-4], classical KCMs provide the combination of simple static properties with complex cooperative dynamics due to constraints [5-9]. Quantum KCMs in turn appear in several contexts, one being Rydberg atoms where strong interactions are responsible for either "Rydberg blockade" (encoded in the PXP model [10-12]) or "facilitated" dynamics [13-19]; another, a scenario for non-ergodicity due to constraints rather than disorder [20-29].

In this paper, we focus on the dynamics of quantum KCMs in the presence of an environment, specifically on the open quantum East model (OQEM) [30], which generalises the well-studied East model to a quantum dissipative setting. We consider both the typical dynamics and the large deviations of the OQEM using numerical tensor networks (TNs) [31, 32]. We simulate quantum trajectories of pure states under quantum-jump unravellings for large system sizes using matrix product states (MPS) [33, 34] as an ansatz for the wavefunction [35], an approach well suited to this problem, as constrained dynamics limits the growth of entanglement. We also use variational matrix product operators (vMPOs) [36] to directly approximate the eigenvectors of the Lindbladian and: (i) estimate the spectral gap of the generator of the dynamics in order to quantify the relaxation time, showing convincingly "re-entrant" behaviour [37], whereby a small amount of quantum fluctuations slows dynamics compared to the classical limit; (ii) calculate the dynamical large deviations (LDs) [38-40], showing the existence of an active-inactive dynamical phase transition, in analogy with the classical East model [41]. Our results extend the applicability of TN methods for the study of rare events in classical stochastic systems [4252] to quantum stochastic systems.

Open Quantum East Model.- We consider an open quantum system whose evolution is given by a Lindblad-Gorini-Kossakowski-Sudarshan [53, 54] master equation, $\dot{\rho}_{t}=\mathcal{L}\left[\rho_{t}\right]$, where $\rho_{t}$ is the density matrix of the system at time $t$, with super-operator $\mathcal{L}$ that generates this dynamics (the so-called Lindbladian) [55],

$$
\begin{equation*}
\mathcal{L}[\cdot]=-i[\hat{H}, \cdot]+\mathcal{D}[\cdot] . \tag{1}
\end{equation*}
$$

The OQEM [30, 56] is defined in terms of a onedimensional lattice of $N$ qubits with Hamiltonian

$$
\begin{equation*}
\hat{H}=\Omega \sum_{j=1}^{N} \hat{f}_{j} \hat{\sigma}_{j}^{x} \tag{2}
\end{equation*}
$$

and dissipator

$$
\begin{equation*}
\mathcal{D}[\cdot]=\sum_{\alpha=+,-} \sum_{j=1}^{N} \hat{J}_{\alpha, j} \cdot \hat{J}_{\alpha, j}^{\dagger}-\frac{1}{2}\left\{\hat{J}_{\alpha, j}^{\dagger} \hat{J}_{\alpha, j}, \cdot\right\} \tag{3}
\end{equation*}
$$

with jump operators

$$
\begin{equation*}
\hat{J}_{+, j}=\sqrt{\gamma} \hat{f}_{j} \hat{\sigma}_{j}^{+}, \quad \hat{J}_{-, j}=\sqrt{\kappa} \hat{f}_{j} \hat{\sigma}_{j}^{-} \tag{4}
\end{equation*}
$$

where $\hat{\sigma}_{j}^{+}=|1\rangle\langle 0|$ and $\hat{\sigma}_{j}^{-}=|0\rangle\langle 1|$ are the spin- $1 / 2$ ladder operators acting on site $j$, with $\hat{\sigma}_{j}^{x}=\hat{\sigma}_{j}^{+}+\hat{\sigma}_{j}^{-}$.

Both the term of the Hamiltonian (2) and the jump operators (4) that act on site $j$ depend on the kinetic constraint operator $\hat{f}_{j}$ [30]. This is a projector that depends on the state of the neighbouring site $j-1$ and acts as an operator-valued rate that determines whether a local transition can take place depending on its neighbours, in analogy with how classical KCMs are defined [5]. The form of $\hat{f}_{j}$ is chosen [30] such that the stationary state of Eq. (1) is the same as in the unconstrained case (when all $\hat{f}_{j}=1$ ),

$$
\begin{equation*}
\rho^{\mathrm{ss}}=\bigotimes_{j=1}^{N}\left(p_{\mathrm{e}}|e\rangle\left\langle\left. e\right|_{j}+p_{\mathrm{u}} \mid u\right\rangle\left\langle\left. u\right|_{j}\right)\right. \tag{5}
\end{equation*}
$$



FIG. 1. Open quantum East model and TNs. (a) Local classical (or computational) basis states $|1\rangle$ and $|0\rangle$ ("up" or "down") are represented by empty (white) or filled (black) circles, respectively. The local "excited" and "unexcited" states, $|\mathrm{e}\rangle$ and $|\mathrm{u}\rangle$, are superpositions (see Refs. [30, 56] for their specific forms), shown as bright (yellow) and dark (purple) circles, respectively. (b) Coherent transitions are allowed only if the neighbour to the left has a projection onto the excited state, see Eq. (2). (c) Same for dissipative transitions, see Eq. (4). (d) MPS are used to approximate wavefunctions, $\left|\psi_{t}\right\rangle$, and MPOs density matrices, $\rho_{t}$. The internal bonds have dimensions $D$ and $\chi$, respectively. Open (physical) legs have dimensions 2 and $2 \times 2$, respectively.
where $|u\rangle_{j},|e\rangle_{j}$ are the eigenstates of the local stationary density matrix at $j$, and $p_{\mathrm{u}}, p_{\mathrm{e}}$ its eigenvalues [30], with $p_{\mathrm{u}}+p_{\mathrm{e}}=1$. We label the states according to their probabilities, such that $p_{\mathrm{e}} \leq p_{\mathrm{u}}$, and we call $|e\rangle_{j}$ excited and $|u\rangle_{j}$ local unexcited states. The constraint then reads [30]

$$
\begin{equation*}
\hat{f}_{j}=|e\rangle\left\langle\left. e\right|_{j-1} \equiv \hat{P}_{j-1}^{e}\right. \tag{6}
\end{equation*}
$$

where $\hat{P}_{j}^{e}$ is the projector onto the local excited state. The local states and transitions of the OQEM are illustrated in Fig. 1(a-c). As shown originally in Ref. [30], the choice Eq. (6) guarantees that the stationary state of the OQEM is the product state Eq. (5). In the limit $\Omega=0$ the dynamics generated by Eqs. (1-4) is equivalent to that of the classical East model at temperature $1 / \ln (\gamma / \kappa)$ [cf. Fig. 1(c)], so that by tuning $\Omega$ we can investigate the interplay of classical and quantum relaxation mechanisms. For convenience, in what follows we study the OQEM with the open boundary condition $\hat{P}_{0}^{e}=1$.

Tensor networks.- TNs are efficient parametrisations of high dimensional objects, such as states and operators, in terms of smaller tensorial objects [32-34, 57-61]. An especially useful decomposition for the wavefunction of a one dimensional system is the matrix product state (MPS) [34], shown pictorially in Fig. 1(d): each lattice site is given its own rank-3 tensor (blue circles), with physical dimension $d$ ( $=2$ in our case) for the vertical legs, and virtual or bond dimension $D$ for each of the horizontal legs. Each tensor is connected to its neighbouring tensors along the lattice sites via its virtual
legs, with the many-body state obtained by contracting (i.e. multiplying and summing over the connected indices) all virtual legs. The number of parameters in such an MPS is $\mathcal{O}\left(N d D^{2}\right)$, which is much smaller than what is required to represent a generic vector for large $N$, at the price of only accurately describing a subset of the Hilbert space with entanglement upper-bounded by $S_{E} \leq 2 \log D$, which happens to approximate well ground states of local Hamiltonians [62].

A similar ansatz can be applied to operators acting on a 1D system. Such a matrix product operator (MPO) [6365] is depicted in Fig. 1(d) for the density matrix: each local tensor is of rank-4, with two physical dimensions (each $d=2$ ) and two virtual dimensions (each $\chi$ ). For physical states, this MPO needs to be positive, and while, strictly speaking, positivity cannot even be decided at the level of the local tensors [66, 67], in practice many MPO algorithms can approximately preserve it [68].

We use both MPS and MPOs to investigate the OQEM for sizes beyond those accessible to exact diagonalisation: (i) MPS to simulate the quantum trajectories of pure states evolving under a quantum jump unravelling [69]; (ii) variational MPOs (vMPOs) to estimate the spectral gap of the Lindbladian, and to estimate the leading eigenvectors of tilted Lindbladians that encode the large deviations [70]; and (iii) both in conjunction to efficiently generate quantum trajectories that realise the dynamical large deviations. For details of the methods used see Ref. [71].

Quantum trajectories and dynamical heterogeneity.- We study first the quantum trajectories of the OQEM under a quantum jump unravelling [72]. This corresponds to a continuous-time quantum Markov chain where the pure state $\left|\psi_{t}\right\rangle$ is evolved deterministically, $\left|\psi_{t+\Delta t}\right\rangle=e^{-i \Delta t \hat{H}_{\text {eff }}}\left|\psi_{t}\right\rangle / \| e^{-i \Delta t \hat{H}_{\text {eff }}}\left|\psi_{t}\right\rangle \|$ (with $\left.\hat{H}_{\text {eff }}=\hat{H}-\frac{i}{2} \sum_{\alpha, j} \hat{J}_{\alpha, j}^{\dagger} \hat{J}_{\alpha, j}\right)$, punctuated stochastically by quantum jumps, $\left|\psi_{t}\right\rangle \rightarrow\left|\psi_{t}^{\prime}\right\rangle=\hat{J}_{\mu}\left|\psi_{t}\right\rangle / \| \hat{J}_{\mu}\left|\psi_{t}\right\rangle \|$, with transition rates $w_{\mu}\left(\left|\psi_{t}\right\rangle\right)=\left\langle\psi_{t}\right| \hat{J}_{\mu}^{\dagger} \hat{J}_{\mu}\left|\psi_{t}\right\rangle\left\langle\psi_{t} \mid \psi_{t}\right\rangle$. By modelling the state using a MPS ansatz with a bond dimension that can be dynamically adjusted [69] to account for the fluctuating levels of entanglement, we can simulate these trajectories for sizes much larger than those accessible by exact methods in previous works [30, 56]. For implementation details see Ref. [71].

Figure 2 shows trajectories starting with all sites in the unexcited state, $\left|\psi_{0}\right\rangle=\bigotimes_{j=1}^{N}|u\rangle_{j}$, and we plot the local projections onto the excited state, $\left\langle\hat{P}_{j}^{e}\right\rangle_{t}=$ $\left\langle\psi_{t}\right| \hat{P}_{j}^{e}\left|\psi_{t}\right\rangle$. Panel (a) shows a trajectory for $\gamma / \kappa=1 / 2$ and $\Omega / \kappa=1 / 4$ with system size $N=100$ and total time $\kappa T=2000$ : despite the coherent driving, it being relatively weak means that quantum superpositions are mostly suppressed; the trajectory looks like those in the classical model, with the characteristic "space-time bubbles" of inactivity that give rise to dynamical heterogeneity [73]. Panel (b) shows a trajectory for $\gamma / \kappa=0$ (i.e. "zero temperature") and $\Omega / \kappa=1$ : the absence of the dissipative excitation process means that the coher-


FIG. 2. Quantum jump trajectories of the OQEM. (a) Local projection onto the excited, $\left\langle\hat{P}_{j}^{e}\right\rangle_{t}$, as a function of rescaled time, $\kappa$, from a quantum trajectory starting from $\left|\psi_{0}\right\rangle=\otimes \bigotimes_{j=1}^{N}|u\rangle_{j}$, for $\gamma / \kappa=1 / 2, \Omega / \kappa=1 / 4$. (Note that the open boundary conditions are such that site $j=1$ is always allowed to flip.) (b) Same for $\gamma=0, \Omega / \kappa=1$. (c) Same for $\gamma=0, \Omega / \kappa=2$ (note that both system size and overall time are smaller than in other panels).
ent driving is the only mechanism to give rise to relaxation; the dynamical fluctuations here are greater than in the weakly perturbed classical case, and the system exhibits a large degree of dynamical heterogeneity that is quantum in origin. Panel (c) shows the same but for lager driving, $\Omega / \kappa=2$ (for $N=40$ and $T=100$ as relaxation is faster in this case): the quantum effects are more pronounced and the increased coherent driving reduces dynamical fluctuations.

Relaxation timescale and re-entrant glassy behaviour.- The quantum trajectories of Fig. 2 illustrate the basic physics of the OQEM. Due to the constraint, relaxation propagates from regions with excitations to regions without. For an empty initial condition such as that of Fig. 2 (with an active boundary), in the classical limit it is known that the excited region expands ballistically into the unexcited region, eventually relaxing the whole system (proven rigorously in the asymptotic limit in Ref. [74] for such KCMs). The finite space and time trajectories of Fig. 2 suggest that this is also the case for the OQEM. Relaxation speed is determined both by the dissipative excitation process, controlled by the "classical" rate $\gamma / \kappa$, and by the coherent process, of scaled strength $\Omega / \kappa$. As in the classical case [41, 75-77],
the trajectories show coexistence of space-time regions of high and low activity. For small $\gamma / \kappa$ and $\Omega / \kappa$, relaxation is slow and glassy.

The typical relaxation timescale from an arbitrary configuration [78] is given by the inverse of the spectral gap of the Lindbladian [79-82]. We can estimate the gap using a variational optimisation of the eigenvectors of the Lindbladian represented as a MPO [36] (see Ref. [71] for details). The results of this approach are shown in Fig. 3 where we plot the gap of the OQEM relative to the classical case,

$$
\begin{equation*}
g(\gamma / \kappa, \Omega / \kappa)=\frac{\delta(\gamma / \kappa, \Omega / \kappa)}{\delta(\gamma / \kappa, 0)}-1 \tag{7}
\end{equation*}
$$

as a function of the coherent driving $\Omega / \kappa$ for two values of the dissipative excitation rate, panel (a) showing $\gamma / \kappa=1 / 5$, and panel (b) $\gamma / \kappa=1 / 2$. The definition Eq. (7) makes $g>0$ if relaxation is faster than in the classical limit, and $g<0$ if it is slower. Figure 3 shows that the addition of a small amount of quantum coherence $(\Omega / \kappa \gtrsim 0)$ enhances glassiness within the dynamics, a phenomenon sometimes referred to as quantum re-entrance [37]. When the strength of the quantum coherence is increased enough, the gap eventually increases resulting in a faster than classical relaxation. Our results seem to confirm the trend observed in Ref. [30] for a different KCM - the open quantum Fredrickson-Andersen model - for sizes up to $N=5$ (such that the Lindbladian can be diagonalised numerically exactly). In contrast, with our TN methods here we are able to reach up to sizes $N=36$ for the OQEM. Note that in Fig. 3 the relative gap Eq. (7) appears to converge with $N$, which suggests that the observed behaviour holds for larger $N$. Furthermore, the error bars for each data point are small (see Ref. [71] for details), indicating a reasonable approximation of eigenvalues of $\mathcal{L}$ : while there is no guarantee that the TN method is approximating the eigenvalue with the smallest real part, at worst our results are an estimate of an upper bound to the spectral gap.

Large deviations and dynamical phase transitions.- The pronounced fluctuations in the quantum trajectories of the OQEM shown in Fig. 2 are suggestive of coexistence between dynamics that is active and fast relaxing and dynamics that is inactive and unable to relax. Classically [41, 75] this behaviour is most naturally quantified through the statistics of the dynamical activity [39, 83, 84]. The equivalent for open quantum systems [70] is through the statistics of the total number of quantum jumps.

The probability to observe a number $K$ of quantum jumps in a quantum trajectory of time extent $t$ is $P_{t}(K)$. For large $t$ this probability will obey a large deviation (LD) principle [38], $P_{t}(K) \asymp e^{-t \varphi(K / t)}$, with $\varphi(k)$ the LD rate function [85]. The same statistics is encoded in the moment generating function $Z_{t}(s)=\sum_{K} P_{t}(K) e^{-s K}$, where $s$ is the counting field conjugate to $K$ [70]. The corresponding LD principle reads $Z_{t}(s) \asymp e^{t \theta(s)}$, where $\theta(s)$ is the scaled cumulant generating function (SCGF)


FIG. 3. Re-entrant glassiness due to quantum fluctuations. (a) Relative gap $g(\gamma, \Omega)$ as a function of coherent driving relative to dissipative excitation rate, $\Omega / \gamma$, for $\gamma / \kappa=1 / 5$. The dotted line at zero separates the regime of faster-than-classical relaxation $(g>0)$ from that of slower-than-classical $(g<0)$. The symbols show the vMPO results for sizes $N=6-36$, and the dashed line shows the exact diagonalization result for $N=6$ for reference. (b) Same for $\gamma / \kappa=1 / 2$.
[70]. For open quantum dynamics, the SCGF can be obtained from the tilted Lindbladian $\mathcal{L}_{s}[\cdot]=-i[\hat{H}, \cdot]+\mathcal{D}_{s}[\cdot]$ [70], which for the OQEM has dissipator, cf. (3),

$$
\begin{equation*}
\mathcal{D}_{s}[\cdot]=\sum_{\alpha=+,-} \sum_{j=1}^{N} e^{-s} \hat{J}_{\alpha, j} \cdot \hat{J}_{\alpha, j}^{\dagger}-\frac{1}{2}\left\{\hat{J}_{\alpha, j}^{\dagger} \hat{J}_{\alpha, j}, \cdot\right\} \tag{8}
\end{equation*}
$$

Specifically, the SCGF $\theta(s)$ is the largest eigenvalue of $\mathcal{L}_{s}$, with right and left eigenmatrices, $\mathcal{L}_{s}\left[R_{s}\right]=\theta(s) R_{s}$ and $\mathcal{L}_{s}^{\dagger}\left[L_{s}\right]=\theta(s) L_{s}$ [70]. Knowing $\theta(s)$ we can recover the rate function, and thus the distribution of $K$, by inverting the Legendre transform, $\theta(s)=-\min _{k}[k s+\varphi(k)][38]$.

We can compute the SCGF numerically for the OQEM by estimating either of the eigenmatrices $R_{s}$ or $L_{s}$ using non-Hermitian vMPOs [36]. In practice, we find the method is more stable and has a better accuracy when targeting $L_{s}$. The results for the SCGF obtained in this way are shown in Fig. 4 for the case of $\gamma / \kappa=0$ and $\Omega / \kappa=1$. For these parameters, we are able to find results with our desired accuracy of $\varepsilon \leq 10^{-3}$ for system sizes up to $N=36$ (see Ref. [71] for details). The SCGF $\theta(s) / N$ is shown in Fig. 4(a) as a function of $s$ : for small $s \gtrsim 0$, the SCGF follows the (linear response) branch $\theta(s) \approx-s k(0)$ where $k(0)$ is the average $K$ (per unit time) in the stationary state (5) (black dashed line), while at $s_{c}(N) \gtrsim 0$ (which decreases with system size) there is a sharp crossover away from linear response. The tilted dynamical activity is given by the derivative of the SCGF, $k(s)=-\theta^{\prime}(s)$, and is shown in Fig. 4(b): this shows that the change at $s_{c}(N) \gtrsim 0$ in the SCGF corresponds to a sharp drop in activity, indicating a first-order dynamical phase transition in the large size limit. Figure 4(c) shows the corresponding rate function: the firstorder transition manifests as large fluctuations in $K$ due to the coexistence between an active (large $K$ ) dynamical phase and and inactive (small $K$ ) one.

Optimal dynamics for sampling the large deviations.- Our MPO approximation to the left eigenmatrix of $\mathcal{L}_{s}$ allows us to realise the optimal dynamics that samples the rare quantum trajectories that realise the large deviations as controlled by $s$. This is done via the quantum generalisation [70, 86-88] of the classical generalised Doob transform [89-92].

For quantum open systems it is important to note that the Lindbladian is not the quantum equivalent of a classical Markov generator, as it only generates the dynamics of the average state. The equivalent operator is what in Refs. [87, 88] is called "unravelled generator", which generates the stochastic quantum trajectories. While one can do a "quantum Doob transform" $[70,86]$ at the level of the Lindbladian and obtain average behaviour compatible with $s \neq 0$, in order to generate actual rare tajectories at $s \neq 0$ optimally we need to perform a Doob transform at the level of the unravelled generator [87, 88]. This gives a stochastic jump dynamics with the same Hamiltonian, Eq. (2), but jumps executed by operators similar in form to those in Eq. (4) but with modified rates [88]

$$
\begin{equation*}
w_{\mu}^{s}\left(\left|\psi_{t}\right\rangle\right)=e^{-s} \frac{\left\langle\psi_{t}\right| \hat{J}_{\mu}^{\dagger} L_{s} \hat{J}_{\mu}\left|\psi_{t}\right\rangle}{\left\langle\psi_{t}\right| L_{s}\left|\psi_{t}\right\rangle} \tag{9}
\end{equation*}
$$

where $\mu$ stands for $\alpha= \pm 1, j$ for the OQEM, cf. Eq. (4). The MPO approximation of $L_{s}$ allows us to efficiently obtain Eq. (9) as a TN calculation (see Ref. [71] for details) in a way that generalises to quantum stochastic dynamics the TN approach of Refs. [48, 52].

We show quantum trajectories sampled optimally (i.e. on demand at the required value of $s$, without the need for post-processing) using our implementation of the optimal Doob dynamics in Fig. 4(d) for $N=30$. The top panel is for the active phase $(s=-0.1)$ and shows a characteristic trajectory of high activity (without inactive space-time bubbles, cf. Fig. 2). The bottom panel is for the inactive phase $(s=0.1)$ and shows a characteristic trajectory with activity only localised near the boundary.

Discussion. - By means of numerical tensor networks, we have investigated the non-equilibrium dynamics of the dissipative quantum East model. We have shown the existence of dynamical heterogeneities in the quantum trajectories, using an MPS approximation to the stochastic pure states. By estimating the spectral gap of the Lindbladian, we were able to show explicitly that the presence of weak quantum fluctuations increases the relaxation time for the model, thus enhancing glassiness and giving rise to re-entrance, i.e., non-monotonic behaviour of the relaxation time as a function of coherent driving. Finally, we investigated the large deviation statistics of the number of quantum jumps, showing that the model exhibits an active-inactive first-order phase transition, very similar to what occurs in classical KCMs. We demonstrated that the features above occur also when the only source of relaxation is through coherent processes (i.e., when the classical processes are at zero temperature).


FIG. 4. Dynamical large deviations and optimal sampling. (a) SCGF $\theta(s) / N$ as a function of $s$ from the vMPOs approximation to the leading eigenmatrix $L_{s}$. We show sizes $N=6-36$ (symbols) together with $N=6$ (dashed line) from exact diagonalisation for comparison. At small $s$, the SCGF goes as $\theta(s) \approx-s k(0)$ (dashed line), where $k(0)$ is the average dynamical activity at stationarity per unit time. For larger $s$ it departs from the linear response behaviour, with the crossover taking place at smaller $s$ with increasing size, indicative of a phase transition. (b) Dynamical activity, $k(s) / N=-\theta^{\prime}(s) / N$. The sharp drop (which gets more pronounced with size) indicates a first-order transition. (c) Rate function $\varphi(k) / N$. The broadening corresponds to (active/inactive) phase coexistence, which gets sharper with increasing size. (d) Characteristic quantum trajectories of the active ( $s=-0.1$, top panel) and inactive ( $s=0.1$, bottom panel) phases sampled using the optimal (Doob) dynamics.

Furthermore, we showed how to efficiently sample trajectories corresponding to the dynamical large deviations by constructing an accurate approximation to the optimal Doob dynamics. Our results here are another step in expanding the range of tensor network methods to study stochastic dynamics and rare events [45-52].
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