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Zusammenfassung

Diese Arbeit beschreibt experimentelle Untersuchungen der fluktuationsdominierten elek-
tronischen Struktur von molekularen Halbleitern und der Exzitonendynamik in denselben
Materialien. Die in dieser Arbeit verwendete Methode ist die zeit- und winkelaufgelöste
Photoemissionsspektroskopie.

Im ersten Teil wird die elektronische Struktur von molekularen Halbleitern im Gle-
ichgewichtszustand betrachtet. Dort wird gezeigt, dass die experimentelle Bandstruktur
mehrerer repräsentativer Molekülkristalle mit einem gemeinsamen Tight-Binding-Modell
beschrieben werden kann und es wird analysiert, wie sowohl die Kristallstruktur als auch die
π-Topologie die elektronische Struktur beeinflussen. Mithilfe dieser konsistenten Beschrei-
bung der elektronischen Zustände wird diskutiert, wie Fluktuationen auf verschiedene
Materialien wirken und wie sie die Ladungstransporteigenschaften beeinflussen. Diese
Überlegungen führen zu nicht-trivialen Konstruktionsregeln für zukünftige Materialien mit
hoher Ladungsträgermobilität, die unabhängig in Ladungstransportexperimenten verifiziert
wurden.

Das folgende Kapitel befasst sich mit der räumlichen Struktur der elektronischen
Zustände, die im Impulsraum erfasst werden. Durch Anwendung des zuvor etablierten Tight-
Binding-Modells wird eine enge Verbindung zwischen der Anatomie der im Impulsraum
aufgenommenen Bilder, d.h. Schnitte bei konstanter Energie durch die dreidimensionale
Photoemissionsintensität, der elektronischen Struktur und der Beschreibung der Elektronen
im Realraum als Bloch-Zustände hergestellt. Es wird auch diskutiert, ob Eigenschaften,
die durch Fluktuationen entstehen, in den Impulsraumbildern sichtbar sind. Vor allem
aber liefert dieser Teil die Grundlage für die Interpretation von den im Impulsraum
aufgenommenen Bildern von Grund- und angeregten Zuständen.

Im zweiten Teil wird die Exzitonendynamik in denselben Molekülkristallen analysiert,
die im vorherigen Teil dargestellt wurden. Für Pentacen-Einkristalle haben wir die ersten im
Impulsraum aufgenommenen Bilder von Singulett- und Triplett-Exzitonen erhalten. Diese
zeigen den vorhergesagten, aber nie experimentell beobachteten, ähnlichen Orbitalcharakter
und die unterschiedlichen Lokalisierungseigenschaften der beiden Exzitonenarten, und die



vi

Bilder ermöglichen es, die Singulett-Exzitonenspaltung in noch nie dagewesenem Detail
zu untersuchen. Frühere experimentelle Ergebnisse deuteten auf eine sofortige, kohärente
Anregung eines Bitriplett-Zwischenzustands hin. Mit Hilfe der Exzitonen-Impulsraumbilder
konnten wir die Dynamik auf den Orbitalcharakter der zugrunde liegenden Zustände
projizieren und so nachweisen, dass Bitriplett-Zustände nicht unmittelbar angeregt werden,
sondern durch einen ladungstransfervermittelten Übergang vom photoangeregten Singulett-
Exziton entstehen. Damit ist der durch Ladungstransfer vermittelte Mechanismus des ersten
Schritts der Singulett-Exzitonenspaltung nachgewiesen.

Das letzte Kapitel beschreibt die beobachtete Exzitonendynamik in Rubren- und
Tetracen-Einkristallen, in denen die Singulett-Exzitonenspaltung endotherm ist. Die Mes-
sungen zeigen, dass die im Impulsraum aufgenommenen Bilder in Tetracen denen des
strukturellen Cousins Pentacen sehr ähnlich sind. Die Dynamik unterscheidet sich jedoch
erheblich. Wie zeigen, dass ein Schlüssel zum Verständnis der Singulett-Exzitonenspaltung
in der relativen Energie und der Kopplungsstärke der Ladungstransferzustände liegt. In
Tetracen stabilisieren die Ladungstransferzustände den Bitriplett-Zustand; dies erleichtert
die ultraschnelle Erzeugung des Bitriplett-Exzitons, verlangsamt aber seine Aufspaltung in
zwei unabhängige Triplett-Exzitonen, die in 6 pSekunden erfolgt. Schließlich wird gezeigt,
dass die Spaltung von Singulett-Exzitonen in Rubren aufgrund der hochsymmetrischen
Kristallstruktur, die eine Kopplung zwischen Bitriplett- und Ladungstransferzuständen ver-
hindert, einen anderen Weg nimmt. Daher wird das gespaltene Bitriplett-Exziton direkt aus
dem Singulett erzeugt, ohne die Beteiligung von Ladungstransferzuständen. Abschließend
werden die möglichen Mechanismen eines ultraschnellen, aber energetisch steil ansteigenden
Prozesses erörtert, der die Notwendigkeit von Theorien unterstreicht, die sowohl Fluktua-
tionen als auch die Exzitonendynamik behandeln können.



Abstract

This work describes experimental studies of the fluctuation-dominated electronic structure
of molecular semiconductors and of the exciton dynamics in the same materials. The method
employed in this thesis is time- and angle-resolved photoemission spectroscopy.

In the first part, the electronic structure of molecular semiconductors at equilibrium
is considered. We show that the experimental band structure of several representative
molecular crystals can be described with a common tight-binding model and analyze how
both the crystal structure and the π-topology impact the electronic structure. With this
consistent description of the electronic states, it is discussed how fluctuations act on different
materials and how they impact charge transport properties. These deliberations lead to
non-trivial design rules for future materials with high charge mobilities that have been
independently verified in charge transport experiments.

The subsequent chapter concerns the spatial structure of the electronic states captured
in momentum space. By applying the previously established tight-binding model, a strong
connection between the anatomy of momentum maps, i.e., constant-energy cuts through the
photoemission intensity, the electronic structure, and the real space description of electrons
as Bloch states is built up. It is also discussed whether properties arising from fluctuations
are visible in these maps. Most importantly, this part provides the basis for interpreting
momentum maps of ground and excited states.

In the second part, we analyzed the exciton dynamics in some of the same compounds
that staged in the previous part. For pentacene single crystals, we obtained the first
momentum maps of singlet and triplet excitons. These demonstrate the predicted, but never
observed, similar orbital character and different localization properties of the two states
and the images allow to study singlet exciton fission in unprecedented detail. Previous
experimental results pointed to an instantaneous, coherent excitation of an intermediate
bitriplet state. Using the exciton momentum maps, the dynamics could be projected to
the orbital character of the underlying states and which proves that bitriplet states are not
instantaneously excited, but rather created by a charge-transfer mediated transition from
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the photoexcited singlet exciton. That establishes the charge-transfer mediated mechanism
of the primary step of singlet exciton fission.

The last chapter describes the observed exciton dynamics in rubrene and tetracene single
crystals, where singlet exciton fission is endothermic. We find that the momentum maps
in tetracene are highly similar to those of the structural cousin pentacene. However, the
dynamics differ substantially. We demonstrate that one key to understanding singlet exciton
fission lies in the relative energy and the coupling strength of the charge-transfer states. In
tetracene, the charge-transfer states stabilize the bitriplet state; that facilitates the ultrafast
< 200 fs creation of the bitriplet exciton but slows down its separation into two independent
triplet excitons which occurs in 6 ps. Lastly, it is shown that singlet exciton fission in rubrene
takes a different path due to the highly symmetric crystal structure which prohibits a
coupling between bitriplet and charge-transfer states. Hence, the separated bitriplet exciton
is directly created from the singlet without the involvement of charge-transfer states. We
conclude by discussing the possible mechanisms of an ultrafast, but energetically steeply
uphill, process, which highlights the need for theories that are able to treat both fluctuations
and exciton dynamics.
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S. Beaulieu, M. Schüler, J. Schusser, S. Dong, T. Pincelli, J. Maklar, A. Neef, F. Reinert, M.
Wolf, L. Rettig, J. Minár, and R. Ernstorfer, “Unveiling the orbital texture of 1T-TiTe2 using
intrinsic linear dichroism in multidimensional photoemission spectroscopy”, npj Quantum
Mater. 6, 1–11 (2021).

J. Maklar, R. Stühler, M. Dendzik, T. Pincelli, S. Dong, S. Beaulieu, A. Neef, G. Li,
M. Wolf, R. Ernstorfer, R. Claessen, and L. Rettig, “Ultrafast Momentum-Resolved Hot
Electron Dynamics in the Two-Dimensional Topological Insulator Bismuthene”, Nano Lett.
22, 5420–5426 (2022).

*A. Neef, S. Beaulieu, S. Hammer, S. Dong, J. Maklar, T. Pincelli, R. P. Xian, M. Wolf,
L. Rettig, J. Pflaum, and R. Ernstorfer, “Orbital-resolved observation of singlet fission”,
Nature 616, 275–279 (2023).

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.125.216404
https://www.nature.com/articles/s41566-020-00720-8
https://www.nature.com/articles/s41566-020-00753-z
https://www.nature.com/articles/s41535-021-00398-3
https://www.nature.com/articles/s41535-021-00398-3
https://pubs.acs.org/doi/full/10.1021/acs.nanolett.2c01462
https://pubs.acs.org/doi/full/10.1021/acs.nanolett.2c01462
https://www.nature.com/articles/s41586-023-05814-1


xii

• This work has been featured in a News and Views article by Andrew J. Musser and
Hannah Stern: Elusive excited states identified from cutting-edge molecular movies

*A. Neef, M. Rossi, M. Wolf, R. Ernstorfer, and H. Seiler, “On the Role of Nuclear Motion
in Singlet Exciton Fission: The Case of Single-Crystal Pentacene”, Phys. Status Solidi A
n/a, 2300304 (2023).

S. Dong, S. Beaulieu, M. Selig, P. Rosenzweig, D. Christiansen, T. Pincelli, M. Dendzik,
J. D. Ziegler, J. Maklar, R. P. Xian, A. Neef, A. Mohammed, A. Schulz, M. Stadler, M.
Jetter, P. Michler, T. Taniguchi, K. Watanabe, H. Takagi, U. Starke, A. Chernikov, M. Wolf,
H. Nakamura, A. Knorr, L. Rettig, and R. Ernstorfer, “Observation of ultrafast interfacial
Meitner-Auger energy transfer in a Van der Waals heterostructure”, Nat. Commun. 14, 1–8
(2023).

*A. Neef, S. Beaulieu, S. Hammer, S. Dong, T. Pincelli, A. Krueger, M. Wolf, L. Rettig, J.
Pflaum and R. Ernstorfer, "How to cool electronic disorder in molecular semiconductors",
Under review at Adv. Mat. (2023).

Contributions at scientific conferences
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1. Introduction

It’s very easy to answer many of these
fundamental [...] questions: you just
look at the thing!

There’s plenty of room at the bottom
Richard P. Feynman

Any young student of science will inevitably stumble upon a marvelous equation. Born
out of the mind of a man who, far out in the Swiss mountains, was pondering how the newest
scientific findings about the microscopic world could be built into a common theoretical
framework. In this time of crisis for science, no model existed that could explain the intricate
quantization rules found in the elements or the series of lines observed in atomic spectra.
Therefore, it is no wonder that these years, in the early 1920s, were full of new ideas, one
of which our pondering man caught on: de Broglie’s revolutionary idea that particles, and
specifically electrons, can be seen as waves of matter. Building on that notion, he realized
that quantization rules are a natural outcome of the wave viewpoint. The electron waves
could be understood as strings stretched between the ends of an atom, and the number
of nodes in the resulting standing wave as a quantum number. In his own words, the
breakthrough was to realize that the atom, in reality, is merely the diffraction phenomenon
of an electron wave captured as it were by the nucleus of the atom [1]. His insight led him to
postulate the Schrödinger equation HΨ = EΨ, with the Hamiltonian H and the electron
wave function Ψ. It was published in a series of four articles, all titled Quantization as an
eigenvalue problem in 1926 [2]. Only seven years later, Erwin Schrödinger was awarded the
Nobel Prize for his contribution to the development of quantum mechanics.

His equation was so successful because it solved the puzzle of the atomic spectra and
provided an intuitive explanation of the quantization rules found in the periodic table. The
agreement between new theoretical predictions and spectroscopic observations, apparent in
the transition energies between two states, was remarkable. The energy eigenvalues that
allow us to calculate the transition energies are, however, only one result of the solution
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Figure 1.1. Imaging one-electron wave functions with position and momentum probes.
In the solid state, electronic states can be cast as Bloch waves. The corresponding Schrödinger
equation acts on the periodic function uk, whose energy eigenvalues are the function ϵk, commonly
known as the band structure. Projecting Bloch waves onto position or momentum states yields its
real and reciprocal space forms, respectively. Position projection can be achieved with a δ-like point
probe that scans the surface, e.g., in a scanning tunneling microscope. The measured quantity is
the absolute square of the projection. Momentum projection, on the other hand, is possible with
plane-wave states, that is, with free electrons. One technique that can achieve momentum projection
is angle-resolved photoemission spectroscopy. Again, the observable is the absolute square of ⟨ψk|k⟩.
By recording | ⟨ψk|k⟩ |2 at different kinetic energies, one obtains the band structure ϵk, here shown
as a slice through the image stack. Thus, momentum projection offers simultaneous access to the
spatial structure of one-electron states and their energy eigenvalues.

of the eigenvalue problem, that is, the Schrödinger equation — the other result is the
eigenfunction, or wave function, itself. In the early days of quantum mechanics and a
prolonged period following it, the concept of a wave function proved extremely helpful in
solving a vast array of problems in physics and chemistry. However, it could not be observed
in its own right and thus remained a mysterious object.

Orbitals and images.
Today, a chemist learning quantum mechanics encounters the Schrödinger equation but, most
likely, quickly works within a powerful approximation. One learns to speak the language of
one-electron molecular orbitals laid out by Mulliken and others [3]. The orbitals, especially
those close to the Fermi level known as frontier orbitals, dictate the path of chemical
reactions [4] and are extremely useful for chemical analysis — and, most importantly, they
allow us to visualize the "housing arrangement" of electrons [3].

Given the ability to visualize the orbitals in calculations and see them in science
classrooms, one is intrigued to wonder whether such images can be obtained with an
experimental technique instead. That dream is already a reality: today, scientists can
routinely capture images of orbitals with, e.g., scanning tunneling microscopy.

How is it possible to do a "microscopy" of orbitals? The fundamental principle behind
any observation lies in projecting the orbital to a suitable basis state (see Fig. 1.1). Different
basis states either allow a projection to the position or the momentum of the orbital.
Scanning tunneling microscopy, on the one hand, works by projecting to the position with
the "position state" |r⟩ of an idealized δ-like tip. On the other hand, momentum projection
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Figure 1.2. Structure of a molecular semiconductor and momentum images of electronic
states of a molecular and a conventional semiconductor at equilibrium. a, Molecular
structure of tetracene, a typical molecular semiconductor, and b, the layered arrangement of
the molecules in its crystal structure. c, Constant-energy cut, or momentum map, through the
three-dimensional photoemission intensity at the valence band maximum of a pentacene single
crystal and d, of bulk WSe2. e, Momentum slice through the photoemission intensity of pentacene
and f, of bulk WSe2 highlighting the electronic bands. The energy and momentum scales are the
same in all images. Data of bulk WSe2 taken by Shuo Dong (unpublished).

is achieved by angle-resolved photoemission spectroscopy; here, an idealized plane-wave
"momentum state" |k⟩ of a free photoelectron serves as the basis state. The observable
in both cases is the absolute square of the orbital, and the phase of the wave function
is therefore lost in the measurement. Going one step back, each of these methods counts
electrons which have a certain probability of ending up in a given position or momentum
state — in line with Born’s statistical interpretation of the wave function.

Eigenvalues and the band structure.
In the above, we were concerned with an eigenstate at a single energy. We can gain even
more information when browsing the energy of our basis state, which effectively corresponds
to measuring orbitals at different energy levels. When a stack of these images are gathered in
momentum space, the data contains the material’s band structure ϵk which can be obtained
by slicing through it along certain high-symmetry paths. These energy stacks are naturally
recorded with angle-resolved photoemission spectroscopy, and so is the band structure. This
technique hence "images the Schrödinger equation": it provides simultaneous information
about the eigenvalues and eigenstates that result from solving the Schrödinger equation
for a material. However, there are some limitations. One primary requirement is that each
electron count must originate from a system in the same condition and be independent of
each other. The system has to regenerate before the next successful projection, which is
the case for many solid-state systems. In chapter 3, I introduce the fundamental concepts
underlying angle-resolved photoemission spectroscopy.

The materials at the focus of this work are molecular semiconductors, which are
certain types of organic molecules that form well-structured crystals (Fig. 1.2a and b).
To appreciate the variety of the electron "houses", or orbitals, arising from the particular
structure of a molecular and a conventional semiconductor, momentum images taken for two
representatives of those materials are shown in Fig. 1.2. Note the disordered versus ordered
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appearance, which is rooted in the unique features of these materials. A general description
of the electronic structure of molecular semiconductors will be given in chapter 2.

Disorder and localization.
The band structure theory of solids is based on one fundamental assumption: the atomic
structure of the materials appears the same when moving by a unit vector of the crystal, a
property known as translational invariance. When impurities are mixed into the crystal or
its constituents subject to random displacements, this assumption breaks down, and band
structure theory ceases to be appropriate. Anderson realized that disorder might lead to a
localization of the eigenstates [5]. His work was concerned with amorphous systems such as
alloys and expanded on by Mott, who analyzed the transport properties of non-crystalline
materials [6]. Anderson emphasized in his Nobel lecture that a random system is to be
treated not as just a dirty regular one, but in a fundamentally different way [7]. Recently,
localization concepts have been introduced to molecular semiconductors where the disorder
stems form thermal fluctuations of the molecules. These concepts play an essential role in
understanding charge transport properties [8]. In chapter 4, the origin of the disorder in
molecular semiconductors is discussed, and how future materials might be made resilient to
disorder. Following this analysis, I discuss whether the eigenstates’ localization is visible in
the orbitals’ momentum images in chapter 5.

Beyond orbitals.
Orbitals are one-electron wave functions and, therefore, inherently lack a description of the
correlation present in real systems. Imagine two correlated electrons; the energy of the first
strongly depends on its relative position to the second electron. Projecting the first electron
to a plane wave might "catch" it when it is close or far away from the second one. That
influences the energy of the outgoing plane wave and, therefore, the recorded momentum
images — a direct feature of electron correlation that goes beyond the orbital picture.

Going out of equilibrium.
The electron correlation might be an inherent feature of the equilibrium state of a system,
but it can also be created in non-equilibrium states of weakly-correlated materials. An
exciton presents a widely-known example of a correlated non-equilibrium state. In general,
non-equilibrium states are more challenging to observe experimentally since they only exist
for short periods, and to treat theoretically. However, it is possible to image non-equilibrium
states today by exploiting the stroboscopic principle in pump-probe experiments. The
non-equilibrium state is launched by a trigger (pump), and some delay time afterward, a
camera with an extremely short shutter time (probe) images the state — one thus obtains
a snapshot. Even in everyday experiences, such snapshots provide new insights, such as the
picture of the stunning coronet created when a drop of milk splashes [9]. By varying the
delay time, one obtains a slow-motion picture of the process. In time- and angle-resolved
photoemission spectroscopy, the momentum images are combined with the stroboscopic
principle, and thus, slow-motion momentum movies of electron dynamics can be obtained.

Splitting an exciton.
In chapters 6 and 7, I used time- and angle-resolved photoemission spectroscopy to image
the excitons in molecular semiconductor single crystals and to study their dynamics. These
systems feature a pronounced energy gap between the lowest singlet and triplet excitons, a
gap large enough to transition from one singlet exciton to two triplet excitons in a process
known as singlet exciton fission. Due to the carrier multiplication intrinsic to exciton
fission, it has been proposed as a means to circumvent the maximum efficiency limit of
silicon photovoltaics [10, 11]. Despite extensive research, the mechanism of singlet exciton
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fission remains heavily debated, especially regarding the involvement of the so-called charge-
transfer states and nuclear motion. With the help of momentum images of the excitons,
some of these questions are resolved for exothermic in chapter 6 and for endothermic singlet
exciton fission in chapter 7. From the combined results and the underlying theoretical
understanding, a consistent picture of singlet exciton fission emerges in the end.





2. Physics of molecular semiconductors

This chapter introduces the basic electronic and optoelectronic properties of crystalline molec-
ular semiconductors. We start by describing the physical regime of molecular semiconductors
on the basis of a few transparent effective parameters. Then, we work our way through the
electronic structure of the constituent molecules and how electrons couple to the electric field
and vibrations. Equipped with that knowledge, we investigate the properties that arise when
packing the molecules into a crystal. We show that the crystalline order is heavily perturbed
in molecular semiconductors due to the large fluctuations of the molecules and discuss how
the ensuing disorder changes the electronic states. By conducting numerical simulations, we
show how the disorder induces localization. Then, we describe the excitons of crystalline
molecular semiconductors and how they can interconvert through singlet exciton fission.

In contrast to most conventional semiconductors, molecular semiconductors are fragile
and soft materials with low melting points. They do, however, have similarities justifying
the common name: they are intrinsically bad conductors and have band gaps around 1 to
3 eV. Charge transport can be activated by different means, e.g., by overcoming the band
gap with visible light thus inducing photoconductivity [12] or by doping the material. A
major difference, however, is that charge carriers find it much harder to move through
molecular semiconductors than through conventional semiconductors. This leads to much
smaller charge carrier mobilities (1V cm−2 s−1 in typical molecular semiconductors vs.
1000V cm−2 s−1 in purified crystalline semiconductors). A part of this discrepancy comes
from the highly purified and defect-free composition of conventional semiconductors with
impurity levels below 10−10 compared to much higher levels around 10−4 in molecular
semiconductors [13], thus increasing the chance of a carrier to scatter on a defect. Not only
extrinsic disorder but also intrinsic disorder is present in molecular semiconductors, which
arises from the motion of molecules in the soft lattice. As electronic disorder leads to the
localization of carriers [5], the electronic states in molecular semiconductors behave much
differently than the Bloch states of crystalline inorganic materials. Taken together, the
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properties of molecular semiconductors are so different that, according to Troisi et al., the
analogy with standard semiconductor physics is of limited use [14].

Light is strongly absorbed in molecular semiconductors. The strong light-matter interac-
tion enables much thinner active layers for light-emitting or photovoltaic devices since the
absorption coefficient in these materials (α ∼ 1×105 cm−1) is much higher than for example
in the indirect semiconductor silicon (α ∼ 1× 103 cm−1) and similar to monolayers of tran-
sition metal dichalcogenides. The strong absorption has been a driver for adopting organic
materials in light-emitting diodes (OLED), which today dominate smartphone displays [15].
A unique feature of molecular semiconductors is their low-lying triplet excited states. These
provide undesirable decay channels and are thus detrimental to the performance of OLEDs.
However, they also allow for unique processes such as converting optically excited singlet
states into two triplet states, known as singlet exciton fission [16].

2.1 The physical regime of molecular semiconductors at room temperature
Molecular semiconductors are characterized by a periodic arrangement of aromatic molecules
held together by weak intermolecular forces. The adhesion is granted by several interactions
with the strongest being the van-der-Waals dispersion interaction. There is furthermore the
quadropole-quadropole interaction, whose strength depends sensitively on the intermolecular
arrangement. Due to the sensitivity to the relative position, it is often the quadropole-
quadropole interaction that determines the geometry of a molecular packing — despite the
isotropic dispersion force often contributing a greater overall attraction [17]. The proximity
of the molecules in a crystal packing leads to electronic overlap between their orbitals.
Due to the small intermolecular interactions, the crystals inherit many properties from
their building blocks. The separation of intra- and intermolecular forces into different
regimes that can be treated separately is a prominent feature of the physics of molecular
semiconductors. This approximation dramatically reduces the complexity both for the
electron and nuclear degrees of freedom. It allows treating molecular orbitals as being
unperturbed by neighboring molecules. It is well justified by the much more substantial
overlap between p-orbitals of neighboring carbon atoms within a molecule than between
the p-orbitals of carbon atoms on different molecules. This order of magnitude difference is
quantified by the transfer integral. For two pz-orbitals on different sites A and B it takes
the form [18]

t =
⟨︁
pAz

⃓⃓
H

⃓⃓
pBz

⟩︁
=

⟨︁
pAz

⃓⃓ ∇2

2
−
∑︂
i

Zi

ri

⃓⃓
pBz

⟩︁
,

where the one-electron Hamiltonian H accounts for the kinetic energy of the electron and
its attraction to the nuclei with index i. The carbon-carbon π-bond transfer integral tcc is
≈ 2.7 eV, whereas the intermolecular transfer integral is ≈ 0.1 eV [19].

Furthermore, we may divide the vibrations into intra- and intermolecular parts, where
the latter are called phonons1. In the context of lattice dynamics, this is known as the
rigid-body approximation [20, 21]. It finds its justification in the much stronger restoring
forces within the molecules and thus also the larger energies of intramolecular vibrations
ℏω ∼ 100meV. The phonons are then treated as translations and rotations of rigid molecules
and are found at much lower energies ℏω ∼ 10meV.

Electronic transitions, either by charge injection or an optical transition, are accom-
panied by a response of the nuclei. This magnitude of this electron-phonon coupling is

1This is true for rigid molecules like pentacene. However, in molecules with flexible side groups such as
rubrene, intra- and intermolecular motion are mixed in some phonons.
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Figure 2.1. Types of excitons. In Wannier excitons (found, e.g., in gallium arsenide), electrons
and holes are far apart from each other and weakly bound to each other. They have a large Bohr
radius rB. If electrons and holes are strongly bound and localized to a single or very few sites,
the corresponding exciton is called a Frenkel exciton (found, e.g., in sodium chloride). Excitons in
molecular semiconductors are in between these two extreme cases.

commonly quantified by the reorganization energy λ. In line with the separation between
intra- and intermolecular phonons, we can distinguish electron-phonon coupling arising
from intramolecular motion, called Holstein or local coupling, and the coupling arising from
intermolecular motion, referred to as Peierls or non-local coupling. The local coupling is
directly apparent in the vibrational satellites in photoemission or optical spectra. To differ-
entiate the reorganization upon these two different electronic transitions, one distinguishes
the hole reorganization energy appropriate for photoemission and exciton reorganization
energy appropriate for optical transitions.

Electronic states of crystalline materials are described within the band theory of
solids. In the tight-binding approximation, the molecules contribute molecular orbitals that
overlap with neighboring orbitals to form extended states with well-defined momenta. This
description relies on one fundamental assumption: the system is invariant to translations.
It has limitations for molecular semiconductors because of large thermal fluctuations of the
constituent molecules. At room temperature (RT, T = 298K), the thermal energy kBT =
26meV is sufficient to significantly populate the phonons, and the molecules correspondingly
fluctuate substantially around their equilibrium positions. Since the intermolecular transfer
integrals strongly depend on the relative arrangement of two molecules, the position
fluctuations translate into fluctuations of the transfer integrals. The distribution of the
transfer integrals can be parametrized by a Gaussian distribution with the standard
deviation σt. At RT, the latter is of the same order of magnitude as the transfer integrals
themselves [22], thus breaking the translational invariance. To obtain a more complete
description of the localized electrons in molecular semiconductors, a treatment of the
electronic disorder is necessary.

The states created by the absorption of photons across the optical band gap are referred
to as excitons. They are commonly introduced as the weakly bound and delocalized Wannier
and the firmly bound and localized Frenkel excitons. In molecular semiconductors, the
excitons are between those extreme cases (see Fig. 2.1). They retain a sizeable intramolecular
character but also spread out among several molecules due to the involvement of charge-
transfer exciton states. The size of the exciton depends on its spin state due to the strong
intramolecular electron-hole exchange interaction which stablilizes intramolecular triplet
over singlet excitons. Hence, singlet excitons are generally more delocalized than triplet
excitons. An intriguing process in which both exciton species play a role is singlet exciton
fission. Here, a singlet exciton with energy ES splits into two triplet excitons with roughly
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Symbol Magnitude Description
t 100meV Intermolecular transfer integral
λh 50meV Intramolecular hole reorganization energy [20]
σt 50meV Standard deviation of the transfer integrals at RT
ℏω 130meV Vibrational energy of the intramolecular C-C ring-breathing mode
kBT 26meV Thermal energy at RT
λex 100meV Intramolecular exciton reorganisation energy [23]

Table 2.1. Parameters that define the physical regime of crystalline molecular semiconductors at
room temperature.

half the energy 2ET ≲ ES. The process involves a multiexcitonic state, the bitriplet exciton,
that serves as an intermediate on the route to independent triplet excitons.

The physical regime of molecular semiconductors is thus characterized by several
parameters of the same order of magnitude (see table 2.1). To understand the physics,
it is instructive to start from the bottom up and thus with the properties of individual
molecules.

2.2 Properties of the constituting molecules

The molecules considered in this work are benzenoid hydrocarbons, made up entirely of
carbon and hydrogen atoms. The carbon atoms are arranged in a planar hexagonal lattice
akin to the familiar structures of benzene and graphene (Fig. 2.2a). For a description of their
electronic states, we consider only the interaction between nearest neighbors, quantified
by the transfer integral tcc ≈ 2.7 eV [19]. A general and important property of hexagonal
lattices is their bipartite nature. The carbon atoms in a hexagonal lattice can be arranged
into two sets (A and B) that occupy alternating sites. These sets only have connections
to the other set, and there are no AA- or BB-connections. The simplest tight-binding
Hamiltonian of benzenoid hydrocarbons neglects differences in diagonal on-site energies ϵi
and electron-electron interactions and is thus [19]

H = −tcc
∑︂
⟨i,j⟩

[c†icj + h.c.], (2.1)

where the sum is over the set of all nearest neighbors ⟨i, j⟩ and c† and c are the creation and
annihilation operators, respectively. The energy eigenvalues resulting from diagonalization
then span a range of 6tcc ∼ 15 eV. The electronic levels are only half filled since each carbon
atom only contributes a single π-electron. As consequence of the bipartite lattice, the levels
exhibit electron-hole symmetry, that is, for each bonding and occupied state with energy
−ε, there is a corresponding antibonding and unoccupied state with energy ε (Fig. 2.2b).

The eigenvectors ϕ are linear combinations of pz-orbitals centered on the atomic positions
Ri of the two sets A and B

ϕ(r) =
∑︂
i

[︁
cAi pz(r−RA

i ) + cBi pz(r−RB
i )

]︁
, (2.2)

where the coefficients ci are obtained by the diagonalization of the Hamiltonian in equa-
tion 2.1. Furthermore, the eigenvectors of states related by electron-hole symmetry can be
obtained from each other by changing the sign of the coefficients of one set of atoms. The
reader is referred to [19] for an illuminating discussion.
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Figure 2.2. Hexagonal lattice, electronic structure of benzenoid hydrocarbons and
electronic transitions. a, Benzenoid hydrocarbons form hexagonal lattices and can be divided
into two alternating sets of atoms A and B. b, Energy spectrum of pentacene, a representative MSC
exhibiting electron-hole symmetry. c, The frontier orbitals of pentacene are related by e-h-symmetry.
Hydrogen atoms are not shown for clarity. d, Electron configurations of singlet (S1) and triplet
excitons (T1). e, Dependence of the exciton energy on the number of rings in the polyacenes
(pentacene is N = 5). Data from [24] obtained with UB3LYP/6-31G* for the triplets and TDDFT
for the singlets.

We are most interested in the energy levels that separate occupied and unoccupied states
since these determine the electrical and optical properties. The most relevant orbitals are the
highest-lying molecular orbital (HOMO) and the lowest-lying unoccupied molecular orbital
(LUMO), termed frontier orbitals. These orbitals are related by electron-hole symmetry
and can be generated from each other by the sign-change rule stated above (Fig. 2.2c).
Commonly, the benzenoid hydrocarbons used for MSCs have HOMO-LUMO gaps ranging
from the near-infrared to the upper end of the visible spectrum (1–3 eV).

The electronic dipole transition rate w between two states is proportional to the absolute
square of the matrix element between initial states |i⟩ and final states |f⟩ [25]

wfi ∝
⃓⃓⃓⟨︂
i
⃓⃓⃓
p̂ · Ê

⃓⃓⃓
f
⟩︂⃓⃓⃓
, (2.3)

where p̂ is the dipole operator and Ê the electric field vector. Since the dipole operator
p̂ = eR̂ with the separation between two opposite charges R̂ is odd, the two states connected
by the transition must be odd for a dipole-allowed transition. In benzenoid hydrocarbons,
the HOMO and LUMO are of different symmetry due to electron-hole symmetry, and the
corresponding transition is therefore always dipole-allowed.

At this point, it is helpful to define a molecular coordinate system, as shown in Fig. 2.2d.
The molecules discussed in this work have clearly distinguishable normal (n), short (s),
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and long (l) axes. Acenes, that is, benzenoid hydrocarbons that consist of linearly fused
hexagons, are at the core of this work and have a transition dipole moment along s for the
lowest excitonic transition, that is, the HOMO-LUMO transition.

The resulting excitons are of the Frenkel type, confined to a single molecule, and are
firmly bound (∼ 1 eV) compared to free electron-hole pairs. As we will see in section 2.7, these
localized states are essential for describing excitons in crystalline molecular semiconductors.
In benzenoid hydrocarbons, the exchange interaction can significantly stabilize triplet
excitons over singlet excitons. Their electronic configurations are shown in Fig. 2.2e.

In the acenes, both excitons decrease in energy for a larger number of rings [24] in
line with a diminishing band gap, and the splitting between the two also dips from 2 eV
for two rings to 1 eV for seven rings (Fig. 2.2f). The reason for the latter is a diminishing
exchange integral that separates singlet from triplet states [18]. In general, electron-electron
interactions are smaller in systems with delocalized electrons. They scale as 1/N , where
N is the number of sites over which the state is delocalized. The inherently greater mean
distance between two electrons in delocalized states is the origin of the weaker interaction.
The large exchange splitting allows for a peculiar situation in some acenes. In tetracene
(four rings) and pentacene (five rings), the triplet exciton has roughly half the energy of the
singlet exciton. When going to even larger acenes, the trend shows that the triplet exciton
will be at negative energies for a certain number of rings and thus be the ground state.
Recent studies confirm a substantial ground state triplet character for acenes with more
than six rings [26].

Upon an electronic transition, the molecules relax from their initial geometry in the
ground electronic state towards a new geometry. This process is accompanied by the release
of the reorganization energy λ into vibrational modes of the molecules. The coupling between
electrons and nuclei manifests itself as vibronic progressions that accompany electronic
transitions in optical or photoemission spectroscopy. When an electronic transition is
triggered, the molecule finds itself in a new potential energy surface (Fig. 2.3a). In the
simplest scenario, a single mode ℏωi dominates the relaxation to the potential minimum.
Signatures of the excitation of this mode are visible as vibronic progressions (see Fig. 2.3b),
that are given by a Poisson distribution [27]

In =
Sn
i

n!
e−Si , (2.4)

where In is the intensity of the nth peak and Si the Huang-Rhys factor. The Huang-Rhys
factor and the reorganization energy are related by

Si =
λi
ℏωi

The response of the nuclei is mainly within the carbon backbone and therefore a C-C stretch-
ing mode at ℏω ≈ 170meV dominates the vibronic coupling in benzenoid hydrocarbons
(Fig. 2.3c) and in graphene (Fig. 2.3d) [28, 29].

Generally, benzenoid hydrocarbons have small reorganization energies (λ ∼ 100meV)
relative to most molecules because of the rigidity of their backbone [20]. The reorganization
energy decreases even further with increasing number of π-electrons as 1/Nπ [27, 30]
(Fig. 2.3e). More delocalized electrons lead to a smaller perturbation of the nuclei, which we
can see directly by formulating the electron-phonon coupling differently. The Huang-Rhys
factor defined above can be thought of as the number of phonons associated with the
reorganization. It is related to other formulations of the electron-phonon coupling [20]

Si =
λi
ℏωi

= g2i =
(∂ϵHF/∂Qi)

2

2Miℏω3
i

, (2.5)
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Figure 2.3. Vibronic coupling in molecules. a, Electronic transition between two states.
In a semiclassical picture, the nuclei move down the parabolic potential of the final state. In
the full quantum mechanical picture, the transition excites vibrational quanta. The so-called
normal coordinate q is commonly used in chemistry literature to denote a generalized displacement
from equilibrium. b, Simulated absorption spectrum of an electronic transition with the same
vibrational frequency (hν = 170meV) but different reorganization energies (up: λ = 100meV, down:
λ = 800meV). The upper curve is typical for electronic transitions in BHs. c, C-C stretching mode
in benzene [31]. d, The A′

1 phonon mode at K in graphene [32, 33] also known as ring-breathing
mode. The displacement vectors are only shown for six atoms for clarity. e, Dependence of the
reorganization energy on the number of π-electrons. The data points show LDA calculations for
several molecules, and the solid line is a 1/Nπ fit. Data taken from [30].

where gi is the dimensionless electron-phonon coupling, ϵHF is the Hartree-Fock energy,
Qi is a normalized coordinate, and Mi is the reduced mass. Importantly, for an individual
mode i, λi ∝ (∂ϵHF/∂Qi)

2 from which we get the total reorganization energy by summing
over all modes. The total reorganization energy can be brought to a slightly different form
by invoking the Einstein approximation. We replace the nuclear modes i with a single mode
with an average frequency

∑︁
i ℏωi/Ni, where Ni is the number of modes. The reorganization

energy is now λ =
∑︁

α λα ∝ (∂ϵHF/∂uα)
2, with the displacement u of an individual atom

α [30]. If the states are delocalized over N atoms, each atom will only feel a fractional charge
e/N and each individual term λα will vary as 1/N2. By summing over all N atoms, we
are left with λ ∝ 1/N . In systems with delocalized electrons, such as graphene or graphite,
the reorganization energies are hence much smaller, λ ∼ 3meV [29], than typical values of
∼ 100meV in finite molecules.

2.3 Crystal structure and electronic states

Benzenoid hydrocarbons attract each other by the van-der-Waals or dispersion interaction
and can condense into a crystalline state, a molecular crystal. In general, crystals of
nonpolar molecules, like the benzenoid hydrocarbons, will adopt the densest possible packing,
thus maximizing attractive van-der-Waals and quadropole-quadropole interactions. The
quadropole of these molecules is visualized in Fig. 2.4a. Often, the quadropole-quadropole
attraction is apparent in the crystal structure, e.g., as stable slipped parallel dimers or a
T-like arrangement (the hydrogen atoms on the edge of one molecule lie on the π-electrons
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Figure 2.4. Crystal structure and nearest neighbors. a, Visualization of the electric
quadropole of a benzene molecule. The π-electron cloud is negatively charged and the hydro-
gen atoms positively. b, Crystal structure of tetracene (herringbone packing), highlighting the
layered structure with well-defined cleavage and molecular planes. Crystal structure data from [35].
c, Common packing motifs in crystalline molecular semiconductors. In the slipped stack, slipped
π-stack, and the brick wall, the short molecular axis s is normal to the cleavage plane. In the
herringbone packing, the long axis l is roughly normal to the cleavage plane. The packings differ
in the number of molecules per unit cell N and the number of nearest neighbors with which each
molecule overlaps strongly. The latter leads to anisotropic interactions and different numbers of
large transfer integrals t. Adapted from [34].

at the face of its neighbor) [17]. Due to the weak cohesive forces, molecular crystals break
easily, and the force constants for intermolecular motion are small, thus leading to large
displacements of the molecules. The crystal structures are generally categorized by a low
triclinic and sometimes orthorhombic symmetry of their unit cell. They are determined
by the three unit vectors (in ascending length) a, b and c. Commonly, the crystals adopt
layered structures, allowing for a natural cleavage plane (Fig. 2.4b) — usually the ab-plane.
The occurring crystal structures can be categorized into different packing motifs. The most
prominent are the slipped stack, the slipped π-stack, the brick wall, and the herringbone
packing (Fig. 2.4c) [34]. In each of these, the molecules have six nearest neighbors within the
cleavage plane, separated by roughly 4 Å. This short distance allows for ππ-overlap between
the molecular orbitals of nearest neighbors, whereas the overlap with other neighbors
is negligible. Following the preceding discussion on the separation between intra- and
intermolecular electronic states, we can adopt a purely intermolecular model to describe the
electronic states in molecular semiconductors. This general tight-binding model is based on
a distorted triangular lattice and includes the interactions with the two neighbors along
a+b
2 , the two along a−b

2 , and the two along a. These pairs of neighbors are equivalent due
to inversion symmetry. We denote the three transfer integrals occurring due to molecular
overlap as t+, t−, and ta, respectively (see Fig. 2.5). We consider the case of a single
molecular orbital and write the Hamiltonian in the basis of this orbital as

Hk =
∑︂
i

c†ici(ϵ+ 2ta cosk · a) +
∑︂
⟨i,j⟩

[c†icj + h.c.]tijeik·δij , (2.6)

where ϵ is the on-site energy, the first sum runs over all inequivalent molecules in the
unit cell, and the second sum runs over all nearest neighbors, separated by the vector δij .
Note that compared to the intercarbon transfer integrals of pz-orbitals, the intermolecular
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Figure 2.5. Tight-binding model for molecu-
lar semiconductors. Simplified model of a molec-
ular semiconductor with two molecules per unit
cell (A, B) and six nearest neighbors.

transfer integrals are smaller by a factor of 30. We can denote the Hamiltonian for the
common case of two inequivalent molecules per unit cell, each supplying one molecular
orbital ϕA and ϕB:

Hk =

(︃
h0 h1
h1 h0

)︃
(2.7)

=

(︃
ϵ+ 2ta cosk · a 2

(︁
t+ cosk · a+b

2 + t− cosk · a−b
2

)︁
2
(︁
t+ cosk · a+b

2 + t− cosk · a−b
2

)︁
ϵ+ 2ta cosk · a

)︃
.

(2.8)

Diagonalizing this Hamiltonian yields the two electronic band branches

ε±(k) = ϵ+ 2ta cosk · a± 2

(︃
t+ cosk · a+ b

2
+ t− cosk · a− b

2

)︃
. (2.9)

A crucial property of this TB model is the dependence of the transfer integrals on the
relative position of neighboring molecules. Thus, different band structures emerge for
different relative positions, caused, e.g., by thermal displacements and slightly different
crystal structures. From the packing motifs in Fig. 2.4c, it is clear that the transfer integrals
vary significantly for different neighboring pairs — that is, the overlap is much larger for
certain nearest neighbors than for others. In the slipped stack and the slipped π-stack,
the interaction along a is much stronger than along the other two directions, leading to
an almost one-dimensional band structure. The number of strongly interacting neighbors
grows in the brick wall packing to four and in the herringbone packing to six.

By diagonalizing equation 2.8, we get the infinitely extended Bloch orbitals ψk(r) of
the perfect crystal. We have to reconsider our description of the periodic system briefly.
The form of the Hamiltonian 2.8 separates intra- and intercell degrees of freedom. It only
depends parametrically on the crystal momentum k. Two different terms then modulate
the coefficients of the molecular orbitals ϕA and ϕB. The intra-cell degree of freedom is
captured by the Wannier function, in which the molecular orbitals are combined to yield
wk = ckAϕA + ckBϕB , with the coefficients ckA and ckB that depend on the crystal momentum
k. The coefficients are obtained by diagonalizing the Hamiltonian in eq. 2.8. The intercell
degree of freedom involves the combination of Wannier functions in different unit cells
situated on the lattice sites Rn. The coefficients are given by a plane wave eik·Rn . A Bloch
orbital of the crystal is then written as

ψk(r) =
1√
N

∑︂
n

eik·Rnwk(r−Rn) =
1√
N

∑︂
n

eik·Rn

[︂
ckAϕA(r−Rn) + ckBϕB(r−Rn)

]︂
.

(2.10)

In chapter 4, we will analyze the electronic states in more detail.
For a molecular crystal with two molecules per unit cell (such those that form a slipped

π-stack or a herringbone packing), twelve phonon branches originate from the six degrees of
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Figure 2.6. Phonons in molecular semiconductors. Displacement vectors and frequencies for
the nine optical phonons in crystalline naphthalene at the Γ-point. Six phonons involve translational
motions, while the remaining three are translational displacements. The indices for each phonon
denote the crystal axes (a, b, c′) and the molecular axes (n, l, s). A bar on one axis (e.g., aā) indicates
out-of-phase motion. Adapted from [36].

freedom of each molecule. Of these twelve, six branches involve translational motion, and the
other six involve rotational motion. The motions associated with these phonons are depicted
in Fig. 2.6, sorted by ascending frequencies at the Γ-point. Due to the weak van-der-Waals
forces, the phonon frequencies are small compared to intramolecular vibrations and lie in the
range 1 to 4THz [36]. The translational motions occur along the crystal axes a, b, and along
c′ = a× b. They are either in-phase, leading to acoustic branches, or out-of-phase, leading
to optical branches. With the molecular axes introduced previously, we can categorize the
rotational motions. The axes of rotation pass through the center of mass and align with the
normal axis n, the short axis s, and the long axis l [36]. Again, we distinguish in-phase and
out-of-phase motion, yielding the six rotational branches. The thermal energy kBT = 26meV
at room temperature is larger than the highest phonon frequencies (4THz ≈ 15meV) and
the phonons therefore highly populated. The corresponding motions are substantial, as we
can quickly evaluate by invoking the thermal populations of a classical harmonic oscillator
(an approximation that is valid in the high-temperature limit kBT ≫ ℏω). We get for the
standard deviation σr of the motion along a specific direction r [37]:

σr =

√︃
2kBT

Mω2
. (2.11)

At room temperature, with the mass of a tetracene molecule M = 228Da and the frequency
f = 1THz, we get for the displacement σr = 0.23 Å which agrees well with experimentally
measured values [38].

2.4 Electron-phonon coupling in the crystal
In molecular semiconductors, we face two different electron-phonon coupling mechanisms1:
(1) intramolecular vibrations that couple to the on-site energy ϵ, called Holstein, diagonal
or local coupling, and (2) intermolecular vibrations that couple to the transfer integrals t,
called Peierls, off-diagonal or non-local coupling. Before we discuss these two mechanisms,
we recapture some general properties of the treatment of phonons.

Due to the generally small displacements of the atoms or molecules with respect to
the bonding dimensions, we adopt the harmonic approximation and neglect non-linear

1Note that we use the term electron-phonon coupling as a synonym for vibronic coupling.
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or anharmonic coupling [39]. Furthermore, we exploit that electrons have much smaller
masses and, therefore, much higher velocities than the nuclei (mp ≈ 104me). We can then
separate the electronic (r) and nuclear (R) degrees of freedom by factorizing the total wave
function [40]

Ψtotal(r,R) = Ψel(r)Ψnuc(R).

For any instantaneous nuclear configuration, the electrons are in their ground state, and the
electronic Schrödinger equation only depends parametrically on the nuclear coordinates

HR
el (r)Ψel(r) = ER

el Ψel(r). (2.12)

That is the Born-Oppenheimer or adiabatic approximation. Solving equation 2.12 for
different nuclear configurations then yields potential energy surfaces Eel(R) on which the
nuclei move [40]. As long as the gap between two electronic states is large compared with
the frequency of excited phonons in the system ∆E ≫ ℏω, the adiabatic approximation can
be employed [41]. We will discuss some possible breakdowns of the adiabatic approximation
in the context of singlet exciton fission.

An expression for Holstein coupling has already been given in equation 2.5, which
we derive here with the approximations above for a single vibrational mode. We have an
electronic ground state |0⟩ whose minimum is located at Q = 0 and its potential energy
surface is ϵ0(Q) = Mω2

2 Q2 (compare Fig. 2.3b). The minimum of the excited state |1⟩ is
displaced by ∆Q. Its potential energy surface is ϵ1(Q) = Mω2

2 (Q+∆Q)2 +∆ϵ, where we
have also assumed that the normal modes of the excited state are the same as for the ground
state and ∆ϵ is the energy difference at the potential minima. We can now determine the
Holstein reorganization energy upon a vertical transition (Franck-Condon principle) from
|0⟩ to |1⟩ as

λH = ϵ1(0)− ϵ1(−∆Q) =
Mω2∆Q2

2
=

(∂ϵ/∂Q)2Q=0

2Mω2
.

We then get the dimensionless Holstein electron-phonon coupling

gH =

√︃
λH

ℏω
=

(∂ϵ/∂Q)Q=0√
2Mℏω3

.

Similarly, we can derive the electron-phonon coupling for a Peierls mechanism where the
on-site energy is replaced by the transfer integral t and the intramolecular coordinate Q by
the intermolecular coordinate R [20]

gP =

√︃
λP

ℏω
=

(∂t/∂R)R=0√
2Mℏω3

. (2.13)

These expressions emphasize the similarity of the two mechanisms. However, intramolecular
vibrations are roughly ten times faster than phonons and are not substantially populated
at room temperature.

From equation 2.13, we deduce that the derivative of the transfer integral with respect
to a molecular displacement at the equilibrium position is the quantity that determines
the strength of Peierls coupling. How, then, do the transfer integrals depend on the
intermolecular displacement? We will discuss this for a cofacial alignment of two tetracene
molecules, see Fig. 2.7. The transfer integral connecting the molecular orbitals ϕA and ϕB
is then given by

t(R) =

∫︂
drϕA(r−R)hϕB(r), (2.14)
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Figure 2.7. Mechanism of transfer integral fluctuations. a, Molecular structure of tetracene,
a typical molecular semiconductor with normal (n), long (l) and short (s) axis and the corresponding
rotations ϕi. b, Schematic dependence of the transfer integral t on the long-axis displacement l
for the tetracene HOMO. Thermal movement δl leads to fluctuations of the transfer integral. The
magnitude of the transfer integral fluctuations depend on the derivative ∂t/∂l at the equilibrium
position l0 and the magnitude of the position fluctuations σl.

where h is the one-particle Hamiltonian [18]. In Fig 2.7b, we show the dependence of
the transfer integral of the HOMO in a face-on tetracene dimer on an intermolecular
displacement along the long molecular axis l. When comparing the t(l) curve with the
structure of the molecular orbital, it is apparent that its nodal structure determines the
shape of the curve (i.e., there are as many nodes in the transfer integral curve as in
the molecular orbital). Consequently, thederivative of the transfer integral curve ∂t/∂l,
shown in Fig. 2.7c, has large values at the zero crossings and vanishes at the extremal
points. Therefore, apart from determining magnitude and sign of the transfer integrals,
the equilibrium offset between two molecules also fixes the strength of electron-phonon
coupling.

With the value for the standard deviation of the long axis displacement at room
temperature σr = 0.23 Å determined from equation 2.11, we can get a rough estimate of
how much the transfer integrals themselves fluctuate. Since the thermal displacements are
still small compared to the length of a molecule, we can retain only the linear term in the
dependence of the transfer integral on the displacement [8]. This yields

σt = σr

⃓⃓⃓⃓
⃓
(︃
∂t

∂r

)︃
r=r0

⃓⃓⃓⃓
⃓ .

We take the two exemplary positions: (1) no displacement, i.e., l = 0 Å and (2) a displacement
just up to the zero crossing, i.e., l ≈ 1.5 Å. In case (1), σt = 0meV and t = 200meV,
whereas in case (2), σt = 50meV and t = 0meV. The comparison of these values highlights
the range of values that the dimensionless electronic disorder σ = σt

t can take. In case
(1), σ = 0, and in case (2) σ = ∞, indicating that essentially any value for the electronic
disorder is achievable for different relative positions of the molecules in the crystal..

2.5 Limitations of band theory
In the most prominent crystalline molecular semiconductors, the electronic disorder at
room temperature is σ = 0.3− 0.5 [34]. The electronic disorder manifests not in a periodic
modulation of the transfer integrals but leads to random distributions of their values. The
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electronic disorder in molecular semiconductors is large enough to break the assumption of
translational invariance [22]. Applying band theory to describe both the electronic states
and the coupling to phonons is, therefore, of dubious validity. While some insights might be
gained from the dispersion relation, describing the electrons as being completely delocalized
is certainly an oversimplification. Many simulations [22, 42–44] and experiments [45–47]
have shown that the electrons are localized to a finite number of molecules. We, therefore,
need to include electronic disorder and, hence, localization in the description of the physics
of molecular semiconductors.

2.6 Localization and disorder
The crystalline, i.e., perfectly periodic, state is an idealization: real systems feature at
least some degree of disorder. Nonetheless, for various systems, describing deviations from
periodicity as mere perturbations of the crystalline state proves incredibly powerful [48].
The perturbation acts as a source of scattering, which restricts the movements of particles
to within a mean free path. Anderson showed in 1958 that such a description becomes
invalid at large enough strengths of the electronic disorder [5]. The electrons are then not
infinitely extended but relatively localized, and one has to include a localization length L to
describe their wave functions. We hence introduce an envelope Fenv function, here centered
at the origin, to the Bloch orbitals in equation 2.10:

ψk(r) =
∑︂
n

eik·Rnwk(r−Rn)Fenv(Rn). (2.15)

Anderson used an exponential form of the envelope function Fenv(R) = e
−|R|
L [48], but

other forms may be used as well.
The original idea of localization was developed for disordered semiconductors or alloys,

where a random occupation of the sites by different atoms leads to a disorder of the on-site
energies ϵ. This disorder can be quantified by its distribution, which we consider Gaussian
with a standard deviation σϵ. We briefly discuss the origin of localization, following [48].
If an electron is on a single site, the surrounding sites have different energies due to
random fluctuations. The mixing between these sites is inversely proportional to their
energy difference 1

∆ϵ and will thus be small for large disorder, see Fig. 2.8. At the same
time, there might be states of degenerate energy, but these will be far away for a large
enough disorder, and hence, the overlap and mixing between the degenerate sites is small.
Because the mixing with nearby sites is small, the electron is localized. In the extreme
case of large disorder, every particle is localized — leading to the fundamental result that
transport in the system becomes impossible.

A model that considers static disorder of ϵ is appropriate to describe disordered con-
ventional semiconductors, but the situation is quite different in crystalline molecular
semiconductors. Here, thermal fluctuations of the molecules are the leading cause of dis-
order, and it is the transfer integrals that are affected by nuclear motion. If we consider
the system at a given moment in time, the situation will appear rather different sometime
later (say 10 ps, so several oscillation periods of the phonons). The disorder is, therefore,
dynamic.
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It is instructive to do a brief check on which magnitude of disorder is necessary to induce
localization. We investigate a real space realization1 of the tight-binding Hamiltonian (see
eq. 2.6), but set the transfer integrals to the value t for all nearest neighbors. To introduce
disorder, each transfer integral is modulated by the term δtij and the Hamiltonian then is:

H =
∑︂
⟨i,j⟩

[c†icj + h.c.](t+ δtij) (2.16)

P (δt) =
1

σ
√
2π

exp

(︃
−δt2

2σ2

)︃
, (2.17)

With this model, we get merely static disorder or, rather, a snapshot of the system at a
given time. Eigenstates resulting from a representative implementation of this model are
shown in Fig. 2.9. With low disorder, the states are essentially delocalized over the whole
system, but as the fluctuations approache the value of the transfer integrals themselves,
localization effects become prominent. To adequately describe the influence of dynamic
disorder, we must include time-dependent fluctuations. Troisi and Orlandi developed a
paradigmatic model featuring the essential physics [22]. They worked with a 1D chain, where
disorder changes the transversal offset of neighboring molecules and, by Peierls coupling,
the transfer integrals. A single vibrational mode with frequency ω dictates the evolution
of the offsets. In the model, Holstein coupling is completely neglected — an appropriate
approximation for common molecular semiconductors where t > λ/2, the critical value at
which a particle does not localize anymore as a small polaron [44].

At zero temperature, there are no fluctuations, the states are delocalized over the entire
crystal, and the density of states features a van-Hove singularity at the band extrema
(see Fig. 2.10). Higher degrees of disorder and, therefore, higher temperatures wash out
the singularities and shift the band maximum to slightly higher values. Beyond the band
extrema, tail states emerge from large fluctuations. In the band center, the states are
extended over many molecules, but the tail states are localized to very few molecules.
Consequently, localized and delocalized states are simultaneously present in crystalline
molecular semiconductors at room temperature.

Now, we investigate the consequences of dynamic disorder, which we can easily under-
stand based on the static model. Initially, the particle is delocalized over a small number of
sites. The temporal evolution of the transfer integrals changes the energy landscape so that
the particle may move to a new location at a certain point and then stay localized until the
transient landscape once again allows it to move to another location.
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Figure 2.9. Disorder and localization of eigenstates. Highest electronic states of a triangular
lattice (40×40 sites) with disorder in the transfer integrals. From left to right, the electronic disorder
increases (weak, intermediate, strong), and the states correspondingly localize. More information
on the used disorder model is given in the main text. The figure is based on simulations carried out
by myself.

1It must be in real space because a description in reciprocal space is not possible anymore. The
translational symmetry is broken.



2.7 Excitons in crystalline molecular semiconductors 21

D
e
n
si

ty
 o

f 
st

a
te

s 
(n

o
rm

.)

Energy (t)
-2 -1 0 1 2

L
o
cl

a
liz

a
tio

n
 le

n
g
th

 (
a
.u

.)

T = 0 K
T = 300 K

tail states
center states

Figure 2.10. Properties of a disor-
dered chain. Density of states and lo-
calization lengths of a 1D chain (com-
pare eq. 2.16) for different degrees of
disorder corresponding to different tem-
peratures. At zero temperature, the
DOS features a van-Hove singularity at
the band extrema, which is washed out
by disorder. Furthermore, new states
emerge beyond the band extrema, which
are highly localized compared to the de-
localized states in the band center. Re-
sults from a simulation with 5000 sites,
inspired by [8].

The motivation for this model was to understand charge transport in the original
physical regime of crystalline molecular semiconductors, where t ≈ σt. From the model,
one then straightforwardly obtains that diffusion diminishes with decreasing vibrational
frequency ω. In the limiting case of ω → 0, the particle remains localized at its initial
position, and diffusion vanishes — just the case of static disorder.

Fratini et al. [8] built on Troisi’s Peierls coupling model to derive a new theory of
transport in crystalline molecular semiconductors, transient localization theory. Based on
the observation of localization and delocalization in the 1D model, they derived an analytic
expression for the charge mobility µ by invoking the relaxation time approximation [8]:

µ =
e

kBT

L2

2τ
.

Here L is the localization length, and τ ≈ 1 ps is the time scale of intermolecular vibrations.
This expression reconciles discrepancies observed in the charge transport properties of
crystalline molecular semiconductors, such as the band-like temperature dependence of the
mobility [49] and the presence of localized states. We will elaborate on transient localization
theory in chapter 4.

2.7 Excitons in crystalline molecular semiconductors

As we have seen, the equilibrium electronic states of crystalline molecular semiconductors
can be understood as a linear combination of overlapping molecular orbitals. We now
address how the interaction between molecules changes the excited states and, therefore,
their optical properties. Before we discuss the excitons in detail, we clarify the terminology.
The previous sections concerned purely single-particle interactions, and it was therefore
sufficient to work in the basis of single-particle wave functions, i.e., molecular orbitals,
because the total wave function Ψ in the absence of electron-electron interaction can be
denoted as a single Slater determinant Φ. That, in turn, allows for a factorization of the
total wave function into individual molecular orbitals ϕ. The excitonic states analyzed in
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Figure 2.11. Electron configurations of diabatic exciton states. Lowest relevant diabatic
exciton states or electron configurations in a molecular dimer. Note that there are two inversion-
symmetric configurations each for |FR⟩, |T⟩ and |CT⟩ and that the actual |FR⟩ and |CT⟩ states
are combinations of these configurations to yield overall singlets.

this section feature significant electron-electron interaction, and the total wave function
will, therefore, be a linear combination of Slater determinants or electron configurations,
and factorization is no longer possible. The Slater determinants can include single, double,
and higher excitations, and we can hence write the total wave function as [18]

Ψ = c(0)Φ(0) +
∑︂
i

c
(1)
i Φ

(1)
i +

∑︂
j

c
(2)
j Φ

(2)
j + . . . , (2.18)

where Φ(0) is the ground state, Φ(1)
i is a single excitation and Φ

(2)
j is a double excitation.

The electron-electron interaction determines the coefficients. In practice, not every electron
configuration is relevant, and one truncates the configuration basis by physical arguments.

To describe the lowest electronic excitations in crystalline molecular semiconductors,
three different states with well-defined characters form an appropriate basis which we
call the diabatic basis [23]. It is sufficient to denote these states for a molecular dimer
with molecules 1 and 2; more complicated arrangements can be deduced from the dimeric
states. We additionally make the approximation that the frontier orbitals, i.e., HOMO
and LUMO, are a reasonably sound basis for one-electron states. This approximation is
justified by the rather large (> 1 eV) separation of the other molecular orbitals in benzenoid
hydrocarbons (compare Fig. 2.2). In this dimer basis, there are two diabatic states with
local single excitations, which can be either on molecule 1 or molecule 2, the Frenkel singlet
exciton |FR⟩ and the Frenkel triplet exciton |T⟩ (see Fig. 2.11). The excitation can also be
delocalized over the two molecules with a hole on one molecule and the electron on the
other and vice versa; these states are the two charge-transfer excitons |CT⟩. We consider
the charge-transfer excitons because they are close in energy to |FR⟩ and might mix. There
is, furthermore, the energetically close doubly-excited state |TT⟩ consisting of two triplet
excitations that we include here for completeness. However, we will only discuss them in
the next section. Of all these states, only the singlet Frenkel exciton can couple to light
since it is a local excitation, i.e., electron and hole are located on the same molecule, and
the ground state to Frenkel transition is spin-allowed. The other states have negligible
transition dipole moments [23].

The Hartree-Fock energies of the diabatic excited states with respect to the ground
state can be evaluated directly [50]. From configuration interaction, we get:
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Figure 2.12. Configuration interaction diagram for the singlet and triplet excitons in
acene systems. In the singlet manifold, the electron-hole exchange interaction K destabilizes the
Frenkel exciton, bringing them to energetic proximity with CT states. The triplet Frenkel exciton
does not mix with CT states, which are energetically too far away. Adapted from ref. [50].

EFR = Eg + J − 2K (2.19)
ET = Eg + J (2.20)
ECT = Eg + J ′, (2.21)

where Eg = ϵLUMO − ϵHOMO is the bare band gap, J is the attractive intramolecular
electron-hole Coulomb interaction, K is the repulsive intramolecular electron-hole exchange
interaction and J ′ is the intermolecular electron-hole Coulomb attraction. As we have
already seen in section 2.2, the triplet energies fall below the singlet energies due to the
missing repulsive exchange interaction K (see Fig. 2.12). Note that in the expression for the
|CT⟩ energy, the intermolecular exchange interaction has been neglected since it is much
smaller. It falls off faster with distance than the Coulomb attraction J ′, which explains
why, in the absence of spin-orbit coupling, there is no splitting between singlet and triplet
excitons in conventional semiconductors with their large-radius Wannier excitons [51].

Due to electron-electron interaction, the diabatic states (or electron configurations) mix
and thus form excitonic states. These are obtained by diagonalizing the Hamiltonian

H =
∑︂
i

|i ⟩Ei⟨ i|+
∑︂
i ̸=j

|i ⟩Vij⟨ j| , (2.22)

with the states |i⟩ of the diabatic basis, their respective energies Ei, and couplings Vij . Its
diagonalization yields the coefficients of each configuration and the resulting eigenstates
define the excitonic basis. The |CT⟩ state can energetically be close to the |FR⟩ state in acene
systems, since here J − 2K ≈ J ′, which allows for mixing between these configurations [52].
Such a mixing is greatly reduced for the triplet configuration, which is much lower in
energy. It is common to sort the bright singlet excitonic states by their energy so that the
lowest-lying bright exciton is labeled S1 and the next highest S2. The same procedure is
applied to the triplet states, yielding Ti.

Before we address the consequences of the state mixing, we recapitulate the hierarchy of
electronic interactions discussed thus far (Fig. 2.13). We started with the single-particle states
of benzenoid hydrocarbons, which are molecular orbitals ϕ formed by linear combinations
of carbon pz-orbitals. Adjacent molecular orbitals overlap in the tightly-packed crystal,
and the resulting Bloch orbitals ψk are linear combinations of the molecular orbitals ϕ.
The spectrum of the Bloch orbitals is given by the single-particle band structure ϵk. An
anti-symmetric product of single-particle states forms Slater determinants, which may
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Figure 2.13. Hierarchy of electronic states and interactions in molecular semiconductors.
The molecular orbitals ϕ are determined by the bipartite molecular structure. Overlap between
these orbitals then leads to the formation of extended Bloch orbitals ψk and the emergence of
a band structure. With the basis of single-particle states, we can construct multi-particle Slater
determinants Φ. The coupling between Slater determinants (or diabatic states) yields the many-body
exciton wave function Ψ.

couple to each other. The physically observable excitonic states are then linear combinations
of the Slater determinants, where the mixing between different configurations is determined
by their relative energies and the coupling between them.

We get the desired couplings by inspecting the possible pathways between the dia-
batic states. Firstly, in purely carbon-based systems, spin-orbit coupling is weak, and the
interaction between states of different spins can hence safely be neglected. Secondly, we
can separate the remaining interactions into two categories: one-electron couplings for
⟨CT |V |FR⟩ and ⟨CT |V |TT⟩, and two-electron couplings for ⟨TT |V |FR⟩ and ⟨FR |V |FR⟩
(see Fig. 2.14).

To specify the one-electron couplings in the molecular dimer, we now distinguish between
the two |FR⟩ states as |10⟩ and |01⟩ and between the two |CT⟩ states as |+–⟩ and |–+⟩.
The one-electron couplings are then [53]:

⟨+– |V | 10⟩ = tLL ⟨–+ |V | 10⟩ = −tHH

⟨+– |V |TT⟩ =
√︁

3/2tLH ⟨–+ |V |TT⟩ =
√︁

3/2tHL
⟨+– |V | 01⟩ = −tHH ⟨–+ |V | 01⟩ = −tLL,

(2.23)

with the transfer integrals tHH, tLL, tHL, and tLH that connect different orbitals, where the
index H stands for HOMO and L for LUMO. The one-electron couplings depend on the
overlap between molecular orbitals located on different molecules (compare equation 2.14)
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Figure 2.14. Electronic coupling of the diabatic states. The couplings can be divided into
one-electron couplings Ve, two-electron couplings Vee, and the dipole coupling Vdipole.

and are on the order of ∼ 100meV. They can, in principle, be obtained by the off-diagonal
terms of the Fock operator (see [23]) or, as done in chapter 4, by the dimer splitting method.

The dipole two-electron coupling Vdipole = ⟨10 |V | 01⟩ is determined by the transition
dipole from HOMO to LUMO and depends on the relative orientation of the two molecules.
With the two dipole moments µ1 and µ2 of molecule 1 and 2, respectively, the coupling
is [54]

Vdipole =
µ1 · µ2 − 3(µ1 · R̂)(µ2 · R̂)

4πϵR3
,

where R is the center-of-mass distance and R̂ = R/R. The value of Vdipole varies between
positive and negative values, depending on the relative orientation, and is on the order of
∼ 10meV for common molecular semiconductors.

We briefly investigate the dipole coupling for two molecules in a herringbone-like
arrangement and a dipole moment along s (for a more detailed discussion, see [55]). The
coordinate system is given by the s- and n-axis of one molecule, and we neglect the l-
dimension. The dipole moment of molecule 1 is µ1 = ( µ0 ). Molecule 2 is separated by
R =

(︁
0
R

)︁
and its dipole moment is rotated by the angle θ: µ2 = Mθ (

µ
0 ), where Mθ is

the 2D rotation matrix. The two combined dipole moments of the molecules point in the
orthogonal directions µ+ = µ1 + µ2 ∥ a and µ− = µ1 − µ2 ∥ b. These are roughly parallel
to the lattice vectors in the molecular plane of the unit cell. In typical herringbone packings,
θ ≈ 50◦ and the couplings along the two directions are: V +

dipole > 0 and V −
dipole < 0 (compare

Fig. 2.15a).
The splitting between the corresponding excitons along the two lattice vectors is

observable in optical spectroscopy and known as Davydov splitting ∆D. For the present
case, the dipole couplings suggest that the lowest-bright exciton S1 is polarized along b and
S2 polarized along a with ∆D ≈ 20meV. That is in direct contradiction to the observed
absorption spectra of crystalline acenes such as tetracene. Here S1 is polarized along a and
≈ 80meV below the b-polarized S2. Thus, the splitting is considerably larger and of the
opposite sign. Yamagata et al. reconciled the observations with the underlying theory by
including the mixing between almost degenerate Frenkel and charge-transfer excitons [55],
as apparent from the Hamiltonian in equation 2.22. The energy of the excitons is then
corrected in a perturbative treatment by [52]:
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∆E± ∝ − (tHH ± tLL)
2

|EFR − ECT|
.

If the transfer integrals of HOMO and LUMO are of the same sign — as in the case of
tetracene — the µ+-state is downshifted by ≈ 100meV below the µ−-state, in agreement
with observation. The lowest-bright excitons of crystalline acenes thus feature large mixing
between Frenkel and charge-transfer excitons (Fig. 2.15b).

2.8 Singlet exciton fission
2.8.1 Introduction

An exciton rarely shares its energy with another to produce two stable excitons. Commonly,
this exciton multiplication must compete with the highly efficient electron-phonon scattering.
A process that — in the long run — leads to the thermalization of the exciton energy. In
conventional semiconductors, creating new charge carriers by another highly excited or hot
charge carrier is called impulsive ionization. It is either immediately outpaced by electron-
phonon scattering [56] or the new carriers that were produced by it quickly thermalize
with the lattice, i.e., they are not in stable states. The situation is improved in quantum
dots where spatial confinement relaxes the strict momentum conservation and enhances
electron-electron interactions [57]. However, the overall efficiency of carrier multiplication
remains low due to competing scattering channels. In molecular semiconductors, the spatial
confinement of charge carriers is even larger, thus further intensifying electron-electron
interactions. As we have seen, the correspondingly large exchange interaction may bring the
lowest bright singlet exciton into energetic proximity with two triplet excitons - opening up
a unique and efficient electron-electron scattering channel: singlet exciton fission.

Overall, singlet exciton fission converts a singlet exciton into two triplet excitons,
captured in the simple reaction scheme S1 −→ T1+T1. The efficiency reaches the theoretical
limit 200% in crystalline acenes — every initial excitation is converted to two triplet excitons.
The critical difference between singlet exciton fission and impact ionization is that in the
former, the excitons are not "hot". After optical excitation, they are located at the bottom
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of the conduction band, and no further scattering within the band is possible due to a lack
of available singlet electronic states at lower energies. There are, however, triplet states at
lower energies which can be accessed by singlet exciton fission. Singlet exciton fission can
outcompete electron-phonon coupling because it is a spin-allowed process, obliterating the
need for a spin flip. New intermediate states characterize this process, which we will briefly
discuss.

The bitriplet exciton.
The earliest observations of singlet exciton fission were made in the 1960s and led to the
formulation of the single-step reaction scheme S1 −→ T1+T1 [58]. Soon, it was noted that
two triplet excitons in spatial proximity, such as those formed directly after the decay of the
singlet exciton, may interact and form a new state: the bitriplet exciton (or correlated triplet
pair) 1TT [59, 60]. It comprises two correlated electron-hole pairs situated on neighboring
molecules that form an overall spin singlet. Due to its doubly-excited nature, the bitriplet
exciton poses a challenge to computations, and it is furthermore difficult to observe since it
is spectroscopically dark. Properly understanding singlet exciton fission requires knowledge
of the structure and dynamics of the bitriplet exciton.

The separated bitriplet exciton.
As the two triplet excitons diffuse apart, proximity effects, i.e., interactions between them
via orbital overlap, become negligible. Nonetheless, the spins of the two excitons remain
correlated since the triplet hopping that drives diffusion does not act on the spin [61]. At
this stage, we must, therefore, treat the excitation as a single state — in contrast to two
independent triplet excitons. These properties, i.e., spin correlation and the absence of
proximity effects, define the separated bitriplet exciton 1T· · ·T.

Scholes included the two states in a more detailed reaction scheme [61]:

S1 −→ 1TT −→ 1T · · ·T −→ T1 + T1.

This scheme underpins the current understanding of singlet exciton fission in crystalline
materials. In the primary step (SF1), the singlet exciton is converted into the bitriplet
exciton. After its emergence, the individual triplet excitations diffuse away from each other
while maintaining spin coherence; this defines the secondary step (SF2) and leads to the
formation of the separated bitriplet exciton. Lastly, the spin coherence is lost, and two
independent triplets are formed.

Even with this scheme, however, the key questions remain unanswered. (1) What is
the structure of the bitriplet excitons? (2) What mechanism drives the transition, and
which parameters control it? To answer them, we reduce the complexity of the process by
describing it in a molecular dimer. Furthermore, we first neglect the role of electron-phonon
coupling and discuss it later in this section.

2.8.2 Electronic states in the dimer model
This analysis and the simulations contained in this subsection are my own work. The
dimer model was already introduced in the context of the exciton states of molecular
semiconductors (see section 2.7) and included two Frenkel and two charge-transfer states.
These are states with a well-defined electronic character that form part of the diabatic basis.
In addition to these four states, we now include the diabatic bitriplet exciton TT. We refer
here to the bitriplet and spin singlet configuration of this doubly excited state. There are 15
more eigenstates of the Ŝ

2
-operator contained in one quintet level, three triplet levels, and

one singlet level. The other singlet state, which can be categorized as a bisinglet state, is
too high in energy to mix with the bitriplet state, while the other states belong to different
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spin manifolds [61]. Additionally, we denote TT as a single spin configuration instead of
the Ŝ

2
-eigenstate to simplify the notation. The excitation energy of TT corresponds to two

individual triplet excitations by construction.

Electronic couplings of the diabatic states.
The electornic couplings have already been defined in eq. 2.23 and depend on the one-
electron couplings tHH between HOMO and HOMO, tLL LUMO and LUMO, and tHL
HOMO and LUMO as shown in Fig. 2.14. The sign of the couplings depends on the
alignment of the molecules in the dimer under investigation. Here, the signs are set to those
found in molecular dimers in a pentacene crystal, a representative singlet exciton fission
system, and the magnitude of all couplings is t = 0.1 eV, similar to the value obtained by
computations [53]. The topology of the configurations and their interactions is shown in
Fig. 2.16a as a graph.

The dimer model is of great use since it allows an intuitive understanding of how a few
well-defined parameters of the molecular system influence singlet exciton fission. In the
graph representation, SF1 is equivalent to the pathway from one of the two Frenkel states
to the bitriplet. We now focus on the pathway starting from |01⟩. The direct pathway is
forbidden since we have set the two-electron couplings to zero. The remaining two indirect
paths each cross a |CT⟩ state. Because of the different signs of ⟨+– |V |TT⟩ and ⟨–+ |V |TT⟩,
the two pathways destructively interfere. With the chosen coupling parameters, this makes
a direct mixing of Frenkel and bitriplet states impossible.

Diagonalization and excitonic states.
We obtain the excitonic states, that is, the eigenstates of the configuration interaction
Hamiltonian defined by Fig. 2.16a, by diagonalization. The five diabatic states lead to five
eigenstates, which we label as follows. There are three bright excitons, i.e., excitons with
Frenkel characters, which are sorted by energy and labeled S1, S2, and S3. Note that S2

is the anti-symmetric Frenkel state |10⟩ − |01⟩ which does not mix with CT states. The
remaining two excitons are dark and are mixtures of |CT⟩ and |TT⟩.

We can immediately extract quantities of physical significance from the exciton energies.
The offset between the two lowest bright excitons, S1 and S2, is the Davydov splitting ∆D.
Its magnitude increases with the amount of mixing between |FR⟩ and |CT⟩ states and the
coupling between them. The energy difference between the diabatic |TT⟩ and S1 is the
singlet exciton fission energy ∆EST. Apart from the obvious dependence of this energy on
the offset between |FR⟩ and |TT⟩, it also depends on the energy of |CT⟩ due to the presence
of these states in S1. Lastly, we can extract an energy difference that is related to SF2: the
offset between the diabatic |TT⟩ and the excitonic 1TT that defines the biexciton binding
energy EBX. It measures the energy difference between the adiabatic 1TT and 1T· · ·T. Its
magnitude depends on the amount of mixing between |CT⟩ and |TT⟩ — if these are close
in energy, the biexciton binding energy can be sizable.

Scenarios.
The excitonic states are shown in Fig. 2.16b-d for different scenarios. In all of them, the
|CT⟩ energy is scanned, and the eigenvalues of the excitons are plotted along the vertical
axis while the state character is indicated by the color code and the thickness of the lines.
We now analyze a scenario that is akin to the energetic alignment of the diabatic states
found in tetracene (EFR = 2.4 eV and ETT = 2.5 eV). For very low |CT⟩ energies, shown
in the right of Fig. 2.16b, the mixing between the states is small, and the energies of the
diabatic states are close to the excitonic states. As we increase the |CT⟩ energy, the states
mix, and two avoided crossings become visible. The first avoided crossing occurrs between
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Figure 2.16. Properties of the SF dimer model. a, Graph representation of the model. b,
The energy of the excitonic states for the tetracene scenario for varying CT energies. The states
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represents the brightness or FR character. Some important energy differences, as defined in the
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the S1 and S3 excitons at an energy where ECT = EFR. Also, the |CT⟩ and |TT⟩ may
hybridize, leading to another avoided crossing between the dark exciton branches. As we
reach |CT⟩ energies larger than those of the other two diabatic states, the mixing between
the states is reduced again. To set an approximate value for the |CT⟩ energy, we can
match the experimental ∆D from the crystal to the ∆D that emerges from our model. The
experimental splitting is ∆D = 80meV [55] and we get ECT = 2.7 eV. The singlet exciton
fission and biexciton binding energies are then ∆ESF = 200meV and ∆EBX = 70meV,
respectively.

We now investigate two other scenarios, the pentacene and hexacene scenarios, for
which the bitriplet energy is reduced by 0.8 eV and 1.5 eV, respectively, compared to the
tetracene scenario. In comparing these scenarios, a trend of the ∆EBX, ∆ESF, and ∆D
energies becomes apparent (Fig. 2.16e). The Davydov shift increases in the oligoacene series,
in line with an increasing delocalization and charge-transfer character of S1 [55, 62]. In the
larger acenes, |FR⟩ and |CT⟩ come into energetic proximity. Correspondingly, the energy of
|CT⟩ decreases faster with increasing acene size than |FR⟩ [50].
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Another well-known trend reproduced in the dimer model is the increasing exothermicity
of SF. In tetracene, SF is substantially endothermic. The overall process becomes exothermic
in pentacene and strongly exothermic in hexacene. These vastly different energetics determine
the dynamics of SF and require a more specific treatment of the phonon bath that supplies
or absorbs energy.

Intriguingly, the biexciton becomes less strongly bound in the larger acenes. The diabatic
bitriplet drops quickly in energy, and the offset between it and the charge-transfer states
becomes larger for the larger acenes. In tetracene, the biexciton is bound by > 50meV
due to a large |CT⟩ character. Hexacene, in contrast, features a weakly bound 1TT. These
energetics have interesting consequences for the mechanism of SF. The endothermicity
inherent to tetracene is shared among the two first steps and includes overcoming a sizeable
bitriplet binding energy.

Constructive interference.

The preceding discussion built on the sign of the couplings observed in acene dimers in the
crystal, yielding a specific sign combination such that the overall SF1 pathways destructively
interfere. However, there might be systems in which interference is constructive. Here, the
excitonic states will be mixtures of all three diabatic species instead of mixtures between
just two diabatic states. Thus, the lowest-bright singlet exciton might have an intrinsic
and substantial |TT⟩ character. Furthermore, the couplings in our model are generically
set to the value 100meV. In the actual dimers, individual values differ slightly, and the
destructive interference is imperfect. Consequently, the lowest-bright singlet excitons in the
acenes may have (marginal) |TT⟩ character.

2.8.3 Mechanisms of the primary step

We wish to understand qualitatively how the optically prepared S1 transitions to 1TT. It is
helpful to distinguish two dynamics regimes that depend on the energetic position of the
|CT⟩ states. The first occurs when the energy offset of these states to the diabatic Frenkel
and bitriplet states is significantly larger than the coupling between them. In this so-called
superexchange regime, the mixing between the states is small, and a perturbative treatment
is appropriate. The other regime encompasses degenerate diabatic states and, hence, strong
physical mixing in the excitonic states. The scenarios discussed above belong to this regime.
However, it is nonetheless insightful to discuss the superexchange regime.

Superexchange.

When the mixing of |CT⟩ into S1 is not too large, the coupling corresponding to SF1 can
be evaluated perturbatively [53]. It is given by

⟨︂
FR|V̂ el|TT

⟩︂
≈

⟨︂
FR(0)|Ĥel|TT(0)

⟩︂
− 2

V10,+-V+-,TT + V10,-+V-+,TT

(ECT − ETT) + (ECT − EFR)

= V (0) − 2

√︃
3

2

tLLtLH − tHHtHL

(ECT − ETT) + (ECT − EFR)
,

where X(0) signifies pure states (zeroth order mixing). The coupling is, therefore, the sum
of a direct transition involving a two-electron integral and of two terms that involve the
product of two one-electron integrals. The two-electron integral is of the order of ∼ 1meV
and hence significantly smaller than the second term in the equation (∼ 100meV). It can
therefore safely be neglected. With Marcus theory, the coupling yields the following rate
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for SF1 [53]:

kSF1 ≈ 2π√︁
4πℏ2λkBT

|V10,+-V+-,TT + V10,-+V-+,TT|2

(ECT − ETT)2
e
− (EFR−ETT+λ)2

4λkBT ,

where λ is the reorganization energy associated with SF1. Within the perturbative approx-
imation, the rate depends to the fourth order on the transfer integrals kSF1 ∝ t4. There
is furthermore a weak power-law dependence on ECT − ETT and a dominant exponential
dependence on EFR −ETT. We can expect the rate to be negligible for large energy offsets
between |FR⟩ and |TT⟩. WIthout a strong role for the phonon bath, systems with too large
endo- or exothermicity thus do not undergo singlet exciton fission, in line with intuitive
expectation.

However, the perturbative treatment completely neglects the energy shifts expected
when the diabatic states strongly mix and hence yields poor results for the crystalline
acenes. In the literature, the SF1 mechanism described here is called the charge-transfer
mediated mechanism since the dominant coupling stems from one-electron couplings to
charge-transfer states.

Physical mixing.
In the crystalline acenes, the excitonic states are mixtures of the diabatic states prohibiting
a perturbative treatment of the electronic coupling. We can, nonetheless, make some
statements about the effective coupling between S1 and 1TT. Since the direct

⟨︂
FR|V̂ el|TT

⟩︂
coupling is weak compared to the mediated coupling, the |CT⟩ character of S1 determines
the overall coupling strength [50]. Coming back to the acene series, we notice that the
SF1 coupling increases when going from tetracene to hexacene, which might, however, be
compensated by a larger mixing of |CT⟩ into 1TT.

Electron-phonon coupling.
Apart from the electronic coupling, we must consider the coupling to the phonons. Two
major reasons make this necessary. (1) The coherences between the two excitonic states
must be removed for successful population transfer, and (2) unmatched energy must be
supplied or absorbed by the phonons. The phonons and vibrations yield a density of
states at each phonon frequency. At ∼ 100meV we find the fastest vibrations which are
intramolecular C-C stretching modes1. It is a priori unclear and computationally expensive
to quantify how strongly each vibrational mode is coupled to the electronic transition.
However, we can immediately make some general remarks. The SF1 rate depends on the
availability of strongly coupled phonons at the energy mismatch [53, 63]. The e-ph coupling
strength in the SF1 transition is parametrized as in section 2.2 by the reorganization
energy λ. If only a single vibrational mode is involved in the transition, the rate depends
linearly on λ. Furthermore, endothermic SF1 must absorb energy from thermally populated
phonons, and increased temperatures should be beneficial. Lastly, strongly exothermic
SF1, as in hexacene, presents an energy mismatch that is too large to be overcome by a
single vibrational quantum. In this energetically steeply downhill step, the SF1 rate should
decrease since the excitation of more than one vibrational quantum is less likely [50]. This
regime is known as the inverted Marcus regime.

Nuclear coherence and conical intersections.
We briefly discuss the possible back-action of nuclear modes on the electronic transition in
SF1. Several measurements have observed nuclear coherences following SF1 [64, 65], and

1There are even faster C-H vibrations at 300meV, but these local vibrations are weakly coupled to
electronic transitions within the delocalized π-network.
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it has been suggested that these play a crucial role in a conical intersection mechanism.
Here, specific nuclear coordinates lead to a degeneracy of electronic states, making a
rapid transition between them possible. The simplest model of a conical intersection can
be constructed from just two vibrational modes. These are (1) the tuning mode with
coordinate Qt and (2) the coupling mode with coordinate Qc. The tuning mode changes the
energy offset between two states with e-ph coupling strength κ and the coupling mode the
electronic coupling with e-ph coupling strength Λ [66], leading to the following Hamiltonian

H =

(︃
∆E − κQt ΛQc

ΛQc 0

)︃
.

The critical point is that two nuclear modes act in synergy to facilitate population transfer
and that the transfer rate depends on the position of the nuclei, kSF(Q). The conical
intersection mechanism contrasts the previously discussed coupling to a phonon bath, where
the nuclear positions do not act back on the rate. In the presence of a conical intersection,
we expect to see a modulation of the transfer rate with the phonon frequencies of the tuning
or coupling modes.

From the dimer model to an extended system.
In the previous sections, we have restricted SF to a molecular dimer. In an extended
system, two fundamental differences should change the dynamics. Firstly, the energies of
the diabatic states change with respect to each other, and secondly, the density of these
states changes. The first point can be easily incorporated into the presented model, but
the second merits in-depth consideration. A simple point illustrates the issue. The dimer
model hosts five low-energy singlet states, of which two are |FR⟩, two are |CT⟩, and one
is |TT⟩. In a heptamer, again taken from the herringbone structure of the acenes, the
relative number of states changes significantly. There are now 46 diabatic states: 7 |FR⟩, 26
|CT⟩, and 13 |TT⟩. Crucially, the ratio NFR

NTT
changes from 2 to 0.5. For even larger clusters,

this ratio will further decrease. Eventually, it will saturate because we must truncate the
diabatic states to nearest neighbor states — to which the bitriplet excitons are confined.
Due to the increased density of states (DOS) of biexcitonic states in extended systems, the
SF1 transition rate is expected to increase. This increase can be interpreted as an entropic
driving force [67]. Teichen et al. derived the general rule that the SF1 rate increases with
a higher degree of delocalization in the singlet exciton due to the increasing number of
localized bitriplet states sampled by a delocalized S1 [68].

2.8.4 The secondary step

After the primary step, the bitriplet exciton has formed. In a molecular dimer, this state
cannot transition to the separated bitriplet exciton since there are no molecules to which
a lone triplet exciton could diffuse. In an extended system, however, the secondary step
becomes possible via a hopping transfer of one constituent triplet exciton to neighboring
molecules [69]. This step involves overcoming the biexciton binding energy and depends on
the rate of triplet hopping in the system. The latter is commonly referred to as the rate of
Dexter energy transfer, and it involves a simultaneous transfer of the electron and the hole
from one site to the next. As such it depends on the transfer integrals tHH and tLL [70].
Their values are quite similar amongst the crystalline acenes, and we thus expect the SF2
rate to be dominated not by the coupling, but by differences in the biexciton binding energy.
The large value in tetracene should inhibit bitriplet separation, whereas a much faster rate
is expected for the weakly bound bitriplet excitons in pentacene or hexacene.
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2.8.5 Experimental results
We have thus far discussed the theoretical background of singlet exciton fission in the solid
state. The advances in understanding the mechanism have built on experimental results
using ultrafast methods, which we briefly summarize here. For more extensive reviews, the
reader is referred to the works by Smith and Michl for work done before 2010 [16], by
Miyata et al. for more recent studies [71] and by Musser and Clark for bitriplet excitons [72].

Transient absorption spectroscopy.
Most studies on singlet exciton fission have used transient absorption spectroscopy and
assigned spectral features to the states participating in singlet exciton fission. The earliest
studies focused on tetracene, in which two triplet excitons are energetically above the singlet
exciton, and pentacene, in which the situation is reversed. Due to the lack of knowledge
about the origin of spectral signals, an ambiguity prevailed in assigning the time scale of
SF1 in tetracene. Whereas some studies claimed an ultrafast < 300 fs decay of the singlet
exciton [73], others observed longer time constants of 10 to 90 ps [74, 75]. Similar issues were
present in the interpretation of transient absorption data in pentacene. Most authors agreed
on an ultrafast decay of the singlet exciton (∼ 100 fs), but there has been no consensus
on another time scale ∼ 1 ps [76–79]. Pensack et al. found spectroscopic differences in the
near-infrared between the bitriplet exciton and the separated bitriplet exciton and extracted
a ≈ 2 ps time scale for SF2 in a pentacene derivative [80].

Two-photon photoemission spectroscopy.
Two-photon photoemission spectroscopy (2PPE) was employed to obtain new insights
on singlet exciton fission in tetracene, pentacene, and hexacene. The first work focused
on pentacene and confirmed the ultrafast decay of the singlet exciton in ∼ 100 fs [81].
Additionally, the authors found an instantaneously populated signal at lower energies, which
relaxes within ∼ 500 fs. In a similar experiment, the same authors found a 6 ps decay of the
singlet exciton in tetracene and also observed an instantaneous signal at lower energies [67].

Other techniques.
Two studies employed photoluminescence spectroscopy to find signatures of the bitriplet
exciton in tetracene and pentacene [82, 83]. These authors established that the otherwise
dark bitriplet exciton can luminesce via a Herzberg-Teller mechanism [84] and does not
form independent triplet excitons at low temperatures in pentacene due to an energetic
barrier. In the Herzberg-Teller mechanism, an otherwise forbidden coupling is activated
by a vibrational mode that breaks the symmetry of the system. Using two-dimensional
electronic spectroscopy, Musser et al. observed a transfer of vibrational coherence from the
photoexcited singlet exciton to the triplet excitons in a pentacene derivative [64]. Coherence
transfer was also found in similar studies on rubrene [85] and pentacene [65, 86].

While some time scales, such as the decay of the singlet exciton in pentacene, were quickly
established in the field, others, such as the same decay in tetracene, remain debated. The
central issue none of the above studies addressed is the ambiguity in assigning spectroscopic
signals. The mentioned techniques do not provide information about the nature of the
participating states apart from the alignment of transition dipoles. This work fills this major
gap by investigating singlet exciton fission with time- and angle-resolved photoemission
spectroscopy, which provides information about the states in momentum space. The next
chapter discusses the working principle of this cutting-edge technique.
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In this chapter, the principles of time- and angle-resolved photoemission spectroscopy
— the experimental method used in this thesis — are introduced. It starts with a brief
history of photoemission, which dates back to 1887 and works its way to state-of-the-art
instrumentation. Then, we describe the photoemission process with Fermi’s Golden Rule by
using the well-established three-step model and thereby show how the electronic structure
relates to the photoemission signal. We further introduce the plane-wave approximation, which
allows us to view the photoemission signal as a Fourier transform of the initial wave function.
Often, electronic states are multiparticle states, and we describe how the corresponding
correlation manifests itself as satellite peaks in the photoemission signal. Finally, we discuss
some aspects of time-resolved ARPES and briefly introduce the experimental setup.

Photons with sufficient energy may release electrons from their bound states. The
resulting photoelectrons escape from their origin while carrying information about it with
them. When the electrons are collected in a detector that measures their energy and
momentum, the ensuing signal supplies detailed information about the electronic structure
of a material. Relating photoelectron properties to the electronic structure of materials is
the essence of photoemission spectroscopy. However, the history of photoemission started
on quite a different note.

3.1 Brief history

The first observation of the photoelectric effect — that is, the electrical discharging of
an object by short-wavelength light — was made by Hertz in 1887 (Fig. 3.1a). At first
a curiosity, the photoelectric effect quickly supplied crucial information for discovering
the electron and the photon. Just ten years after Hertz, J. J. Thomson postulated the
existence of electrons and then showed that cathode rays created either by field emission or
radiation are the same phenomenon [93], both consist of electrons. Shortly after, Einstein
explained the photoelectric effect by quantizing light into photons. He could then show
why the kinetic energy of liberated electrons only depends on the light’s frequency and
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Figure 3.1. Evolution of photoelectron techniques. a, The first observation of the photoelectric
effect by Hertz [87]. b, Millikan used photoemission to test the quantum nature of photons [88].
c, Photoemission with X-rays (also called electron spectroscopy for chemical analysis, or ESCA)
was invented by Siegbahn to study the chemical composition of compounds [89]. d, Angle-resolved
photoelectron spectroscopy matured as a technique to obtain band structures of solids [90]. e,
Today, new detectors allow faster and multidimensional acquisition of photoelectron data [91, 92].
Imaging of molecular and Bloch orbitals is possible.

not on its intensity [94]. In an attempt to disprove Einstein’s E = hν by photoelectron
experiments, Millikan instead put the quantum theory on a firm foundation and obtained
accurate values for Planck’s h (Fig. 3.1b). This achievement marked the end of the first
generation of photoelectron experiments that extracted general information about matter
based on a coarse approximation of the kinetic energy of photoelectrons.

A few decades later, in the 1950s, Siegbahn realized that photoelectron experiments
could be developed into a spectroscopic method supplying information about the chemical
composition of materials [89]. This insight was the birth of photoemission spectroscopy, which
quickly overcame the initial difficulties related to the strong interactions of electrons with
matter, which makes the method extraordinarily surface-sensitive and requires sophisticated
vacuum methods. Advances in instrumentation, a mature theory of the solid state, and the
ability to grow single crystals brought photoelectron spectroscopy to a new level. Siegbahn
developed the use of X-rays to study the chemical environment of atoms into a technique
routinely used for chemical analysis (Fig. 3.1c). As the technique matured, it went beyond
using X-rays to study the atomic environment to many implementations, ranging from
bulk-sensitive hard X-ray photoelectron spectroscopy to photoelectron diffraction and
photoelectron microscopy. Among these, the study of the angular distribution of electrons
photoemitted from a solid (angle-resolved photoemission spectroscopy - ARPES) became
"the method of choice to study the electron dispersion curves of solids" [95] (Fig. 3.1c).
It allowed the determination of the band structure of metals [90], the detection of the
small superconducting gap in high-temperature superconductors [96], and the observation
of Dirac fermions in graphene [97].

Then, advances in photoelectron detectors made it possible to routinely measure the
whole photoemission hemisphere (Fig. 3.1d). Modern detectors provide more than just
spectroscopic information by imaging electrons in a two-dimensional momentum space, thus
giving direct access to spatial information. The data sets obtained by these new detectors
are three-dimensional — they provide the photoelectron intensity I(kx, ky, E) as a function
of the in-plane momenta and the kinetic energy. Cutting through such a data set at constant
energy gives momentum maps.

Today, ever more dimensions are being added to the photoelectron spectroscopy arsenal.
Pump-probe techniques make it possible to record the dynamics of photoexcited states in
a stroboscopic fashion. The resulting data sets consist of 3D snapshots of the electronic
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Figure 3.2. Photoemission kinematics with two different photon energies. a, A photon
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structure at different time delays ∆t and are thus four-dimensional, I(kx, ky, E,∆t). This
technique is called time-resolved and angle-resolved photoelectron spectroscopy (trARPES)
and is the method used in this thesis. High dimensionality is not restricted to the time delay
in a pump-probe experiment; any continuously scanned variable, such as pump polarization,
sample position, or temperature, can be recorded. The resulting data set is multidimensional
and a function of many variables I(kx, ky, E,∆t, θ, σ, x, y, . . .).

3.2 Photoemission kinematics

The impinging photons define the limits of the kinetic energies and momenta of the outgoing
photoelectrons. Quite generally, a photoemission experiment involves the excitation of an
electron with a photon of energy hν, the subsequent escape of the photoelectron, and its
detection. Depending on the binding energy EB of the electron, it leaves the material with
a kinetic energy Ekin = hν − EB − EI . Here, EI is the ionization energy of the material,
which for an extensive range of materials is ∼ 5 eV. Because the kinetic energy must be
greater than zero, only states with EB < hν − EI can be accessed; higher photon energies
allow measuring more firmly bound states with a larger EB.

The velocity of the released electron has two in-plane components and one out-of-plane
component. During photoemission, in-plane momentum is conserved and a Bloch state with
in-plane crystal momentum k|| is converted to a free electron with in-plane momentum
p|| (see Fig. 3.2). The maximum free electron momentum attainable for a given photon
energy pmax =

√
2Ekinm defines the photoemission horizon. For a typical photon energy

hν = 20 eV, the maximum momentum is p
ℏ ≈ 2 Å−1 — large enough to fully sample the

Brillouin zone of most materials. Smaller photon energies only probe a fraction of the
Brillouin zone. The photon energy thus defines the range of probed binding energies and
the radius of the photoemission horizon. The photon energy also determines the cross
section of the photoemission transition — generally, at low kinetic energies, the cross-section
is enhanced for states with low angular momentum (electrons in s- or p-orbitals) and at
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Figure 3.3. Approximations in the theoretical treatment of photoemission. a, The
three-step model separates the photoemission process into three steps. The photoexcitation (1) is
followed by the already independent photoelectron traveling through the bulk and scattering on the
lattice (2) and the escape of the photoelectron at the surface (3). b, In the sudden approximation,
any interaction of the photohole with the photoelectron is neglected.

high kinetic energies, the cross-section with states of high angular momentum (electrons in
d-orbitals) is enhanced [95].

3.3 Quantum mechanical treatment

To relate the recorded photoelectron momenta and energies to the electronic structure, we
describe the interaction of the photon’s electric field with the material’s electronic states in
a perturbative regime. The final states |f⟩ can be approximated by a continuum of free
electron states. We may employ Fermi’s golden rule to derive the transition rate from a
bound initial state |i⟩ to a free final state |f⟩ with kinetic energy Ekin:

wfi =
2π

ℏ

⃓⃓⃓⟨︂
f
⃓⃓⃓
Ĥ

′ ⃓⃓⃓
i
⟩︂⃓⃓⃓2

δ (hν − EI − EB − Ekin) . (3.1)

Here, the δ-function ensures energy conservation. The perturbation H ′ of the electron with
momentum p with the electric field with vector potential A in the dipole approximation
is given by Ĥ

′
= − e

mcA · p [98]. While the photoemission process is, in principle, a
single coherent process influenced by scattering and interference effects, it is a reasonable
approximation to separate the process into three steps (see Fig. 3.3a). The first step is the
photoexcitation of the bound electron. Then, the liberated electron travels through the
bulk and may scatter on the atoms it passes. Finally, it escapes through the surface, where
it may refract and scatter. This approximation has been routinely and successfully used
and is known as the three step model, and allows writing the total photoemission intensity
a product of the individual steps [99].

To proceed, we need to define the initial and final states. If the photoelectron is fast, we
may assume it does not have enough time to interact with the positive charge left behind
(see Fig. 3.3). Then, we can write the final state as a product of a free electron φf

k and
a (N−1)-electron state Ψf

N−1. Such an approximation (called sudden approximation) is
appropriate for photons with energies > 15 eV ejecting electrons near the Fermi energy [98].
The initial state |i⟩ = Ψi

N , on the other hand, may be a weighted sum of different Slater
determinants Ψi

N =
∑︁

j cjΦ
j
N and must hence be written as a sum of terms, one for each

determinant. Each term consists of a product of a one-electron orbital with a corresponding
(N−1)-electron state. We can then write the interaction term in eq. 3.1 as⟨︂

fk

⃓⃓⃓
Ĥ

′ ⃓⃓⃓
ik

⟩︂
=

∑︂
j

cj

⟨︂
φf
k

⃓⃓⃓
Ĥ

′ ⃓⃓⃓
ψj
k

⟩︂⟨︂
Ψf

N−1

⃓⃓⃓
Φj
N−1

⟩︂
=

∑︂
j

cjMfjSfj . (3.2)
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We are now left with two separate terms. The first term Mfj is the one-electron matrix
element that describes the interaction of the electric field with a one-electron Bloch state
ψj
k. The second term Sfj accounts for the overlap of the impulsively ionized system with

different cationic (N−1)-electron states. In the following, the matrix element will first be
discussed, and then the overlap term.

3.3.1 The one-electron matrix element
A straightforward description of the final electron state is treating it as a free electron and
therefore as a single plane-wave component eip·r/ℏ [99, 100]. The power of this simplification
is the reduction of the matrix element to a Fourier transform of the initial Bloch orbital
modulated by a polarization-dependent term [101]. We remind ourselves of the form of the
Bloch orbital in eq. 2.10 [39]. Instead of writing it as a sum of Wannier orbitals centered on
different lattice sites, we may recast it as a convolution of a Dirac comb with the plane-wave
modulated Wannier function

ψk(r) =
1√
N

∑︂
n

eik·Rnwk(r−Rn) =
1√
N

шUC(r) ∗ wk(r)e
ik·r.

Here шUC(r) is a Dirac comb with the periodicity of the unit cell, and 1√
N

is a normalization
factor. In the plane-wave approximation, we can use this formulation to write the matrix
element as a Fourier transform of the Bloch orbital

Mfj(p/ℏ) ∝
⟨︂
p/ℏ

⃓⃓⃓
ψj
k

⟩︂
= шBZ(p/ℏ− k)w̃j

k(p/ℏ).

шBZ(p/ℏ − k) is a Dirac comb with the periodicity of the Brillouin zone shifted by the
crystal momentum k, and we have included the index j to stress that the matrix element
varies for different Slater determinants in the initial state. The matrix element is hence
proportional to a product of δ-functions at all equivalent k-points of the initial state and
the Fourier transform of the associated Wannier function. For completeness, we note that
we can equivalently perform the Fourier transform on a localized Bloch orbital as defined
in eq. 2.15. This yields

Mfj(p/ℏ) ∝
(︂
шBZ(p/ℏ− k) ∗ F̂ env(p/ℏ)

)︂
w̃j

k(p/ℏ).

In contrast to the infinitely narrow δ-functions of the Bloch orbitals, the peaks at each k-
point have now acquired a finite width proportional to the width of the Fourier-transformed
envelope function. An insightful analogy to the matrix element and, correspondingly,
the photoemission intensity is a slit interference experiment, as shown in Fig. 3.4. If we
investigate a state localized to a single site, the photoemission intensity is proportional to
the absolute square of the Fourier transform of the corresponding orbital. In the analogy,
we replace the site with a single slit on which a plane-wave is impinging. The transmitted
intensity on the detector is proportional to the Fourier transform of the slit function. A
delocalized state, on the other hand, consists of many sites coherently emitting electrons
over a localization length L, in close analogy to a plane-wave passing through multiple slits
that mutually interfere.

The simple Fourier correspondence of the wave function and the photoemission signal is
the hallmark of the plane-wave approximation. The analysis was so far carried out in two
dimensions, however, and we have completely neglected the dependence of the photoemission
intensity on the out-of-plane momentum. Naturally, the orbital will have a specific shape
normal to the plane. Instead of evaluating just the in-plane orbital structure, the entire
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Figure 3.4. Photoemission as a slit interference experiment. In the plane-wave approxima-
tion, the matrix element of the photoemission transition can be seen as a Fourier transform of the
one-electron Bloch state the photoelectron originated from. Photoemission from a localized state
is then related to a plane wave passing through a single slit. A delocalized state emits coherent
electron waves from different sites and can be understood as a plane wave passing through multiple
slits that mutually interfere.

three-dimensional shape has to be taken into account. The corresponding three-dimensional
Fourier transform must then be evaluated on a hemisphere with the radius of the PE
horizon. Furthermore, there are limitations of assuming the final state is a single plane-wave
component. This approximation applies to materials made of light atoms and to normal
emission from π-orbitals [101, 102], as realized for photoemission from flat-lying benzenoid
hydrocarbons. For more complex materials and a more complete picture, it might be
necessary to include more plane-wave components in the description of the final state or to
employ a full one-step and many-body description of the photoemission process [99].

The polarization of the impinging light leads to a modulation of the matrix element
that is given by [101]

Mfj(p/ℏ) ∝ A · p/ℏ,

making apparent the intuitive suppression of photoemission intensity if the electric field is
normal to the momentum of the photoelectron.

In chapter 5, the structure of momentum maps, constant energy cuts through the
photoemission intensity, will be discussed in more detail.

3.3.2 Single-particle band structure
Without electron correlation, the initial wave function can be represented by a single
Slater determinant for each value of k. The overlap term in Sfj is then unity for a single
configuration, and the photoemission intensity features a single peak at the single-particle
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Figure 3.5. Satellite peak due to initial-state correlation. The combination of two Slater
determinants in the initial state allows for the emergence of a satellite below the main peak. The
corresponding transition would be forbidden without the admixture of the excited configuration.

band energy ϵk = hν − Ekin − EI . Sampling the whole Brillouin zone of a material then
yields the single-particle band structure.

3.3.3 Multiparticle states: Satellites and electron correlation

Molecules and solids are many-electron systems. Ripping out an electron from this system
must lead to a response of the remaining electrons. The response manifests in the population
of excited cationic states in the system, which leads to a lower kinetic energy of the outgoing
electron. In the photoemission spectrum, these excitations are visible as satellite lines that
accompany the main single-particle line, and their relative strength is determined by the
overlap of the initial- and final-state wave functions. Many electronic states show correlation,
either in the ground or an excited state, and the wave function cannot be factorized into
one-electron orbitals anymore and instead has to be denoted as a combination of Slater
determinants. This correlated initial state might overlap with many cationic final states and
cause the emergence of satellite lines. On the other hand, the ionization of a state without
correlation, a single-particle state, might overlap with several cationic states that do show
correlation and hence must be denoted as a combination of Slater determinants — again
causing satellite lines. Here, we focus on the description of satellites due to initial-state
electron correlation and neglect final-state correlation, for which we refer the reader to the
works of Siegbahn [103] and Huefner [95].

Consider anN -electron state that is a combination of twoN -electron Slater determinants,
(1) the ground state configuration and (2) the first excited configuration, as shown in Fig. 3.5.
The incident light can rip out an electron from either of the two configurations. For the
blue ground state configuration, removal from the lowest-lying level is possible, leaving a
hole in this level behind in the (N−1)-electron final state. The red excited configuration
can transition to the same final state if an electron is removed from the highest-lying level.
However, a second transition is possible when an electron is ejected from the lowest-lying
level. Now, the remaining electron is in the highest-lying level, and the excited (N−1)-
electron state left behind has more energy. Correspondingly, the photoemission process
populated an excited cationic state and ripped out a photoelectron with less kinetic energy
that accounts for the emergence of a new peak — the satellite peak.
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In real systems, the description of the wave function becomes much more complex, and
the correlation might take on different forms. In conclusion, initial-state correlation leads to
the emergence of satellite peaks in the photoemission spectrum that would not be expected
for a single electron configuration.

3.3.4 Vibrational satellites and electron-phonon coupling

Like any electronic transition, the photoemission transition obeys the Franck-Condon
principle. Upon ionization, the system finds itself in a new potential energy surface, and the
transition may excite vibrational quanta. The relative intensities of the vibrational satellites
accompanying the main 0−0 transition are given by the overlap of the nuclear wave functions
before and after ionization. The intensities of the peaks are usually well-reproduced by the
Poisson progression introduced in eq. 2.4 and parametrized by the Huang-Rhys factor. The
difference here, however, is that the transition is from a neutral initial to a cationic final
state. As in the case of the HOMO-LUMO transition, the vibrational substructure of the
spectrum can be used to determine the reorganization energy associated with creating a hole.
The photoemission spectrum, therefore, provides information about the electron-phonon
coupling in the system.

3.4 Time-resolved ARPES

The above discussion has been limited to states in equilibrium, where ARPES has pro-
vided detailed information and novel insights, specifically into many-body states. With
the progress made in laser technology after the 1960s, it became possible to do time-
resolved photoemission experiments to study non-equilibrium states using pump-probe
techniques [104]. In these experiments, a pump pulse excites the system, and a short-
wavelength probe pulse probes the system after a time delay ∆t. The technique matured to
two-photon photoemission spectroscopy (2PPE) [105]. While offering access to femtosecond
time resolution and providing valuable insights into hot-electron or surface state dynamics,
2PPE lacked the momentum resolution of static ARPES. With the advent of high-harmonic
generation (HHG), which made pulsed extreme-ultraviolet (XUV) sources possible, the door
opened to table-top ARPES experiments with femtosecond time resolution. In time-resolved
ARPES (trARPES), the photoemission intensity also depends on the pump-probe delay:
I(k, Ekin,∆t).

In standard HHG setups, a laser provides ultrashort light pulses that are split between
a pump and a probe line. In the probe line, the pulses are guided into a vacuum chamber
in which they are focused onto a stream of rare gas atoms. The strong electric fields due to
the tightly focussed and ultrashort pulse (on the order of the field strength between valence
electrons and nuclei (∼ 1V Å−1)) lead to the ionization of the atoms, which release bursts
of XUV radiation upon recombination with the accelerated electron. While the process is
a single coherent event, it can be simplified into three steps: ionization, acceleration, and
recombination [106]. At each wave crest of the oscillating field, electrons escape into the
vacuum in the presence of the strong field. They accelerate in the slope of the pulse and,
as the pulse field changes sign, return to the cationic atom, where they recombine and
release their energy as a burst of XUV radiation. The spectrum of this radiation consists
of only odd harmonics of the driving frequency, and the beam has to consequently be
frequency-filtered to obtain the monochromatic XUV radiation required for photoemission.

The frequency of the pump pulse defines which non-equilibrium process is launched in
the studied system. Correspondingly, a large variety of experimental schemes exist for the
pump line, depending on the process under investigation. In the pump lines, non-linear optics
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(most commonly second harmonic generation, optical rectification or optical parametric
amplification) is exploited to obtain wavelengths from the THz- to the VIS-regime. Such a
wide variety of excitation conditions makes investigating many physical processes possible.
Some examples include the dynamics and characterization of bright and dark excitons [107],
the observation of structural [108] or electronic phase transitions [109], observing currents
driven by lightwaves [110] and a band-resolved analysis of electron-phonon coupling [29,
111, 112].

A fundamental limit to the processes observable by trARPES is set by the time- and
energy resolution (∆t and ∆E, respectively) determined by the bandwidth of the light
pulses. There is a trade-off between high time resolution, which requires large bandwidths,
and high energy resolution, calling for a narrow bandwidth [113]. State-of-the-art HHG-
based trARPES setups operate in two different regimes: a high time-resolution regime
where ∆t ≈ 50 fs and ∆E ≈ 100meV [107, 114] and a high energy-resolution regime where
∆t ≈ 200 fs and ∆E ≈ 20meV [115].

Additional limitations are the interaction of ejected photoelectrons with themselves
(probe-induced space charge) and with pump-induced photoelectrons (pump-induced space
charge). The former is controlled by the number of photoelectrons Nem emitted per probe
pulse. For large Nem, the photoelectrons interact with each other and experience a shift of
their kinetic energy, which leads to a loss of information. For practical purposes, the number
of detected electrons per pulse Ndet is a more helpful measure since it is the quantity that
is directly measured by the detector. The threshold value at which a visible shift of the
bands sets in depends on the collection efficiency of the detector and the detection scheme
itself [114, 116].

If the energy of the pump photons is close to the work function of the sample, multi-
photon photoemission becomes likely. Furthermore, sharp features of the sample surface
might locally reduce the work function or favor plasmon-enhanced photoemission, addi-
tionally amplifying photoemission from the pump. The resulting pump-induced electrons
possess a much lower kinetic energy than the probe-induced electrons. On the way from
the sample to the detector, the faster probe-induced electrons dynamically interact with
the pump-induced electrons. This interaction restricts the photon energies of the pump
to typically < 3 eV and the fluences at photon energies > 1 eV. Furthermore, it may
lead to artifacts in the signal that have to be carefully accounted for. These effects are
most pronounced for detectors that rely on a time-of-flight detection scheme in which the
interaction volume of pump- and probe-induced electrons is substantial [114].

3.5 Brief description of the experimental setup
The experimental setup1 consists of a light source and an ultra-high vacuum (UHV) analysis
chamber to which the light source is coupled. The initial mode-locked light pulses are
generated in a Yb oscillator, which supplies pulses centered at 1030 nm at a 25MHz
repetition rate and 100mW power. These pulses are amplified in a fiber amplifier, which
increases the power to 10W at a reduced repetition rate frep = 500 kHz. At this stage, the
beam is split into two arms; one supplies the seed for the next amplification stage while the
other arm is split again, where one part is guided to a white light generation setup and
the other to the first pump arm. In the next amplification stage, a slab amplifier further
increases the power to 200W. The output is compressed and guided to a BBO crystal in
which the second harmonic at 515 nm is generated by a second-order non-linear process.

1Note that this section describes the experimental setup used at the Fritz Haber Institute up to 2023,
at which point it was substantially upgraded.
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The output pulses are the pump pulses for a noncolinear optical parametric amplifier
(NOPA) [117].

The beam split off after the first amplification stage is first compressed and then focussed
onto a YAG crystal, in which white light is generated via a third-order non-linear process.
The broadband pulses are stretched and guided to a BBO crystal, where they serve as a
seed for the OPCPA. In the BBO, the seed and pump pulses are recombined and amplified
pulses tunable in a range from 650 nm to 950 nm are generated [118]. The output light has a
power of 15W and the pump-seed delay is set such that the central wavelength is at 800 nm
with a bandwidth of FWHM = 80meV. They are compressed in a prism compressor to
a pulse duration < 40 fs [119]. After the compression, the beam is split into two arms: a
second pump arm and the probe arm.

In the probe arm, the pulses are frequency doubled to 400 nm and then coupled into
a vacuum chamber which hosts the HHG setup. Here, a gas nozzle supplies a constant
stream of Argon atoms onto which the beam is focussed. As described above, the HHG
process allows for the generation of odd multiples of the driving pulses’ frequency, E =
(2n+ 1)ℏω with ℏω = 3.1 eV. It is crucial to separate the fundamental frequency from the
high-order harmonics and one high-order harmonic frequency from the other harmonics.
Several methods have been implemented in the trARPES setup at the FHI to achieve
the former, including a reflection on a silicon wafer at the brewster angle, on which most
of the fundamental is absorbed. At the same time, the high-order harmonics are mostly
reflected [119], and a holed focussing mirror, which generates a ringed fundamental beam
in the far field. An aperture then separates the ringed beam. The latter setup allows a
rotation of the polarization, which is forbidden in the Brewster plate configuration. Selection
of a single harmonic, which is set to the seventh harmonic at 21.7 eV, is achieved via a
combination of a reflection on a multilayer mirror and a transmission through a tin foil,
guaranteeing a contrast of 10−4 between the 7th and the ninth harmonic. [119]. The energy
width of the output XUV pulses (FWHM = 110meV) is slightly larger than the width of
the pump pulses.

There is a third pump arm, which is a copy of the high-power NOPA — it combines
the 1030 nm split-off arm after the fiber amplifier and the leftover fundamental at 1030 nm
from the second harmonic generation stage after the slab amplifier. The former is again
used to generate white light to seed the NOPA, and the latter is frequency doubled to
supply the pump for the NOPA at 515 nm. After parametric amplification in a BBO, the
pulses are guided to a prism compressor, finally yielding pulses that are tunable in a range
from 650 nm to 760 nm. The limited tunability compared to the high-power NOPA results
from the narrower white light spectrum. The first pump arm is the remaining output of the
Yb oscillator at 1030 nm which may be frequency doubled to supply pulses at 2.4 eV and
tFWHM = 200 fs.

The pump pulses are focussed just before they are coupled into a vacuum chamber,
where they rejoin the path of the probe pulses. Both beams are collinearly incident on the
sample in the UHV measurement chamber. The spot size of the probe beam on the sample
is 130 µm (FWHM) [119], and for the pump beam it varies for different photon energies,
but is commonly on the order of 200 µm. The spot sizes for each measurement are given in
chapter 6. In the case of molecular semiconductors, the pump pulses serve two purposes:
(1) they populate non-equilibrium states, and (2) they generate photocarriers that provide
sufficient conductivity to avoid sample charging. The XUV pulses then eject photoelectrons
from the excited sample which are collected in a time-of-flight momentum microscope (all
details of the detector end station can be found in [114]). First, the photoelectrons travel
through an extractor lens, which collects the whole hemisphere of emitted electrons by
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applying a large positive voltage. Subsequently, the electrons are subject to an array of
electrostatic lenses, which create first a reciprocal image plane and then a Gaussian image
plane. It is possible to place contrast and field apertures, respectively, into these image
planes, which allows selecting sections of the full reciprocal or real space. After passing
through the image planes, the electrons travel through a fieldless time-of-flight drift tube
until they reach a delay-line detector, where each electron’s arrival time and position are
recorded. These parameters are converted into kinetic energy and momentum, respectively,
and, finally, the electron point cloud is binned into a 3D histogram, in which the electron
counts in each (Ekin, kx, ky)-bin correspond to the PE intensity I(Ekin, kx, ky) [120].

Having discussed the basics of time- and angle-resolved photoemission spectroscopy, we
turn to the electronic structure of single crystals of molecular semiconductors at equilibrium
in the next chapter.





4. Electronic structure and fluctuations of
molecular semiconductors

Here, the fundamentals of charge transport and their application to crystalline molecular
semiconductors are introduced. Due to the inherent fluctuations in these materials, transport
is thought to occur in the so-called transient localization regime. We show how ARPES
can provide crucial information for understanding charge transport and describe how it is
conducted on single crystals of molecular semiconductors. We then introduce the investigated
materials and the general structure of an ARPES data set. Based on a simple tight-binding
model, we discuss how the observed electronic structure can be understood and how the tight-
binding parameters determine the resilience of electronic states to fluctuations. Subsequently,
we present the experimental band structures of the highest-lying bands and how they relate
to the crystal structure. We find that the structure of the underlying molecular orbitals
is crucial to understanding the electronic structure and, hence, investigate the origin of
the orbital structure. Then, we extract parameters relevant to charge transport from the
presented data: the effective mass and the localization properties of the highest-lying states.
The last section introduces how rationally engineered orbitals may reduce the electron-phonon
coupling and thereby enhance charge transport in next-generation materials.

The results presented in this chapter are under revision after submission to Advanced
Materials at the time of writing.

4.1 Introduction

How do electrons move through the dense arrangement of atoms in a solid? This question
is fundamental to electronics and has been triumphantly answered for inorganic crystals
by solid-state physics in the first half of the 20th century. The first theory of electron
conduction was developed by Drude [121], who considered a fixed and periodic arrangement
of nuclear cores surrounded by free, unbound electrons in a so-called electron gas. In this
picture, the electrons may freely move through the solid until they collide with an impurity
or a cation. Shortly after Drude, Bloch was the first to describe electronic states in a
periodic potential using the newly developed qutoolkit of quantum mechanics [122]. He
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Figure 4.1. Mobility models. a, In the band transport model, charge carriers are delocalized over
many unit cells and have a well-defined momentum. b, The limit of small transfer integrals t is the
basis of incoherent hopping transport, where localized charge carriers have to pay the reorganization
energy to hop to the next site. c, In between those two limits, the transient localization scenario
describes transport based on delocalized carriers that localize by large intermolecular vibrations.

suggested that electrons in the solid reside in orbitals that are delocalized over the whole
system. His theory was the basis for the band theory of solids, which correctly describes
the electronic states in crystalline metals, semiconductors, or insulators. Due to impurities
and phonons, the Bloch electrons do not extend over the whole material. They do, however,
form wave packets that span many unit cells [39] and therefore have a well-defined crystal
momentum k. Intriguingly, an electric field present in the material works on the crystal
momentum in the same way as it does on the electrons’ momentum in free space, giving rise
to the semiclassical equations of motion [39]. The effect of the solid is to change the mass
of the electron to the effective mass, determined by the band structure. Such a description
of charge transport is valid if the trap potential for an electron on an atom (quantified
by the hole reorganization energy λh) is much smaller than the kinetic energy it gains by
delocalization (quantified by the transfer integral t). The parameter space of small λh and
large t marks the regime of band transport (Fig. 4.1a).

Conduction in amorphous systems operates drastically differently from band trans-
port [123]. Due to the disorder, the electrons are localized and trapped and, hence, do not
have a well-defined momentum. They must be promoted to an extended excited state to hop
to the next trap. This process leads to a complete loss of coherence after the jump, and an
activation energy needs to be paid again for the next jump to occur. Such a regime is reached
if the trapping energy is larger than the kinetic energy and the thermal energy. Transport
occurring in this regime is called hopping transport (Fig. 4.1b). A similar description also
holds for systems with strong electron-phonon coupling, where the charges are trapped as
polarons by the reorganization of surrounding nuclei [124].

Charge transport measurements on molecular semiconductors at room temperature
have revealed several inconsistencies between both theories. In high-mobility molecular
semiconductors, the mobility decreases with temperature [49, 125, 126], as predicted by
the increased scattering on phonons in a band picture. At the same time, the mean
free path of carriers in molecular semiconductors is smaller than the lattice spacing.
This condition is called the Ioffe-Regel criterion and flags the breakdown of bandlike
transport [8]. Thus, neither entirely incoherent hopping nor fully coherent bandlike transport
adequately captures transport phenomena in these soft materials. The reason lies at hand:
the assumptions of the microscopic states underlying both theories are inappropriate for
molecular semiconductors. Here, electrons are coherently delocalized over several molecules,
in contrast to the fully localized states in hopping theory and the fully delocalized states of
band theory. Furthermore, the disorder that leads to localization is dynamic due to the
thermal movement of the molecules. These fluctuations change the interaction between
molecules so drastically that the assumption of translational invariance breaks down.
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Figure 4.2. Time scales of transient localization. A charge initially localized on a single
site expands ballistically over a time scale defined by τbal. Due to disorder, ballistic expansion is
halted, and the charge is confined to a few sites which occurs in a time scale defined by τloc. Then
fluctuations of the molecules kick in, defined by the period of molecular phonons (τflu ∼ 1 ps). These
change the disordered landscape dynamically and allow for the diffusion of the charge. Inspired
by [8].

In this original situation, transport is thought to occur as depicted in Fig. 4.2. A charge
initially localized to a single site ballistically expands over a time scale τbal. Due to disorder,
it cannot expand indefinitely and remains localized over a time scale τloc in which its
movement is inhibited. Then, molecular fluctuations change the disorder landscape and
allow the charge to localize at a different position. The period of the relevant phonons
τflu ∼ 1 ps determines this regime. Since the charges continuously transition between
localized and delocalized states defined by the fluctuating molecular lattice, this scenario
has been termed transient localization theory.

A key ingredient to the theoretical advances has been the observation of electronic
bands in molecular semiconductors [127–129]. ARPES measurements have revealed a sizable
bandwidth ∼ 500meV in crystals of representative molecules. Since a band structure only
forms if the underlying states are sufficiently delocalized, these measurements prove that
the states span several molecules. Furthermore, the values for t and λ could be directly
determined and compared, confirming that they are of a similar size, t ≈ λ. Recent theoretical
work emphasized that not only the magnitude of t determines transport properties, but also
the relative sign of t between the three different nearest-neighbor pairs [43], a result linked
to the geometrical frustration in a triangular lattice [130, 131] and the correspondingly
reduced effective mass at the band edges. The exact values of the three t’s have been
obtained for several compounds from ARPES data.

ARPES data, therefore, serves dual purposes in addressing the pressing question of
charge transport in molecular semiconductors. (1) It directly contains information about
the microscopic parameters to describe transport, specifically the transfer integrals t. (2) It
probes the localization properties of states. Point (1) will be addressed in this chapter, and
point (2) in the next.

4.2 ARPES on molecular semiconductors

Here, we present a brief overview of ARPES experiments performed on molecular semicon-
ductors; for a more extensive review, the reader is referred to [132]. Performing angle-resolved
photoemission spectroscopy on crystalline molecular semiconductors presents several chal-
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Figure 4.3. Sample preparation. a, Typical crystals of rubrene and pentacene used in the
experiment (thickness ∼ 100 µm). The sample preparation consists of several steps. b, Glueing
the crystal to the sample holder using a minimal amount of conductive glue and waiting 24 h. c,
Testing the exfoliation properties of the crystal with adhesive tape. d, Glueing a ceramic pin to the
crystal with minimal glue on the pin. Crucially, the glue from the pin should not touch the sample
holder and the pin should be the same size as the crystal. Then waiting for 24 h. e, Bringing the
sample holder to ultrahigh vacuum and cleaving the pin.

lenges that have been overcome since the first experiments in the 1980’s. First, a sample
that is crystalline over the XUV spot size (typically 100 µm) is needed. There have been two
ways to achieve this: (1) by deposition of molecules on metal surfaces to form highly oriented
thin films [127, 129, 133] and (2) by the growth of single crystals [128], an approach pursued
in this work. Secondly, the surface of the sample needs to be free from contamination. That
can be achieved by cleaving the sample in ultra-high vacuum, in our case at a pressure
p = 1 × 10−10mbar, which produces a fresh surface that remains clean due to the low
pressure. A sketch of the sample preparation is provided in Fig. 4.3. In the two necessary
gluing steps, a conductive and UHV-compatible glue is used, which ensures electrical contact
with the copper sample holder. The morphology at the surface of the crystals consists of
atomically flat staggered terraces with monomolecular step heights [134].

Furthermore, the XUV radiation causes unavoidable and irreversible damage to the
molecules in the material that most likely occurs via chemical modifications [132]. This
problem can be approached in two ways. One can either maximize the photoelectron
detection efficiency by collecting the whole hemisphere of emitted photoelectrons and by
avoiding information loss due to space charge effects. Or, one can investigate a larger sample
area by working with larger field apertures. That enables higher count rates at constant
XUV flux and thus reduces the measurement time and XUV exposure. In effect, the number
of sampled molecules is thereby increased. Lastly, a sufficient sample conductivity is a
prerequisite to avoid charging the sample by replenishing the missing electrons. Molecular
semiconductors have significant band gaps and, therefore, a small number of free carriers
that can neutralize the positive charge created by photoemission. However, these carriers
can be generated by illumination with photons above the band gap, first pioneered by Sato
et al. [135], and the resulting photoconductivity is large enough to prevent charging at
room temperature. At lower temperatures, preliminary experiments indicate that sample
charging cannot be overcome by creating photocarriers for thick single crystals. Thinner
samples or thin crystalline films grown on a substrate might be used to reduce the influence
of charging.

The data sets discussed in this thesis were acquired at room temperature using a
momentum microscope based on a time-of-flight energy analyzer. In a momentum microscope,
a large positive voltage at the objective lens, located close to the sample, draws in the
whole hemisphere of emitted photoelectrons. The electrons pass through a lens system,
which creates two planes: (1) the image plane, where the position of the outgoing electrons
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Molecule Pentacene Tetracene 2,2’-ditetracene Rubrene Picene
Herringbone angle 52◦ 55◦ 54◦ 62◦ 59◦

Tilt angle 24.8◦ 22.2◦ 8.5◦ - 15.0◦

Table 4.1. Parameters of the crystal structure of the investigated materials. See Fig. 4.4 for sources
of the crystal structure data.

is imaged, and (2) the Fourier plane, where the angle is imaged instead. Field apertures
with different sizes inserted into the image plane allow selecting different spot sizes on the
sample [92]. The lens system can be set to either project a real space image or a momentum
space image onto the multichannel plate, which creates the photoemission signal. In this
thesis, the data sets were acquired in the momentum mode, which generates a photoemission
intensity as a function of kinetic energy E and the two in-plane momentum components kx
and ky, yielding I(kx, ky, E).

4.3 Investigated materials

Five different crystalline molecular semiconductors were considered in this work: pentacene,
tetracene, 2,2’-ditetracene (henceforth ditetracene), rubrene, and picene. The first four
belong to the class of polyacenes; that is, their core structure consists of linearly fused
benzene rings made up only of carbon and hydrogen. Ditetracene is a dimer of two
tetracene cores, and rubrene has a tetracene core with four phenyl rings attached to it.
The absorption edge of these molecules lies in the visible range with significant oscillator
strengths α ∼ 1 × 105 cm−1 at resonant frequencies. In the crystal phase, pentacene,
tetracene, ditetracene, and picene grow in a herringbone structure with two molecules per
unit cell (Fig. 4.4). The herringbone angles between the two different molecules in the
crystal are similar (≈ 50◦) for all of the investigated materials, but the tilt angles between
the long molecular axis and the ab-plane increase when going from ditetracene to pentacene
(Table 4.1). Rubrene crystallizes in a slipped π-stack structure, in which the molecules align
their long axis to the cleavage plane.

Due to the layered structure of the crystals, the nearest neighbors of a molecule all lie in
the molecular plane. Each molecule then has six nearest neighbors, of which there are three
distinct pairs due to inversion symmetry (see also chapter 2.3). The increasing tilt angle in
the herringbone structures increases the offset along the long molecular axis between two
neighbors. However, as we will see later, the tilt angle only affects two neighboring pairs.

All crystals were grown in the group of Jens Pflaum at the University of Würzburg
using horizontal physical vapour deposition [140], in which the purified material is heated
close to its sublimation temperature. A nitrogen flow transports the evaporating molecules
towards a cooler region. Here, the oversaturated vapor starts to resublimate and form up
to cm-sized single crystals.

The electronic structures of rubrene, tetracene, and pentacene crystals have been studied
in great detail theoretically [42, 43, 131, 141–143] and there have also been experimen-
tal measurements of the band structures of pentacene and rubrene [127–129, 144]. The
experimental band structure measurements were recently summarized by Nakayama et
al. [132]. However, no published band structure data was available on picene, tetracene and
ditetracene at the time of writing.
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Figure 4.4. Molecular and crystal structure of the investigated materials. In the crystal structure,
the hydrogen atoms and phenyl rings of rubrene are omitted for clarity. In the convention used
here, the axes are sorted by their length, i.e., a is the shortest and c the longest axis. Sources of the
crystal structures: rubrene [136], ditetracene [137], tetracene [35], pentacene [138], picene [139].
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Figure 4.5. Structure of the data: ARPES data of pentacene. a, Left: Cuts of the
3D photoemission intensity along two different directions. The color scale is the same as in c.
Right: Momentum-integrated spectrum. b, Same as in a, but here, the second derivative of the
photoemission intensity with respect to energy is shown. c, Constant energy cuts (a.k.a. momentum
maps) of the photoemission intensity at energies corresponding to the top, center, and bottom of
the VB.
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Figure 4.6. EDCs of the valence band of pentacene. a, Experimental PE intensity at two
points in k-space where the extrema of the band are most pronounced (dotted line). The EDCs
were fitted following a procedure in [141] using three Gaussians (red solid line). Two for the two
band branches and one for a vibrational satellite of the upper band. The locations of the EDCs are
indicated in Fig 4.5c as red crosses. b, Parameters of the fitted Gaussians.

4.4 Structure of the data

A representative data set is shown in Fig 4.5. The studied material was a single crystal
of pentacene. The bare photoemission intensity I(E,k) is rather blurry, but a faint band
structure is visible in the valence band (VB) as the constant momentum cuts along kx and ky
reveal (Fig. 4.5a). As expected from the two molecules in the unit cell of pentacene, the VB
features two branches, as does each of the lower-lying bands. These lie well-separated > 1 eV
below and are then spaced by ∼ 0.5 eV. Taking the second derivative of the photoemission
intensity with respect to energy reveals the bands much more clearly (Fig. 4.5b). The
periodicity of the bands is apparent with a period of 0.8 Å−1 along kx and 1.0 Å−1 along ky,
consistent with the Brillouin zone of pentacene. As the lower-lying bands partially overlap
in energy, it is more challenging to distinguish individual branches.

Slicing the data set along constant energy yields the momentum maps shown in Fig. 4.5c
for the VB top, center, and bottom. In these maps, the different Brillouin zones are hard
to disentangle because the photoemission intensity is additionally strongly modulated by
the photoemission matrix element, which enhances the intensity in the lower left quadrant.
The matrix element is analyzed in more detail in chapter 5. The periodicity of the data is
most apparent in the map of the VB bottom, which shows pronounced intensities at the
M -points located at the corners of the Brillouin zone where the band extrema are expected.

In Fig. 4.6, energy distribution curves (EDC) at two different M -points are shown. We
employed the model used in [141] to fit the EDCs by considering a vibrational satellite of
the upper band branch located a vibrational quantum below. The bandwidth W of the
VB is given by the maximum separation of the upper and lower branches and amounts to
520meV, comparable to values in the literature [127, 129]. The full width at half maximum
(FWHM) is smaller for the upper branch than for the lower branch. Comparing the width
of the upper branch (FWHM = 235meV) to the width found by Hatch et al. (FWHM
= 190meV), we find good agreement [129]. The slightly increased width in our measurement
might arise from the worse energy resolution. At lower temperatures, these widths reduce
significantly due to a decreased phonon population [145].

4.5 Tight-binding model of molecular semiconductors

In chapter 2.3, we discussed the electronic structure of molecular semiconductors in a
tight-binding approximation. We make extensive use of this model to fit the measured
band structures. The model is shown again in Fig. 4.7a for convenience and includes three
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different transfer integrals ta, t+, and t− which connnect nearest neighbors. The resulting
energy eigenvalues are given by

ε±(k) = ϵ+ 2ta cosk · a± 2

(︃
t+ cosk · a+ b

2
+ t− cosk · a− b

2

)︃
. (4.1)

It has been recognized that most known molecular semiconductors can be well described
with this model and that, amongst them, the transfer integrals can take any value in the
range −100meV ≲ ti ≲ 100meV [43]. How, then, does a specific combination of transfer
integrals affect the electronic properties? We explore this question for two representative
cases: (1) all transfer integrals equal t0, and (2) all transfer integrals are equal to −t0. In
the first case, the band maximum is at Γ with the value ε = 6t0 and thus counts the number
of nearest neighbors N of which there are six in a triangular lattice. If we instead set all
transfer integrals to −t0 and determine the band maximum, we find that two of the transfer
integrals exactly cancel, and the band maximum at Γ is reduced to ε = 2t0. This reduction
can be understood in terms of the geometrical frustration in triangular lattices [130].

If the first case ti = t0, the eigenstate at the band maximum consists of all sites
having the same coefficient, shown in red in Fig. 4.7b. The second case ti = −t0 is
the so-called frustrated case because the highest lying state would consist of a complete
"antiferromagnetic" ordering, in which neighboring sites have alternating coefficients (or
colors) — which, however, is impossible in a triangular lattice (Fig. 4.7c). At the Γ-point,
the best one can do is to color the sites at the edges of the hexagon alternatingly and is
then left to choose which color the central site has. The energy of the state is much smaller
than the band maximum of the ti = t0 case because neighboring pairs with the same color
reduce the eigenvalue at the Γ-point, i.e., the band maximum. The effective number of
neighbors is thus reduced from 6 to 2.

With this in mind, we turn to an analysis of fluctuations in the transfer integral. The
most straightforward situation is depicted in Fig. 4.7d. We imagine an infinite lattice and
perturb a single transfer integral by adding the term δt. Then, we investigate the energies
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Figure 4.8. Case study — the acenes. a, Crystal structure of pentacene. b, HOMO overlap of
the three different nearest-neighbor pairs in pentacene. c, Band structure of pentacene obtained
by ARPES. The second derivative along the energy axis of the photoemission intensity is shown
along the indicated path in reciprocal space. The red curves are tight-binding fits with the model
in Fig. 2a, resulting in the shown values for ta, t+ and t−. In d and e the same is shown for
tetracene and ditetracene, respectively. Since the band structure of ditetracene features four bands,
the model was slightly modified (see Methods). Notice that the band maxima is at Γ in ditetracene
due to the sign change of ta and t+ compared to tetracene. f, Schematic dependence of the transfer
integrals on the tilt angle in different acenes. The transfer integrals were obtained by tight-binding
fits to experimentally measured band structures. The dashed lines should guide the eye. DTc:
2,2’-ditetracene, Tc : tetracene, Pc: pentacene.

of the states shown in Fig. 4.7e, a completely localized state, and a wholly delocalized
Bloch state. At which value of δt will the localized state be higher in energy than the Bloch
state? As just shown, the energy of the Bloch state is Nt0, and the energy of the localized
state can be easily calculated to be t0 + δt, yielding the critical value for the perturbation
δt = (N − 1)t0 (see Fig. 4.7f).

Consequently, the number of neighbors determines the critical valueat which the localized
state becomes higher in energy than the Bloch state. The sign combination of the transfer
integrals can dramatically change the number of neighbors and, therefore, the critical value.
A lower critical value might also occur in certain crystal packings, where the number of
neighbors is reduced to 4 or 2, yielding the correspondingly lower eigenvalues 4t0 and 2t0
at Γ. We stress again, that the maximum eigenvalue 6t0 in a triangular lattice requires a
positive product of the transfer integrals, whereas a negative product yields the frustrated
system with the maximum eigenvalue 2t0.

4.6 Relating the valence band structure to the crystal structure

We now turn to the connection between the band structure and the crystal structure. The
crystal structure of pentacene is shown in Fig. 4.8a in which the three distinct neighbors
are indicated. To understand how the transfer integrals arise from the crystal structure, we
must investigate the constellation of the neighbors for a specific orbital (Fig. 4.8b). The
neighbors along a and a+b

2 are shifted with respect to each other along the long axis by
l0, whereas the neighbors along a−b

2 are barely shifted. Coincidentally, the value of l0 fits
the distance between the orbital lobes of the HOMO such that t+ and t− have different
signs. Furthermore, all five lobes overlap for the a−b

2 neighbors, whereas only four do for
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Pentacene VB VB-1 VB-2 VB-4 Tetracene Ditetracene Rubrene Picene
ta 35, 18a, 34b, 24c 0, 3c -10 -10 10, 3b -30 100, 110d, 125e 75, 70f

t+ 55, 47a, 47b, 43c 0, 7c -35 -35 20, 7b -65 5, 0d, 6e 70, 66f

t− -70, -56a, -85b, -79c -80, -80c 40 40 -75, -80b -65 5, 0d, 6e 70, 54f

Table 4.2. Fit parameters from measurements in this work are shown in black, experimental
measurements by other groups in blue and parameters obtained from computations in gray. All
values are in meV. References: a [129], b [55], c [146], d [128], e [147], f [148].

the other two. Together with the smaller center-of-mass distance of the a−b
2 neighbors, this

indicates that t− must be the largest transfer integral in magnitude. It is important to note
that the shift l0 is a consequence of the tilt angle of the molecules and that larger tilt angles
lead to more significant shifts along the long axis [138]. Additionally, only two of the three
neighbors are affected due to the following rationale. The tilt most occur around an axis in
the molecular plane, which in the case of pentacene is the a−b

2 axis. All neighbors that are
connected by this axis are not shifted with r espect to each other, but all neighbors in other
directions are. The tilt hence only changes the long axis offset of the a and a+b

2 dimers.

In the next step, we extract the valence band structure from the measurements on
pentacene, tetracene, and ditetracene. The band structure of pentacene is shown in Fig. 4.8c
along the indicated path in reciprocal space. The maximum separation of the two band
branches occurs at the M -point, as is well-known for pentacene [129]. The curvature of
the lower branch is much more pronounced than that of the upper branch. We fitted the
bands with the tight-binding model (see eq. 4.1, which yielded the indicated values for the
transfer integrals. These values compare favorably with experimental and theoretical values
from the literature (see table 4.2).

We repeated the analysis for the valence bands of tetracene, for which we reported the
band structure for the first time (Fig. 4.8d). Compared to pentacene, the separation of the
band branches is much smaller, and they are symmetric with respect to the band center.
Fitting the tight-binding model reveals that the transfer integral t− is similar to the value
in pentacene. However, the other two are much smaller which follows from two factors of
the crystal structure that act together to reduce these transfer integrals: (1) the tilt angle
is smaller in tetracene than in pentacene, and (2) the distance between orbital lobes is
slightly larger. The HOMOs of the tetracene neighbors are then in a position where the
orbital lobes of one molecule are located on the nodal planes of the other, thus reducing
the overlap.

The valence band of ditetracene is split into four branches since four tetracene cores per
unit cell interact. In contrast to the other two materials, the maximum band separation is
at the Γ-point in ditetracene. The four branches pair into two bands, offset in energy, that
resemble the valence band of pentacene, albeit the two have slightly different separations
of the band branches. Modeling the band structure with tight-binding requires a slight
modification of the model used before, which is achieved by expanding the dimensionality
of the Hamiltonian and adding three new transfer integrals, tud, td+ and td- that connect
tetracene cores perpendicular to the molecular plane. The details are in the supplementary
chapters. The original transfer integrals ta, t+, and t− can nevertheless be extracted and
retain their meaning. The fit reveals that the transfer integrals are now all negative, and
the shift of the maximum band separation to Γ arises from the same sign of t+ and t−.
From the crystal structure, we know that the tilt angle is smaller in ditetracene, leading to
a negligible shift between molecular neighbors along a and a+b

2 . With the orbital structure
mind, the smaller shift displaces the orbitals by a single lobe such that the signs of the
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overlap and therefore of the transfer integrals along the same directions change compared
to pentacene.

Recalling the connection between the long axis offset and the sign and magnitude of
the transfer integral discussed in chapter 2, we note a corresponding relation between the
tilt angle of the molecules and the transfer integrals. That is shown in Fig. 4.8f, where the
transfer integrals of pentacene, tetracene, and ditetracene are plotted. With the increasing
tilt angle from ditetracene to pentacene, t+ and t− change sign, whereas t− does not, and
in all cases, the product of the three transfer integrals remains negative. Consequently,
the tilt angle does not determine the sign of the transfer integral product. These findings
are substantiated by a computational study by Yoshida and Sako of the band structure
of different pentacene polymorphs, which only differ in their tilt angles [146]. Despite
the different tilt angles, the products of the extracted transfer integrals remain the same
throughout all polymorphs.

4.6.1 Structure of lower-lying bands in pentacene

The band structure measurements carried out on pentacene crystals thus far only reported
the structure of the valence band. Here, we investigate the structure of the lower-lying
bands for the first time. In Fig. 4.9a, the structure of the VB-1 is shown, which features
a smaller overall dispersion than the VB. Furthermore, the dispersion is dominated by a
single transfer integral along a-b

2 as the tight-binding fit reveals. The other transfer integrals
are negligible, which can be explained by the different distance between orbital lobes in
the HOMO-1, which forms the VB-1 for the long axis-shifted dimers along a and a+b

2
(Fig. 4.9b). In the HOMO-1, the orbital lobes are spaced slightly further apart from each
other than in the HOMO, causing a destructive interference between the orbitals, as already
pointed out by Yoshida and Sato [146].
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Figure 4.10. Experimental band
structure of the valence band of
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mission intensity with respect to energy
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parameters.

We now focus on the VB-2 and VB-4. These are shown in Fig. 4.9c and d, and both
feature the familiar two branches, albeit with a smaller overall band width ∼ 200meV than
the higher-lying bands. In contrast to all previous bands, however, the upper branch has a
larger curvature than the lower branch at the M -points. The tight-binding fit reveals that
the transfer integrals are pretty small and, crucially, that each one of them has changed
sign compared to those of the higher-lying bands. The reason is the symmetry along the
short axis of these orbitals. In the herringbone structure of pentacene, the orbital overlap
between molecular neighbors occurs via one of the four "quadrants" that surround the
molecule when viewed along the long axis (see Fig. 4.9f). With the chosen phase convention,
the overlap integral between all six neighbors for an orbital with odd symmetry along the
s-axis is negative. For an orbital that is even along the s-axis, all transfer integrals change
sign and are positive.

Consequently, the product of the transfer integrals for orbitals that are even along s is
positive. We have therefore found a knob to tune the sign of the product of the transfer
integrals. Orbitals that are even along the short axis guarantee a positive transfer integral
product in the herringbone structure. Yoshida and Sako came to the same conclusion when
comparing computed band structures of the pentacene HOMO (odd along s) and LUMO
(even along s) [146].

4.6.2 The band structure of rubrene

Rubrene is the molecular semiconductor with the highest reported mobilities and has not
been surpassed in more than two decades [34, 126]. Rubrene crystallizes with two molecules
per unit cell in a slipped π-stack packing in which the long axis of the tetracene core lies in
the molecular plane. The molecules are arranged so that the dominant orbital overlap is
with neighbors along the crystal’s a-axis, and much weaker overlap is present along other
directions which makes rubrene a quasi one-dimensional material. Furthermore, the phenyl
groups that are attached at the long edge of the tetracene core are known to lock the
molecule into position, thus restricting its movement along the long molecular axis [149].

The measured band structure of rubrene is shown in Fig. 4.10. Only one band branch
is visible due to the small overlap between the two distinct molecules in the unit cell. A
tight-binding fit reveals the dominant transfer integral ta = 100meV and the two much
smaller t+ = t− = 5meV. These parameters agree well with values found in the literature
(compare table 4.2).

4.6.3 The band structure of picene

Crystalline picene attracted a lot of attention several years ago due to the claimed observation
of superconductivity at Tc = 18K when doping it with potassium [150]. Subsequent
studies could not reproduce the superconductivity nor observe metallicity in alkali-doped
picene [151]. Apart from the interest arising from this refuted claim, picene has been studied
as a potential transistor material for organic electronics, mainly due to its air stability
arising from a low-lying valence band (ionization potential 5.5 eV [152]) and sizeable optical
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Figure 4.11. Experimental band structure of the valence band of picene. a, Second
derivative of the photoemission intensity with respect to energy along the given path in reciprocal
space along with a tight-binding fit. b, Overlap of the HOMOs in crystalline picene at the valence
band maximum viewed down the long axis, inspired from [155]. c, HOMO of picene.

band gap Eg = 3.2 eV [153]. So far, one work has studied the electronic structure of picene
with ARPES [154], but the agreement between computational band structures [155] and the
experiment could be better. Picene crystallizes in a monoclinic structure and a herringbone
packing [156], akin to the packing of the acenes. Due to its larger width along the short
axis compared to the acenes, the ratio between the crystal a- and b-axis is reduced, and
the herringbone angle between the two inequivalent molecules in the unit cell slightly
larger [157].

The experimental band structure of the valence band is shown in Fig. 4.11a. It features
two band branches with a faint upper branch and a clear and almost flat lower branch.
The bandwidth extracted as the difference between the upper branch at the Γ-point and
the lower branch at the X-point, W = 680± 50meV, is comparatively large. Fitting the
tight-binding model to the experimental band structure reveals the three transfer integrals
ta = 75± 10meV, t+ = 70± 10meV, and t− = 70± 10meV. The fit reproduces the band
structure quite well, except for the band splitting at the Y -point, which is missing in the
tight-binding bands. The striking part about the valence band of picene is that the lower
and upper branches are mirrored compared to, e.g., the valence band of pentacene. In picene,
it is the upper branch that has a sizable and negative curvature, whereas in pentacene, it is
the lower branch that has a large and positive curvature. The difference is also reflected in
the sign of the transfer integrals, which are all positive in picene.

It is instructive to investigate the overlap of the HOMOs in picene, shown in Fig. 4.11b.
Picene features three orbital lobes along the short axis and six orbital lobes overall when
viewed along the long axis. Each of the lobes overlaps with a lobe of one of the six nearest
neighbors, and each overlap is between lobes of different signs. The corresponding transfer
integrals are then positive, in agreement with the tight-binding fit. The crucial point here
is that, as in the case of the HOMO-2 and HOMO-4 in pentacene (see Fig. 4.9f), the
orbital lobes on opposite sides of the short axis have the same sign. Since the orbitals
always change sign along the normal axis due to the nature of the pz-orbital, the transfer
integral ta is then positive. Regarding the other two transfer integrals, we notice that both
overlaps occur between an edge lobe and a central lobe, indicating that their sign should
be the same. However, we have to check the long axis offset to be sure. Critically, the
HOMO of picene (Fig. 4.11c) does not change sign along the long axis. Hence, the 15◦-tilt
of the molecules with respect to the molecular plane does not lead to a change in sign of
the transfer integrals, in contrast to the case of the acenes. Taken together all transfer
integrals are positive due to a combination of the orbital symmetry along the short axis
and a constant-phase along the long axis.

4.7 An excursion: π-topology and structure of the frontier orbital
As we have seen, the symmetry of the orbital along the short axis determines the sign of
the transfer integral product and, consequently, the resilience to fluctuations. It therefore
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Figure 4.12. Band structure of GNRs derived from graphene. Left: The carbon network of
zigzag and armchair GNRs with the lattice vectors z and a and the Brillouin zone of graphene.
Right: The band structure of the two types of GNRs for specific widths W and the band structure
of graphene projected to the respective reciprocal lattice vectors.

seems desirable to control the symmetry and shape of the frontier orbitals that govern
charge transport. To that end, we investigate the influence of the π-topology of benzenoid
hydrocarbons on the shape of the frontier orbitals, building on the already discussed
tight-binding model in chapter 2. This section borrows from the well-established theory of
graphene nanoribbons (GNR) [158], which are infinite ribbons of sp2-hybridized carbon
atoms with finite width defined by the number of carbon atoms N and which are thus
periodic benzenoid hydrocarbons1. We begin by discussing the electronic structure of GNRs
and then use the insights to derive rules on how to design the the π-topology of benzenoid
hydrocarbons for desired frontier orbitals.

All graphene nanoribbons can be thought of as cutting out an infinitely long ribbon of
graphene with finite width W . The confinement of the electrons resulting from the edges of
the fragment modifies the electronic structure. Two types of edges can be distinguished (see
Fig. 4.12): armchair edges and zigzag edges. The orientation between these two edges differs
by 30◦. GNRs are correspondingly classified into zigzag graphene nanoribbons (ZGNR)
and armchair graphene nanoribbons (AGNR). Furthermore, they are characterized by their
width, that is, the number of carbon atoms in the non-periodic direction. With the band
structure of graphene in mind, the band structure of the GNRs can be determined by the
projection of the graphene bands onto the reciprocal lattice vectors z∗ and a∗ for ZGNR
and AGNR, respectively [158].

For all widths, the ZGNRs are metallic, with two bands crossing E = 0 close to the
Brillouin zone edge. In the limit of infinite widths, the band structure of graphene is
regained. Since the band crossing is located at the Brillouin zone edge, the corresponding
Bloch orbitals strongly oscillate between different unit cells. In contrast to the ZGNRs,
the character of AGNRs changes periodically with increasing widths - for W = 3N and
W = 3N + 1, they are semiconducting, and for W = 3N + 2 they are metallic. The band
extrema are at the Γ-point for all AGNRs which allows, in principle, for Bloch orbitals that
exhibit a constant phase along the periodic axis. It will become more apparent in the next
section why this is desirable; for now, it suffices to state that it is desirable. The necessary

1Note that the field of GNRs originates in quite a different context (solid state theory) than benzenoid
hydrocarbons (mathematical chemistry) and the two fields have no common nomenclature.
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Figure 4.13. Wannier functions of AGNRs. a, The Wannier functions at the Γ-point of VB
and CB of the W = 3 AGNR. The two are connected by electron-hole symmetry. The phase of the
CB Wannier function does not change sign along the periodic axis. b, Constant phase Wannier
functions of AGNRs with different widths. Its position (VB, CB) and symmetry along the short axis
are also indicated. The periodicity of the symmetry (even, even, odd for W = 3N , 3N + 1, 3N + 2)
persists for larger widths. Note that symmetry is used loosely here since it is only well-defined for
odd-integer widths.

information to deduce the Bloch orbitals is in the corresponding Wannier functions, from
which we want to know whether there is a nodal plane along the periodic axis or not.
Without a nodal plane, the Bloch orbitals will feature a constant phase along the ribbon.
The Wannier functions of VB and CB at the Γ-point of the W = 3 AGNR are shown in
Fig. 4.13a. These two are connected by electron-hole symmetry (see section 2.2). Of these,
the CB Wannier function does not feature a nodal plane along the periodic axis, whereas
the VB does - a necessary consequence of the electron-hole symmetry. Furthermore, both
the VB and CB Wannier functions are symmetric with respect to the short axis.

The Bloch orbitals with a constant phase persist in the series of AGNRs with increasing
width (Fig. 4.13b). In addition to the periodicity of metallic and semiconducting character,
there is another repeating pattern for every 3N atoms. The Wannier function without a
nodal plane is located at the CB for W = 3N , at the VB for W = 3N +1, and at E = 0 for
W = 3N + 2. Additionally, there is a periodicity in the symmetry of the Wannier function
along the short axis; the constant phase Wannier functions of semiconducting ribbons are
even along s, whereas the corresponding Wannier functions of metallic ribbons are odd.

With these properties in mind, we turn to the frontier orbitals of benzenoid hydrocarbons
that can be derived from the infinite GNRs. The density of states (DOS) and frontier
orbitals of some benzenoid hydrocarbons (triphenyl, picene, terrylene, peropyrene, pentacene)
with similar lengths are shown in Fig. 4.14. With the additional confinement along the
long molecular axis, the DOS is localized at quantized energy levels whose distribution
resembles the DOS of the parent GNRs shown in grey. Additionally, the molecules cannot
be classed into metallic and semiconducting but rather into small and large band gap
species, respectively. Apart from these differences, however, the frontier orbitals closely
resemble a chain of Wannier functions of the parent GNRs. A chain of three conduction
band Wannier orbitals of the W = 3 AGNR is similar to the LUMO of triphenyl (Fig. 4.14).
Both feature a constant phase along the long (periodic) axis, and both are symmetrical
across the short axis. This correspondence holds for the other molecules, with one exception.
In the molecules derived from the metallic AGNRs, the ending of the molecules may be
either "blunt", like in terrylene or "sharp", as in peropyrene. The ending determines the
ordering of the constant phase orbital and its e-h symmetric equivalent - in terrylene the
LUMO is the constant phase orbital, and in peropyrene, the HOMO. Furthermore, the
symmetry of the constant phase orbitals across the short axis follows the symmetry of the
parent GNRs.
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Figure 4.14. Electronic structure and frontier orbitals of AGNRs and ZGNRs with
finite length. The left column shows the molecular skeleton and the number of carbon atoms W
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We have thus elucidated rules that determine how the π-topology of the benzenoid
hydrocarbon shapes the frontier orbitals.

4.8 Effective mass at the valence band maximum
The tight-binding fits to the experimental band structures allow to determine the hole
effective mass m∗

h for different crystallographic directions by calculating the effective mass
tensor for holes [39]

[M−1(k)]ij = − 1

ℏ2
∂2ε(k)

∂ki∂kj
, (4.2)

which is essentially the Hessian matrix of the valence band. The resulting minimum
effective masses are given in table 4.3. The values agree with those found in the literature
for pentacene and rubrene. No data was available for the other materials. The effective
masses for rubrene and picene are significantly smaller than for the other materials. In the
case of rubrene, the light hole mass arises from the combination of a large transfer integral

Pentacene Tetracene Ditetracene Rubrene Picene
m∗

h (m0) exp. 2.02 2.24 2.11 0.71 0.93
m∗

h (m0) lit. 2.2 [129] - - 0.66 [128] -

Table 4.3. Minimum effective mass of the holes derived from tight-binding fits to the experimental
band structure and corresponding literature values where available.
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Figure 4.15. Inverse effective mass as a function of in-plane angle. The inverse effective
mass calculated via equation 4.2 from the tight-binding fits to experimentally obtained band
structures. The directions of the unit cell vectors are indicated in red. In the bottom right panel,
m∗

h was calculated for pentacene by setting all transfer integrals to their absolute value.

along a and a comparatively large unit cell vector a (which factors in as m∗
h ∝ 1

|a|2 ). In
contrast, in picene it is a consequence of quite large transfer integrals and all three of them
acting in concert along a. We also calculated the angular dependence of the effective mass,
shown in Fig. 4.15. The effective mass is highly anisotropic in rubrene (m

∗
b

m∗
a
= 10) due to the

anisotropy of the transfer integrals, whereas in picene with its isotropic transfer integrals
there is no pronounced angular dependence (m

∗
b

m∗
a
= 1.6). The latter is in strong contrast

to pentacene, tetracene, and ditetracene, in which the effective mass is highly anisotropic
(m

∗
b

m∗
a
≈ 0.1). That might seem surprising given a similar magnitude of the transfer integrals.

However, in these three materials the transfer integrals along a cancel each other and thus
flatten the band.

To highlight the effect of the sign combination of the transfer integrals, we investigate
the effective mass for the pentacene tight-binding model but set all transfer integrals to their
absolute value. The resulting angular dependence of the effective mass shown in Fig. 4.15
reveals that the effective mass is dramatically reduced along the crystalline a-direction.

4.9 Localization properties

While the effective mass directly correlates with the charge mobility for bandlike states well
described by semiclassical theory, this is not necessarily true for molecular semiconductors
in a transient localization regime [43, 159]. In transient localization theory, the mobility
is proportional to the localization length Lτ of charge states at the onset of molecular
fluctuations, µ ∝ L2

τ [8]. It is thus essential to get insights into the localization properties
of the states in molecular semiconductors. To this end, we carried out simulations on a
disorder model already introduced in eq. 2.16. In brief, the model is a TB Hamiltonian on a
lattice spanned by 70× 70 sites with periodic boundary conditions. The disorder is included
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Figure 4.16. Density of states and localization properties of the investigated materials.
Each panel shows the results of a disorder simulation with TB parameters from the experimental
band structure. The left subfigures show the DOS, and the right subfigures a two-dimensional
histogram (counting the number of states Nst) of energy and IPR for all eigenstates. The IPR is
defined in the main text — it essentially counts the number of sites over which an eigenstate is
delocalized. The simulation was carried out with the disorder parameters in the bottom right panel.
For pentacene and rubrene, the disorder was taken from the calculations in ref. [43]. For the other
materials, it was set to σt

t = 0.3, which is similar to the disorder calculated for pentacene. The most
relevant states for transport are around the band maximum, to which the inset zooms in (shaded
area). In the inset, the colorscale of the histogram is logarithmic to visualize the localized tail states
better. The dashed lines indicate the VBM of the periodic TB model.

in the model by sampling each transfer integral from a Gaussian distribution characterized
by the mean value ta, t+, and t− and standard deviation σa, σ+, and σ−. Note that this
model does not include disorder in the site energies or local electron-phonon coupling and
can, therefore, only provide qualitative yet valuable insights.

This disorder model is fed with the TB parameters extracted from the experimental
band structures. The amount of disorder, characterized by σt

t , is taken from calculations at
room temperature for the case of rubrene and pentacene [43]. For the other materials, no
calculations were available, and the disorder was therefore set to σt

t = 0.3, which is similar
to the value calculated for pentacene. The simulation was carried out for 200 different
initiations of the disorder landscape for each material. To analyze the results, we calculated
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the DOS and the inverse participation ratio (IPR). The IPR is a common measure of
localization in disordered systems [160]. For an eigenstate α, it is given by

IPRα =
1∑︁

i |aαi |
4 /

(︂∑︁
i |aαi |

2
)︂2 ,

where the sum is over all sites i. If the eigenstate is perfectly delocalized, the IPR equals
the number of sites N . In contrast, an eigenstate localized to a single site has an IPR of
unity. The results are shown in Fig. 4.16.

All materials develop a tail of states that extends beyond the VBM of the periodic TB
model (dashed line). The DOS of states in these tails scales with the DOS at the band
maximum of the periodic TB model without disorder. In picene, which has a low DOS at
the VBM, the tail has a significantly lower DOS — a consequence of the details of the band
structure discussed in previous sections.

When inspecting the localization properties, it is striking that the states in the band
center are much more delocalized than states at the band edges — a common property
of states in a disordered system [48]. Moreover, the states in rubrene and tetracene are
generally much more localized than in the other materials. In these two, the IPR ranges
between 102 to 103, compared to values > 103 in the other materials. For bands that
are close to being one-dimensional, such as those of rubrene and tetracene, an increased
tendency toward localization is expected. One of the first results following Anderson’s
seminal localization paper was that states in a one-dimensional disordered system are
always localized, no matter how small the disorder [161].

Another crucial observation is the difference between the band edges of pentacene and
picene. In the simulations of these materials, the disorder is set to similar values, and
differences in localization properties are thus dominated by the structure of the valence
band. As already mentioned earlier, the bands of pentacene and picene are roughly mirror
images of each other with respect to energy. That is visible in both the DOS and the IPR
curves. There is a large DOS of highly localized states (IPR < 10) at the band maximum
in pentacene that extend up to E − EVBM = 50meV. By contrast, the tail states in picene
are much more delocalized — even the most localized states have an IPR > 40 — and
they spread less in energy, the highest-lying states are at E − EVBM = 30meV. Assuming
a similar amount of disorder, we get the result that the highest-lying states are highly
localized in pentacene and substantially delocalized in picene, which is mainly caused by the
larger resilience to disorder of the states at the VBM in picene, as discussed in section 4.5.

The localization properties paint a contrasting picture to the effective masses obtained
in the previous section. There, rubrene featured the smallest effective mass, implying the
greatest mobility within semiclassical theory. In the context of transient localization theory,
however, the relatively small localization length in rubrene suggests it does not show the
greatest mobility. If we neglect extrinsic factors, it is instead picene with its intrinsic
resilience to localization that is expected to perform better.

4.10 Nonlocal electron-phonon coupling and structure of the frontier orbital

The disorder of the transfer integrals that is ultimately responsible for the localization
physics described above arises from an interplay of the thermal displacement of the molecules
and Peierls (non-local) e-ph coupling. To discuss the electronic disorder among the studied
materials, first, the thermal displacement is analyzed, and then the Peierls e-ph coupling.
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Figure 4.17. Zigzag and armchair benzenoid hydrocarbons and nonlocal electron-
phonon coupling. a, Molecular structure of the zigzag benzenoid hydrocarbon pentacene and
the armchair benzenoid hydrocarbons picene and terrylene. b, Dependence of transfer integrals on
long and short axis displacement for the pentacene and picene HOMO and the terrylene LUMO.
The transfer integrals were obtained by DFT calculations for face-on dimers at a dimer distance
d = 3.74 Å along the normal axis found in crystalline rubrene. c, Frontier orbitals of the three
molecules. d, Absolute value of the derivative of the transfer integral along the long and short axis
for the pentacene and picene HOMO and the terrylene LUMO. The computations were run with the
Quantum Espresso code using the PAW pseudopotential with a plane-wave cutoff at Ekin = 810 eV.

The phonon modes remain the same throughout the studied herringbone-type and
unsubstituted MSCs, with slight changes in the frequencies connected to the different
intermolecular interactions and molecular masses or inertia tensors (compare ref. [162] for
the acene series and [163] for picene). For longer molecules (e.g., pentacene vs. naphthalene),
the phonon frequencies change only slightly except for two modes that strongly shift to
lower frequencies: the long-axis sliding motion and the in-phase rotation about the short
axis — a consequence of the larger inertia of longer molecules for these two phonon modes.
In pentacene, these two modes are already at half the frequency of the next-lowest mode.
Hence, the largest amplitude displacements σr are along the long axis, because σr ∝ ω−1

in the high temperature limit kBT > ℏω. The phonon spectrum has also been calculated
for picene, and it is quite similar to pentacene [163] with low-frequency long-axis motion
and modes with other displacements at slightly higher frequencies. Overall, the thermal
displacement is thus expected to be quite similar in the herringbone-type materials studied
here and is in the range σr ∼ 0.3 Å for long axis displacements and smaller for displacements
along the other axes [164].

In the slipped π-stack structure of rubrene, the phonon modes and, correspondingly, the
thermal displacement of the molecules are different from molecules forming a herringbone
packing. The rubrene molecules have their long axis in the molecular plane, whose movement
is restricted due to the presence of nearby molecules. An analysis of the thermal displacement
via diffuse scattering in electron microscopy [164] revealed that the displacement along the
long molecular axis in rubrene (σr = 0.08 Å) is significantly smaller than in herringbone-type
molecular semiconductors (σr = 0.30 Å) [164].

We now turn to the other part of the disorder, the Peierls e-ph coupling. Recalling
the discussion in section 2.4, the variation of the transfer integral with the molecular
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displacement
⃓⃓
∂t
∂R

⃓⃓
determines the strength of the e-ph coupling. Two main factors influence⃓⃓

∂t
∂R

⃓⃓
, (1) the relative position of molecular neighbors and (2) the shape of the molecular

orbital. We are first concerned with (1). When discussing the different band structures of
the acenes, it became clear that the relative position of the neighboring acenes determines
the mean value of the transfer integral. In the same spirit,

⃓⃓
∂t
∂R

⃓⃓
also depends on the relative

position. Recalling the connection between position fluctuations and the electron-phonon
coupling, different values of

⃓⃓
∂t
∂R

⃓⃓
lead to greatly change the amount of disorder. The disorder

correspondingly varies significantly amongst ta, t+, and t− within a single material and the
same transfer integral, e.g. ta, for different materials with similar orbitals (e.g. tetracene
and ditetracene). Slight changes in the crystal structure of a material, leading to different
relative positions, may have a significant impact on the electronic disorder.

Point (2) concerns the shape of the molecular orbital. Since the transfer integral is
effectively a convolution of the orbitals on neighboring molecules, the spatial properties of
the orbital determine

⃓⃓
∂t
∂R

⃓⃓
. The question then arises whether the structure of the orbital

can be optimized to reduce
⃓⃓
∂t
∂R

⃓⃓
. We intuitively expect that if the orbital is a slowly-varying

function of the position, so is the transfer integral. Which in turn leads to small derivatives.
To investigate that more closely, we inspect the frontier orbital transfer integrals of the three
representative benzenoid hydrocarbons shown in Fig. 4.17a. In Fig. 4.17b, the long and
short axis dependence of the transfer integral for face-on dimers of pentacene, picene, and
terrylene is shown. While thpen oscillates strongly between positive and negative values, thpic
and tlter remain positive and vary much more slowly. We have already shown that benzenoid
hydrocarbons with armchair edges feature constant-phase frontier orbitals. The slowly-
varying transfer integrals along the long axis in picene and terrylene are a consequence of
this specific structure of the orbital, see Fig. 4.17c).

In contrast, a short axis displacement of all three molecules similarly changes the
respective transfer integrals. That is per a similar spatial structure of the orbitals along the
short axis. Thus, while displacements along the short axis lead to substantial variations in
the transfer integrals for all three orbitals, displacements along the long axis lead to only
minor changes for the constant-phase orbitals. In Fig. 4.17d, the derivatives of the transfer
integrals along the long and short axis are shown. There are specific displacement values
for which all derivatives are zero, namely at the extremal points of t(R). However, overall,
the derivative is much smaller for the long axis displacement of ϕhpic and ϕlter.

4.11 Discussion

Here, we have shown how a wide variety of experimental band structures of molecular
semiconductors can be accurately described with the simple TB model in equation 2.9. The
transfer integrals for a given band are due to the combination of a particular constellation
of neighboring molecules and the structure of the band-forming orbital. Comparing the
band structures of pentacene, tetracene, and ditetracene revealed the effect of changing
the long-axis offset of neighboring molecules. Due to the nodal structure of the acene
HOMO, slight changes in l have dramatic effects on the band structure — from a quasi one-
dimensional valence band in tetracene to the two-dimensional valence bands in pentacene
and ditetracene. Furthermore, the lower-lying bands in the same materials unveiled the
effect of the short-axis symmetry of an orbital on the band structure. In the herringbone
packing of the acenes, this symmetry dictates the sign combination of the transfer integrals
and, thus, the curvature at the band maximum. In the example of picene, our results reveal
how a HOMO of the proper symmetry may lead to a valence band with a much smaller
effective hole mass than in the acenes. The physical essence behind the effect of the sign
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combination of the transfer integrals lies in the geometrical frustration of a triangular
lattice.

Recent computational work emphasized the role of the sign combination: it controls the
localization length of states at the VBM and thereby the charge transport properties [165].
Our simulations based on experimentally extracted transfer integrals underline this observa-
tion. However, we had to make physically motivated assumptions on the fluctuations of the
transfer integrals, a point that should be elaborated on in future studies. A combination
of molecular dynamics simulations and electronic structure calculations could obtain the
amount of dynamical disorder.

In addition, we have shown how specific π-topologies of benzenoid hydrocarbons lead to
frontier orbitals with a constant phase along the long axis. Such orbitals significantly reduce
the electron-phonon coupling for long-axis displacements and thus promise to lower the
amount of disorder arising from thermal fluctuations of the molecules. To further investigate
the effect of such rationally engineered orbitals, the fluctuations of the transfer integrals for
actual thermal displacements along all directions in the crystal have to be evaluated.

The idea of engineering the π-topology to obtain frontier orbitals with a constant phase
has been pioneered by Okamoto et al. [166–168]. In these works, the authors reported that
particular sulfur-based molecular semiconductors structurally similar to picene feature the
desired frontier orbitals. They, too, noted that such orbital configurations might reduce
the coupling to thermal displacements along the long axis. To test the idea, they produced
single crystals of these molecules, which featured sizable hole mobilities on the order
of 10 cm2V−1 s−1 — thus rivaling the record charge mobility in rubrene single crystals.
Structural analogs of terrylene (or, more frequently, the smaller perylene) have also been
successfully used as building blocks for materials with large electron mobilities in the
range of 2 cm2V−1 s−1 [169, 170]. Especially perylene diimide derivatives, which commonly
assemble in a brickwork packing, have found increasing interest. Although the cited reports
do not specifically mention the idea of engineering the π-topology, the favorable structure
of the LUMOs might be one cause for the success of perylene analogs. These experiments
suggest the validity of the design principle.

4.12 Conclusions and outlook
Our work provides a firm basis for understanding the relation between the π-topology
of benzenoid hydrocarbons and their crystal and electronic structure. From experimental
data, we directly obtained essential parameters for describing charge transport in molecular
semiconductors. However, band structure data alone cannot reveal the localization length
that goes into the mobility derived from transient localization theory. In chapter 5, we
discuss the localization of states visible in momentum maps. We envision that temperature-
dependent measurements of the localization length combined with a mobility characterization
on the same material will establish the still missing direct connection between wave function
properties and charge transport characteristics proposed by transient localization theory.

In the molecular semiconductor community, there is a demand for design rules for
high-mobility materials. The principles derived from transient localization theory are (1) a
decreased dynamic disorder and (2) isotropic transfer integrals [34]. These generic rules
have to be translated into molecular and crystal structures. Surprisingly, few guidelines
exist. Our general proposal might open the door to a new generation of materials with
rationally designed π-topologies.

Furthermore, the π-core structure can be combined with chemical modifications that
change the crystal packing (such as replacing carbon atoms in the core with nitrogen atoms)
and with side groups that enhance the solubility. These modifications do not change the
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π-topology, and they can hence be optimized independently. An ideal structure would exploit
the low electron-phonon coupling along the long axis by reducing thermal displacements
along the other directions. This idea corresponds to aligning the transfer integral gradient
with the direction of the smallest thermal displacements such that the overall disorder is
reduced. Several reports have already pointed out similar strategies [159, 171].

Equipped with extensive knowledge of the band structure of molecular semiconductor
single crystals, we discuss the spatial structure of the electronic states recorded in momentum
maps in the next chapter.



5. Momentum maps of molecular semicon-
ductors at equilibrium

In this chapter, we first provide a historical overview of the wave function concept in
quantum mechanics and how different methods can image one-electron wave functions today.
We proceed by showing how constant energy cuts through the photoemission data sets —
termed momentum maps — directly relate to the real-space structure of a wave function,
which we describe as a localized Bloch orbital. Based on several experimental examples, it
is then discussed how different factors to the orbital, that is, the envelope function, the
orbital character, or the crystal momentum, manifest themselves in momentum maps. Then,
we investigate momentum maps of band tail states and their relation to fluctuations and
localization. We conclude this chapter by pointing out the limitations of the analogy between
momentum maps and the spatial structure of orbitals.

With the advent of quantum mechanics, scientists were quickly able to calculate with
sufficient accuracy the spectra of atoms and molecules. The energies of the transitions
measured by experimentalists could be reproduced with Schrödinger’s wave equation1. This
agreement was a great leap forward compared to the old quantum theory, which could
only explain the spectra of hydrogen [172] and inspired confidence in the freshly proposed
laws. In his famous equation, Schrödinger introduced the concept of the wave function as
a central pillar to quantum mechanics — although, at the time, nobody was sure what
the wave function represented. Born offered the interpretation that the absolute square
of the wave function is a measure of the probability of finding the particle in a particular
position (or momentum). This interpretation has withstood the test of time as it was used
to correctly predict, e.g., the scattering rates of particles. In this interpretation, the wave
function itself correspondingly describes the probability amplitude of a particle.

The first problems solved by quantum mechanics, such as the structure of the dihydrogen
cation published by Burrau in 1927 [173], can nowadays be found as student problems in
modern textbooks. They are comparatively easy to solve because they are single-electron

1Actually, the first calculations of the transitions were made using Heisenberg’s matrix mechanics, but
Schrödinger later showed that both approaches yield the same results.
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problems, and any interaction between electrons is absent. Much harder are many-body
problems that occur for every molecule with more than one electron. Here, a gross but
powerful approximation can be made. Instead of treating the system as a complex N -body
problem, it can be treated as N single-electron problems, i.e., every electron behaves
independently of all the others. That allows us to dissect the complex many-body wave
function into an antisymmetric product of single-electron wave functions, or orbitals. These
orbitals, whose name is derived from Bohr’s electron orbits, do not prescribe an electron path
but the probability of finding the electron at a particular place. Each orbital is associated
with a specific energy, the ionization energy, that quantifies how much energy is needed to
remove an electron from this orbital into free space — this is known as Koopman’s theorem.
Taken together and "according to a picturesque expression once used by Van Vleck, a set
of orbitals represents a housing arrangement for electrons" [3].

The energies associated with the orbitals were successfully obtained using photoelectron
spectroscopy and closely corresponded to the single-electron interpretation. However, it was
much harder to observe the spatial counterparts of the energies. How could one "see" the
"houses" of the electrons? With the help of computations, the shape of the orbitals for many
chemical compounds became available, and orbitals entered chemistry classrooms. To see
the orbitals experimentally, a microscope with extreme resolving power must be used — with
wavelengths as small as the size of individual atoms. Many methods working with these small
wavelengths, such as X-ray diffraction or electron scattering, are, however, only sensitive to
the total electron density and not to the probability amplitude of an individual orbital. An
orbital-imaging method must, therefore, offer not only supreme spatial resolution, usually
guaranteed by the small wavelength of electrons but also energy resolution. Several methods
were successful at imaging orbitals in the 2000s, (1) the HOMO of N2 was reconstructed
using tomographic imaging based on high-harmonic generation [174], (2) the HOMO of
pentacene was imaged using scanning tunneling microscopy [175], and (3) the HOMO of
again pentacene was reconstructed using ARPES [101].

Conceptually, these methods are similar in that they all use the interaction of a "probe"
or final state electron with the orbital or initial state to be imaged. In the case of ARPES,
the final state can be approximated as a plane wave, and the initial state of the electron
in the solid state system is a Bloch orbital. Each photoelectron is then characterized as a
plane wave whose momentum components and kinetic energy are recorded in a detector.
The spatial properties of the orbital govern the probability of finding the electron in a
particular plane wave state. By measuring the probability distribution of (many) electrons
that arrive at the detector with the same kinetic energy, a reciprocal space image of the
orbital is formed. These images map the momentum of the photoelectrons and are therefore
referred to as momentum maps.

5.1 Anatomy of momentum maps
In the case of electrons in molecular semiconductors, we are dealing with states in a
crystalline environment that might be localized due to disorder. The disorder arises from
the thermal fluctuation of molecules around their equilibrium position and dynamically
changes the transfer integrals between nearest neighbors. We hence assume the following
form for the localized states of the system (see equation 2.15)

ψk(r) =
∑︂
n

eik·RnFenv(Rn)wk(r−Rn). (5.1)

The states thus maintain phase coherence across different lattice sites, but their amplitudes
are suppressed by the envelope function when going away from the origin. The Wannier
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Figure 5.1. Anatomy of momentum maps. The parts that make up a (localized) Bloch orbital
in real space are converted into their Fourier-transformed counterparts in reciprocal space. These
parts make up the momentum maps. The orbital character ϕ, the Wannier function wK, the envelope
function Fenv, and the plane wave eiK·R each lead to different signatures. Whereas the former two
modulate the intensity of the momentum maps between different Brillouin zones, the latter two
modulate the intensity within a single Brillouin zone.

function wk is a linear superposition of the orbitals ϕi located within one unit cell. In the
case of two molecules per unit cell, we have wk = ckAϕA + ckBϕB where the coefficients
depend on the crystal momentum k.

To derive the structure of momentum maps, we work in the plane-wave approximation,
which allows us to write the photoemission intensity as a Fourier transform of the initial
state. This converts equation 5.1 to

ψ̂k(p/ℏ) =
∑︂
n

F̂ env(p/ℏ−Gn + k)ŵk(Gn − k),

where the sum is over all Brillouin zones spaced by the reciprocal lattice vector G. Each
factor to the localized Bloch orbital produces a distinct signature in a momentum map
(see Fig. 5.1). The molecular orbital ϕ leads to a variation of the PE intensity over several
Brillouin zones; in the case of the p-orbital shown in the figure, the intensity in the first
Brillouin zone is completely suppressed. The linear superposition of two molecular orbitals
in a Wannier function also modulates the intensity in different Brillouin zones depending
on the coefficient cik. In contrast, the envelope function, which determines the amplitude
of ψ over different unit cells, modulates the PE intensity within a single Brillouin zone.
The width λ of the envelope function quantifies the width of a peak in a momentum map.
Finally, the plane wave eik·Rn , which determines the phase of ψ in different unit cells, is
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Figure 5.2. Momentum maps of the valence band maximum and minimum of pentacene
and tetracene. The momentum maps of pentacene are constant energy cuts at E−EVBM = 0.00 eV
and −0.52 eV, respectively. Those of tetracene are at E − EVBM = 0.00 eV and −0.36 eV. The
HOMOs of tetracene and pentacene feature the same structure at the surface (the molecule is
viewed along the long axis). The polarization of the XUV beam, the orientation of the crystal
axes, and the size of a Brillouin zone are indicated. The band diagrams show the position of the
momentum maps and the Wannier function character within the respective band. Note that the
assignment of the crystal axes is subject to some error in tetracene since the high-symmetry points
are not visible. Note, furthermore, that the tetracene data set was mirrored along the vertical axis
for ease of comparison which does not change the symmetry of the experiment.

converted to a δ-function in reciprocal space that shifts the PE intensity within a Brillouin
zone by the crystal momentum k.

5.2 Momentum maps of similar states in different materials

Despite the simplicity of the description given above, momentum maps of molecular
semiconductors can be challenging to analyze. It is not a priori clear how to associate
peaks with certain high-symmetry points. That is exemplified by the momentum map of
pentacene at the valence band maximum, shown in Fig. 5.2. It features a multitude of peaks
that are not organized in a regular pattern, as one would expect for a crystalline system.
The momentum map of the pentacene valence band maximum (VBM) is characteristic of
molecular semiconductors, and its apparent disorder is due to a combination of the low
symmetry of the pentacene crystal, the localized nature of the electrons, and the asymmetric
experimental geometry. Recalling the crystal structure of pentacene, we notice that the
molecules are tilted with respect to the cleavage plane, and there are furthermore two
molecules in each unit cell rotated by ≈ 50◦ around the long axis.

Tetracene is not only closely related in its molecular structure, leading to a similar shape
of the HOMO, but it also features a highly similar crystal structure to pentacene (compare
Fig. 4.4). The momentum map of crystalline tetracene at the VBM is shown in Fig. 5.2.
Note that the experimental geometry in this measurement is close to the geometry in the
pentacene measurement; in both cases, the crystal b-axis is aligned with the direction of XUV
propagation. Furthermore, there is a slightly different and uncorrected artefactual distortion
in the two momentum maps intrinsic to measurements with a momentum microscope [120].
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Figure 5.3. Momentum maps of the maximum and minimum of the VB-2 of pentacene.
The momentum maps of the VB-2 maximum and minimum are constant energy cuts at E−EVBM =
−1.81 eV and E − EVBM = −2.13 eV, respectively. The structure of the HOMO-2 at the surface,
which forms the VB-2, is indicated (the molecule is viewed along the long axis). The band diagram
shows the position of the momentum maps and the Wannier function character.

The similarity of the two momentum maps is immediately apparent. All peaks visible in
the pentacene momentum map can also be seen in the tetracene momentum map.

In the momentum map of the pentacene VB minimum, the periodicity of the signal
peaks is more clearly resolved due to the more significant band curvature at the band
minimum. Considering only the band structure, one would expect the peaks to be at the
M -points for both the VB maximum and minimum. While some of the peaks are at the
same position in both momentum maps, others appear in only one of the two, e.g. the most
substantial peak in the VB minimum momentum map — a consequence of the different
structure of the Bloch orbitals of these states. The Wannier function character is different
at these energies, at the band maximum the Wannier function character is symmetric, i.e.,
it can be denoted as ϕA+ ϕB , at the M -point and anti-symmetric at the M ′-point, while it
is exactly the other way round at the band minimum. The momentum map at the tetracene
VB minimum again appears similar to the one of pentacene, albeit much less pronounced
due to a smaller band curvature and likely a larger localization.

In summary, the difference between the momentum maps at the band maximum and
minimum is a combination of the band curvature and a symmetric/antisymmetric Wannier
function. Between different materials with similar states, the momentum maps are highly
similar and differ only slightly due to different band curvatures and different degrees of
localization. Having shown the similarity of momentum maps that arise from similar states
but from two different materials, we now turn to a state that is constructed from orbitals
with a different symmetry at the surface.

5.3 Molecular orbitals with different symmetries

The VB-2 of pentacene is formed by the HOMO-2, which has no nodal plane along the
short axis of the molecule and therefore also when viewed normal to the crystal surface.
As already discussed in chapter 4, this changes the band structure of the VB-2 compared
to bands formed by molecules with one nodal plane — the bands are mirrored along the
energy axis. Apart from this change, the momentum map at the minimum and maximum of
the VB-2 also looks substantially different (see Fig. 5.3). The overall intensity distribution
is highest at the bottom left and top right. Therefore, the symmetry of the orbital in the
surface plane strongly modifies the appearance of the momentum map. Due to the different
band composition compared to the VB, the Wannier function character is also flipped,
i.e., at the band maximum the Wannier function character is now anti-symmetric at the
M -point and symmetric at the M ′-point.
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Figure 5.4. Momentum maps of rubrene at the Γ- and the Y -point. The upper row
shows the momentum maps at E − EVBM = 0.00 eV and −0.44 eV. The band diagram shows the
position of the momentum maps and the Wannier function character. The lower row shows Fourier
transforms with an envelope function of the following parameters: (σx, σy) = (9 Å, 3 Å).

5.4 Momentum maps at different crystal momenta

The effect of the plane wave in a localized Bloch state (eq. 5.1) is to shift the peaks to a
different position within the Brillouin zone. That is exemplified by the momentum maps
of rubrene at the Γ- and the Y -point of the valence band, shown in Fig. 5.4. Here, the
periodic structure of the underlying states is visible in the momentum map as periodic
vertical stripes. The symmetry of the experimental geometry is also apparent as a mirror
axis along the y-direction — note that the symmetry is present in rubrene (and not, e.g., in
pentacene) because the rubrene crystal has a higher symmetry and one molecular axis is
aligned with the surface normal.

The stripes in the two momentum maps are evidently localized at two different momenta.
In the Γ-point momentum map, five stripes are visible, evenly spaced about kx = 0 Å with
one stripe at the center. In the Y -point momentum map, we can discern four stripes evenly
spaced about kx = 0 Å and hence no stripe at the center. Assuming the same envelope
function at both crystal momenta, the description of the two states differs only by the
crystal momentum. Crucially, the Wannier function is the same, and there is, hence, a
similar intricate modulation of the PE intensity with the most intense features at the right
of the momentum maps.

To test the validity of the plane-wave approximation, we computed localized Bloch
orbitals by a tight-binding procedure at the two crystal momenta and their momentum
maps created by a Fourier transform of a two-dimensional slice through the orbitals. Since
the localization length is not a priori known, several values were tried, of which the best
fitting was chosen by visual comparison. The results are shown in the lower row of Fig. 5.4.
Due to the neglect of the photon polarization in these computed momentum maps, the
long-range modulation in the experimental data causing a rising intensity from left to
right is missing, compare [99]. Furthermore, some features are clearly not visible in the
simulation and require a more sophisticated treatment of the photoemission data. Apart
from these differences, the resemblance of experiment and computation is remarkable given
the simplicity of the computation and allows to obtain a rough estimate of the localization
length of the rubrene states, which is on the order of σx = 9 Å in the x-direction and
σy = 3 Å in the y-direction (σ is the standard deviation).
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Figure 5.5. Momentum maps of rubrene at and above the valence band maximum. a,
Logarithmic plot of the momentum-integrated PE intensity of rubrene normalized to the highest
intensity in the valence band for a data set with the XUV polarization in parallel to the crystal a-axis.
The blue line is a Gaussian with EFWHM = 150meV and indicates the experimental resolution.
The dashed line is an exponential fit to the band tail. b, Momentum maps of the corresponding
data set at the energies indicated by the red dots in a. c, Same as a but for a data set with the
XUV polarization in parallel to the crystal b-axis. d, Momentum maps of the corresponding data
set at the energies indicated by the red dots in c.

5.5 Band tail states and localization
States above the edges of a band may arise due to impurities or disorder in a system [6].
The intrinsic dynamic disorder in MSCs is, therefore, also expected to give rise to tail states.
Commonly, the DOS of tail states measured with photoemission spectroscopy are fitted
with an exponential Urbach tail with a characteristic Urbach energy EU [176]

I = I0e
−(E−EVBM)

EU , (5.2)

with the PE intensity at the VBM I0. From different techniques, the Urbach energy is
known to be in the range of 50 to 100meV for single crystals of pentacene and rubrene [177–
179]. For rubrene, we expect the localization effects to be most pronounced due to its
one-dimensional band structure.

The momentum-integrated PE intensity of rubrene is shown in Fig. 5.5a. There are
states beyond the intensity expected from the experimental energy resolution alone. Fitting
the tail states with equation 5.2, reveals an Urbach energy EU = 90±20meV, in reasonable
agreement with literature values. The shoulder at E −EVBM = 0.4 eV has been observed
in the literature before [179] and cannot be categorized into the disorder-induced band
tail. A likely explanation is an oxygen-induced chemical modification of rubrene [180, 181].
A measurement on a 90◦-rotated crystal yielded a similar spectrum with a slightly larger
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Urbach energy, see Fig. 5.5c. Note that this data set was acquired on a different crystal,
causing different impurity levels.

The tail states are much more localized than states within the band. We thus expect to
see signs of the localization in the momentum maps shown in Fig. 5.5b&d. In the momentum
maps at the VBM, the peaks appear pretty broad, and it is apparent that there is a signal
from lower-lying states with different crystal momenta. At slightly higher energies, the
peaks become more pronounced, and the signal mainly comes from states at the band
maximum. The momentum maps at 0.32 eV should be within the band tail, and the signal
is correspondingly smaller. Overall, the momentum map appears similar to the one at lower
energies. It is, however, hard to judge whether the corresponding states are more localized.
Some of the peaks seem more pronounced, while others blur compared to the momentum
map at 0.16 eV. The momentum maps at 0.48 eV are within the defect-induced shoulder.
In the Fig. 5.5b, the corresponding momentum map appears similar to the ones at lower
energies, but the features are strongly blurred and thus indicate robust localization. In the
90◦-rotated data (Fig. 5.5d), there might be signs of localization, although it is difficult to
tell whether the signal is artefactual or comes from a localized state.

5.6 Momentum maps and band structure

In molecular semiconductors that crystallize in herringbone packings, there is a remarkable
connection between the symmetry of a molecular orbital imprinted in a momentum map
and the band structure arising from this molecular orbital. We have already hinted at this
connection earlier when discussing the structure of momentum maps from molecular orbitals
with different symmetries and in chapter 4 when discussing the band structure of the same.
The reasoning is as follows: molecular orbitals with different in-plane symmetries (in-plane
refers to the plane in the photoemission geometry) lead to distinctly different momentum
maps and simultaneously flip the band structure around the energy axis by a change of
the sign of all transfer integrals. These are, therefore, two separate and complementary
observable consequences of a different in-plane symmetry of the molecular orbital.

To visually support this argument, the momentum maps and band structures of several
bands and their corresponding molecular orbitals are shown in Fig. 5.6 for tetracene and
pentacene.

5.7 Discussion

Do momentum maps fully represent orbitals? While they provide detailed information, as
was laid out in the previous sections, there are some major caveats.

First, obtaining photoemission data at a single photon energy is equivalent to sampling
momentum space on a single spherical slice with radius k =

√︁
2m/ℏ2Ekin. Such a single slice

does not provide the complete three-dimensional information. To obtain this information, we
must carry out the measurement for different photon energies instead, which correspondingly
changes Ekin and therefore allows us to sample the entire three-dimensional structure on
spherical slices of different radii (compare Fig. 5.7a). These measurements have been carried
out for ordered molecular films and allow the complete reconstruction of the real-space
orbital. The method has been named orbital tomography [101]. All measurements presented
above have been carried out with a single photon energy, and some information is therefore
missing. The electronic structure of the studied molecular semiconductors, however, is
known to be 2D, with little interaction normal to the surface. Modulation of the PE intensity
due to the z-direction hence arises mainly due to the well-known structure of an isolated
molecular orbital.
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Figure 5.6. Orbital symmetry, momentum maps, and transfer integrals. Each row shows a
molecular orbital of pentacene or tetracene, momentum maps arising from the corresponding bands
(band maximum, center, and minimum), and the band structure with extracted transfer integrals.
The orbitals are sorted by their symmetry along the s-axis. The upper three orbitals are all odd
along this axis, whereas the lower five are even. Here, the color shows the second derivative of the
photoemission intensity with respect to energy. The modulation of the momentum maps can clearly
be grouped according to this orbital symmetry. Furthermore, the signs of the extracted transfer
integrals of the two symmetry classes are related by changing the sign of all transfer integrals.
Energies are referenced to the valence band maximum.
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Figure 5.7. Limitations of orbital imaging in ARPES. a, With a single photon energy,
the photoemission data for a state with binding energy EB consists of a spherical slice through
three-dimensional momentum space. To obtain information about all three dimensions, we can
acquire the data with different photon energies. That allows a tomographic reconstruction of the
orbital. b, Due to the finite energy resolution of the experiment, the signal coming from two distinct
states might overlap strongly in energy, and a momentum map, therefore, shows the sum of the
signal from two states. c, Due to the dynamically changing landscape of a system, the eigenstates
change over time. The XUV photons of different pulses, spaced with the inverse repetition rate
1/frep, probe different states. Furthermore, the XUV photons within one pulse eject electrons from
a large area, and two states with similar energies but different spatial properties contribute to the
signal within a momentum map.

Secondly, photoemission signals from states with slightly different binding energies might
overlap due to the limited energy resolution of the measurement. This is schematically
shown in Fig. 5.7b. A momentum map is usually the sum of signals from states of different
energy — an exception is momentum maps of states isolated in energy, e.g., excitonic states.
It is possible to reduce the mixing of the signals with higher energy resolution.

Lastly, the principle of any photoemission experiment only allows us to measure averaged
information about the system. Imagine a state |A⟩ at time t1 from which an electron is
removed. This electron is detected with a specific momentum and kinetic energy, providing
some information about the state. A single electron does not provide enough information to
construct the spatial structure of the state. Therefore, another electron is ejected at time
t2. Due to the significant dynamical evolution of the system in molecular semiconductors,
the state has changed (see Fig. 5.7c). A photoemission data set consists of > 106 recorded
electrons, each probing a slightly different system. It is, therefore, a temporal average of the
system and not an instantaneous snapshot. Furthermore, the spot size of the XUV sources
generally used is much larger than the dimensions of the probed states. Within the spot
area, there might be states with similar energies but different spatial properties that both
contribute to the signal. A photoemission data set is, therefore, also a spatial average of
the states in the system.

Notwithstanding these limitations, momentum maps provide intricate and new infor-
mation about all contributing factors to the wave function: the orbital character, the
crystal momentum, and the localization length. In the next chapter, we will see how this
information can be applied to disentangle the complex dynamics of singlet exciton fission.



6. Orbital-resolved observation of singlet
exciton fission

In the previous chapter, we have gained an understanding of the information contained
in the momentum maps of molecular semiconductors. Here, we exploit that knowledge
to investigate exothermic singlet exciton fission in pentacene single crystals. From the
measured momentum maps, we can infer the orbital character of a transition, which makes
it possible to dissect the photoemission signal into main peaks and satellites arising from the
admixture of charge-transfer states. We show momentum maps of the singlet exciton and,
crucially, of the doubly-excited and elusive dark bitriplet exciton for the first time. Momentum
maps with well-defined orbital characters are used to project the time-resolved signal to its
orbital character, which allows us to disentangle the dynamics of energetically overlapping
transitions. We then show that singlet exciton fission proceeds via a charge-transfer mediated
mechanism and discuss the exciton dynamics following the primary step.

The results of this chapter have been published in Nature [182] and Phys. Statuts Solidi
A [183].

6.1 Introduction

Few processes can reliably split the energy of an exciton in half to yield two new stable
excitons. Singlet exciton fission achieves this feat with efficiencies close to 200% for the
best systems. During singlet exciton fission, a singlet exciton, which is usually optically
excited, is converted to two dark triplet excitons. The process is usually ultrafast (∼ 1 ps)
and outcompetes other decay channels such as fluorescence or intersystem crossing. Direct
fluorescence of singlet exciton fission materials is hence efficiently quenched. In the 1960s,
this observed lack of fluorescence in tetracene crystals motivated the formulation of a
bimolecular decay, or, as it is known today, a singlet exciton fission mechanism [60]. This
insight marked the birth of the field. Triplet excitons created by singlet exciton fission can
undergo fusion to reform the initial singlet exciton, which may emit photons — a process
known as delayed fluorescence. Its yield depends on the spins of the two triplet excitons
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and can thereby be controlled by a magnetic field. This magnetic-field dependence was
observed shortly after, providing solid evidence for the initial exciton fission [184, 185].

For three decades, the process remained a mere curiosity without the promise of being
useful. However, Dexter [186] and later Hanna and Nozik [11] pointed out the potential of
singlet exciton fission materials to increase photovoltaic efficiencies. The later paper hit a
nerve in the 2000s with a growing demand for renewable energies. Despite a subsequent
outbreak of research activity, the detailed mechanism of singlet exciton fission remained
unresolved due to the significant challenge of observing the intermediate dark bitriplet
excitons.

Singlet exciton fission is generally understood to occur in three sequential steps1, as
depicted in Fig. 6.1a. The bitriplet excitons are the product of the primary step. They are
converted to the separated and spin-coherent bitriplet exciton by triplet hopping in the
secondary step. In the last step, independent triplet excitons emerge.

The mechanism of the primary step has been a hot topic of debate in the years
following Hanna and Nozik’s paper. The field focused on pentacene, where singlet exciton
fission is ultrafast, exothermic, and highly efficient. Two distinct mechanisms emerged
based on different electronic couplings between the singlet and bitriplet excitons. The so-
called coherent mechanism was formulated based on the claimed observation of a coherent
superposition of Frenkel and bitriplet diabatic states directly after photoexcitation [81].
A strong and direct electronic coupling between these two states was brought forward to
explain the instantaneous population of the bitriplet state.

In contrast, in the charge-transfer mediated mechanism, the coupling between the
excitons is enhanced by charge-transfer states [53]. These serve as a bridge between the
diabatic Frenkel and bitriplet excitons, which are only weakly linked by a direct two-electron
integral. The overall coupling is a product of two strong one-electron integrals, one between
the Frenkel and charge-transfer states and the other between the charge-transfer and
bitriplet states.

Another discussion concerned the involvement of nuclear motion. While some emphasized
an active role for the nuclei in the form of a conical intersection mechanism [64, 187], others
assumed an incoherent bath of nuclei that absorbs excess energy [53, 188].

The difficulties in assigning the mechanisms are based on an assignment problem. Signals
coming from different states might overlap in energy, and in the absence of other information,
there is an ambiguity. Which part of the signal corresponds to which state? A powerful
way to address the challenge is to gather more information on the states. That is where
trARPES comes into play. It provides detailed information about each state in the form
of momentum maps, which are in a first approximation Fourier transforms of the state’s
orbital (see Fig. 6.1b).

6.2 Experimental setup: pentacene
To follow the dynamics of singlet exciton fission in crystalline pentacene, we first prepared
single crystals of sufficient size (roughly 1 × 1 × 0.1mm3). The growth of the crystals
is described in chapter 4. The samples were brought to ultra-high vacuum and cleaved
to produce fresh and clean surfaces. In the next step, a spot of the crystal surface was
sought after, which yielded clear bands under simultaneous XUV and VIS illumination.
This search is an essential and tedious task since the cleaving process is stochastic and
leaves a complex surface behind, in which only a few excellent spots emerge. The spots are

1The understanding and current theories of singlet exciton fission have already been discussed in detail
in section 2.8.
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Figure published in [182].

defined by showing a clean momentum-integrated spectrum, a clear band structure, and
few photoemission counts due to the pump pulses. Subsequently, the sample was rotated
such that the a-axis of the crystal aligned with the polarization of the pump pulses. That
was achieved by maximizing the counts in the excited states under the same excitation
conditions. Sometimes, the rough alignment was achieved by inferring the crystal orientation
directly from the ARPES data and rotating it to the desired orientation. The experimental
setup and the alignment of the crystal with the impinging beams are shown in Fig. 6.1.

The energy of the pump photons was tuned to the absorption maximum of the lowest
bright exciton in pentacene at 1.81 eV. This low photon energy is beneficial for obtaining
high-quality trARPES data due to the reduction of pump-induced photoemission that
requires ≈ 4 photons for this photon energy. To maximize the signal in the excited states,
we sought the largest fluence before the data started deteriorating for various reasons. The
limit was usually set by heating the crystals and evaporating the molecules, signs of which
were visible as burned spots on the crystal. At the fluence J = 200 µJ cm−2, the data
acquisition was stable, enabling an excitation of roughly 1 in 100 molecules. The pump and
probe lines were incident collinearly at an angle of 65◦ to the surface normal, the probe
pulses p- and the pump pulses s-polarized. The overall system response function had a
FWHM< 50 fs.

6.3 Results

6.3.1 Momentum maps

The three-dimensional photoemission intensity I(kx, ky, E) before excitation is shown in
Fig. 6.2a. The dispersing states of the valence band (VB) and valence band-1 (VB-1)
are visible. Right after photoexcitation (∆t = 0 fs, a signal labeled S appears at E −
EVBM = 1.81 eV (VBM: valence band maximum) which corresponds to the singlet exciton.
Simultaneously, the signal X is visible at lower energies (E − EVBM = 0.95 eV). These
signals have disappeared after the primary step is complete at ∆t = 500 fs and a new signal
TT that stems from the bitriplet exciton has emerged at E − EVBM = 0.65 eV.
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Figure 6.2. Investigating singlet exciton fission with trARPES. a, Visualization of the
photoemission intensity of pentacene during singlet exciton fission. The energies of the states
are referenced to the VBM. b, Momentum maps of the singlet exciton, the signal X (a satellite
peak of the singlet exciton), the bitriplet, and the ground state at the VBM. The arrows indicate
high-intensity features related to the orbital character. For the momentum map of the ground state,
the signal is shown at E−EVBM = 0.00 eV, for those of the excited states, the signal was integrated
over the following energy and time ranges: S: (1.60 to 2.00 eV | −10 to 140 fs), X: (0.95 to 1.30 eV |
−10 to 35 fs), TT: (0.50 to 0.80 eV | 480 to 520 fs). Figure published in [182].

In Fig. 6.2b, the momentum maps corresponding to these signals are shown. Compared
to momentum maps of inorganic crystals, these seem somewhat disordered due to the
low symmetry of the pentacene crystal and the slanted alignment of the molecules. The
momentum map S of the singlet exciton shows several peaks on the right side that are roughly
spaced with the size of the Brillouin zone. Furthermore, there is an overall modulation of the
photoemission intensity over many Brillouin zones that suppresses the lower left and upper
right corners of the map. Lastly, the peaks in the momentum are rather pronounced and
easily distinguishable from each other. These three features, the periodicity, the intensity
modulation, and the pronounced peaks, arise from the structure of the exciton wave function.
A one-electron Bloch orbital in the solid state that is localized can be described as:

ψk(r) =
∑︂
R

wk(r−R)Fenv(R)eik·R.

Here, we sum over all unit cells spaced by R. The wave function within the unit cell is made
up by the Wannier function wk, which defines the orbital character. The phenomenological
envelope function Fenv describes the localization of the particle, parameterized by the
localization length λ. Performing photoemission on this state can be approximated as a
Fourier transform (see Fig. 6.1b), and each factor to the Bloch orbital has its equivalent in
the corresponding momentum map.

The overall modulation of the map is thus a signature of the lowest-unoccupied molecular
orbital (LUMO) character of the electron in the singlet exciton, whereas the cause of the
pronounced peaks is a relatively localized Bloch orbital with a considerable localization
length λ. In contrast, the momentum map TT of the bitriplet exciton is less defined. The
peaks in the momentum map are less pronounced, and there is no periodic pattern. However,
the overall intensity modulation of the momentum map is similar, pointing to a similar
orbital character of singlet and bitriplet excitons. Indeed, in both states, an electron is
located in the LUMO, and a similar orbital character is expected. Apart from the orbital
character, the momentum map TT also reveals localization of the bitriplet exciton with
respect to the singlet exciton, as apparent in the peak widths shown in Fig. 6.3. This
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Figure 6.3. Momentum maps and peak widths. Momentum maps S, TT, X, and VBM. The
momentum distribution curves (MDC) along the respective cuts in momentum space are shown for
each state. The full width at half maximum (FWHM) of the MDCs is evaluated for the indicated
peak in the top row. Figure published in [182].

observation agrees well with theoretical predictions of a singlet exciton delocalized over
∼ 10 molecules and a triplet exciton localized to a single molecule [189].

The momentum map X of the signal that simultaneously appears with the signal S
(also shown in Fig. 6.2b) features an overall intensity modulation very different from S
and TT. However, it shows similarly pronounced peaks as S (see Fig. 6.3). Furthermore,
X looks strikingly similar to the momentum map of the VBM. Since the VBM is formed
by a combination of HOMOs at the M -points, the signal X originates from a state with
HOMO character at the same crystal momentum. Compared to the VBM, the peaks of X
are slightly broader.

6.3.2 Photoemission transitions

To understand the origin of X, we turn to the possible photoemission transitions of the
relevant states, shown in Fig. 6.4. Ejecting an electron from the VBM in the ground state
S0 leaves a hole behind in a HOMO and creates the ground state cation D+

0 . We label this
transition S0−0. From the diabatic bitriplet exciton, two transitions are possible, one from
the LUMO and one from the HOMO. The latter transition, labeled 1TT1−1, would appear
at a kinetic energy similar to the VBM transitions and thus be undetectable on the large
background. The first transition, labeled 1TT1−0, leaves an excited state of the cation D+

1

behind and corresponds to the momentum map TT. Lastly, we turn to the transitions of
the singlet exciton, a mixture of Frenkel and charge-transfer diabatic states. Transitions
are possible from either of the configurations. From the Frenkel state, we can remove an
electron from the LUMO and end up with the cation D+

0 which is the main peak S1−0,
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Figure 6.4. Photoemission transi-
tions. a–c, State diagrams and transi-
tions of the relevant initial states, the
ground state S0 (a), the bitriplet exci-
ton 1TT (b), and the singlet exciton
S1 (c). Each transition yields a pho-
toelectron and a cationic final state
after PE. Figure published in [182]. Frenkel
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yielding the signal S. The charge-transfer state also allows for a transition to the ground
state cation but additionally opens a path to the excited cation D+

1 by ejecting an electron
from a HOMO and leaving a triplet excitation left behind in the cation. This transition
S1−1 should be separated by roughly a triplet energy (ET = 0.86 eV, ref. [190]) from the
main peak. The satellite peak corresponds to the momentum map X, which has a HOMO
character and is located ES − EX = 1.81 eV − 0.95 eV = 0.86 eV below the main peak.
Thus, the signal X does not arise from a distinct state but rather is a consequence of the
charge-transfer character of the optically excited singlet exciton.

6.3.3 Projecting to the orbital character
With the knowledge about the origin of X at hand, we now turn to the dynamics. The
momentum-integrated photoemission intensity in Fig. 6.5a shows that the singlet exciton
decays throughout 100 fs. Furthermore, there is an apparent relaxation of the signal X over
time. Chan et al. interpreted this signal as a signature of the bitriplet exciton, which in
turn led to them to the conclusion that the optical excitation directly populates a coherent
superposition of singlet and bitriplet states [81].

At each pixel (E,∆t), there is a momentum map (though with a much weaker signal
than the integrated maps in Fig. 6.2b), which we can use to disentangle the dynamics by a
projection procedure. The idea of projecting the signal to a known basis of momentum maps
has been pioneered by Puschnig et al., who used a computationally obtained basis [191]. We
extend this idea and use an intrinsic basis defined by two momentum maps with different
orbital characters, the momentum maps X with HOMO character and TT with LUMO
character, see Fig. 6.5b. The basis was chosen carefully and integrated over an energy and
time window that reduces spurious counts from other states.

The projection procedure yields the coefficients αHOMO(E,∆t) and αLUMO(E,∆t) which
quantify the orbital character of a given momentum map IE,∆t(k). Before the projection,
we normalize all momentum maps as I∫︁

Idkxdky
and convolute the 4D PE intensity with a

Gaussian (σk = 0.05 Å−1, σE = 40meV, σt = 3 fs) making the procedure more stable. The
coefficients are obtained by a minimization of the error χ2:

χ2 =

∫︂
(I(k)− αHOMO X(k)− αLUMO TT(k))2 dkxdky,

where αHOMO +αLUMO = 1. Fig. 6.5c&d show the results of the projection. The separation
works best for large signals, e.g. below 0.25 eV — the photoemission intensity in the VB is
roughly a hundred times greater than for the excited states.
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Figure 6.5. Orbital-projected dynamics. a, Momentum-integrated dynamics of singlet exciton
fission in pentacene, showing the differential PE intensity (equilibrium signal subtracted). b,
Momentum maps at E − EVBM and illustration of the decomposition procedure. c and d, Orbital
populations as obtained by the minimization procedure of states with c, HOMO and d, LUMO
character. e, The dynamics of states with HOMO and f, LUMO character. These images are
the product of the PE intensity in a with the orbital populations in c and d, respectively. g,
Orbital-projected population dynamics of the excited states shown with the model fit. The signal
was integrated over the shown energy range in e and f to reduce spurious counts from lower-lying
states. Figure similarily published in [182].

A much clearer picture emerges by taking the product of the coefficients with the
time-resolved density of states (DOS). This yields the time-resolved and orbital-projected
density of states IHOMO and ILUMO

I(E,∆t) = IHOMO(E,∆t) + ILUMO(E,∆t)

= [αHOMO(E,∆t) + αLUMO(E,∆t)]× I(E,∆t).

These are shown in Fig. 6.5e&f, respectively. The HOMO-projected DOS mainly features
the signal X, whose dynamics resemble those of the singlet exciton. In contrast, the LUMO-
projected DOS shows the signals S and TT. The projection separates states based on
their orbital character, and the procedure is quite robust. Notice that even though the
momentum maps S and TT look quite different, the projection on X and TT still finds
that S is similar to TT, a true projection on the orbital character. We emphasize that the
main reason for this robustness is the different symmetry of HOMO and LUMO at the
surface (compare Fig. 6.1d), leading to very different momentum maps. This observation
finds strong evidence when comparing occupied orbitals with larger binding energies in
pentacene, which have symmetries akin to HOMO or LUMO and feature correspondingly
similar momentum maps (see Fig. 5.6).

After successfully deconvoluting the overlapping X and TT signals, we can extract the
kinetics of the signals shown in Fig. 6.5g. The signals S and X feature the same decay
dynamics, which is definite proof that they are two different transitions arising from a single
state. In contrast, TT builds up with the decay of the singlet exciton. A kinetic model
with a single time constant tSF, representative of the primary step, is sufficient to fit the
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Figure 6.6. Momentum maps and projected dynamics for the crystal rotated 10° about
the surface normal. a, Momentum maps of the singlet exciton, the triplet exciton, the satellite X,
and the valence band maximum. For the momentum map of the ground state, the signal is shown
at E −EVBM = 0.00 eV, for those of the excited states, the signal was integrated over the following
energy and time ranges: S: (1.60 to 2.00 eV | −10 to 140 fs), X: (0.95 to 1.30 eV | −20 to 60 fs), TT:
(0.50 to 0.80 eV | 580 to 620 fs). b, Momentum-integrated dynamics, equilibrium signal subtracted.
c, Orbital-projected dynamics with the maps T for LUMO character and X for HOMO character.
Figure published in [182].

dynamics:

d[S1]

dt
= −kSF[S1] + ISRF

d[1TT]

dt
= kSF[S1],

where [S1] and [1TT] are the populations of singlet and bitriplet and ISRF = e
−t2

2σ is the
system response function. The resulting time constant tSF = 104± 10 fs agrees well with
previous results [76, 81].

To prove the robustness of the projection procedure, we performed it on a 10◦-rotated
crystal. The corresponding momentum maps, shown in Fig. 6.6a, are similar to the unrotated
maps. Notice, however, that they cannot be generated by a mere rotation of the unrotated
data set since the angle between the crystal and the XUV polarization is different. The
time- and orbital-projected DOS (Fig. 6.6b) again clearly separates the dynamics based on
the orbital character.

To further test the validity of the decomposition, we investigated the dynamics of
features A and B in the momentum maps that are characteristic of the HOMO or LUMO
character, respectively (see Fig. 6.7a). Such an analysis is commonly employed for trARPES
data of inorganic semiconductors. The corresponding dynamics also separate the signal
by the orbital character (see Fig. 6.7b-d). However, the separation is far less clear than
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after the projection procedure. Fitting a model to the kinetics in Fig. 6.7e would yield
different results. This analysis does not work well here because the states in molecular
semiconductors are generally too localized, and the corresponding momentum maps are too
blurry. Consequently, projecting the dynamics to momentum maps of well-known characters
should be preferred when analyzing trARPES data of molecular semiconductors.

Lastly, we checked the statistics of the decomposition to address the question of whether
it can be applied to other systems with weaker signals in the excited states. Fig. 6.8 shows
the results of the decomposition procedure using the same basis momentum maps applied
to data sets acquired with different measurement times. The decomposition quality depends
on the number of photoemission counts in the excited states. Here, we choose the integrated
counts in the singlet exciton as a reference. At 150 kcts, or after 4 h of measurement
time, the projection is of a similar quality as for the full data set with 730 kcts. after
27 h of measurement time. These numbers suggest that the decomposition should work
for molecular semiconductors with a lower count rate in the excited state. Assuming a
ten-fold smaller count rate, a data set with 150 kcts. could still be acquired in reasonable
time (40 h). We again emphasize that the decomposition works well because of the different
symmetries of HOMO and LUMO at the surface. If the orbitals have the same symmetry, a
decomposition is significantly more challenging.

6.3.4 Evolution at longer delays

If the kinetics of the model with a single time constant perfectly described the observed
dynamics, there should be no signal S anymore after ≈ 300 fs. However, the signal shows a
biexponential decay at later delays as shown in Fig. 6.9a, and there still is ≈ 25% of the
maximum signal. The corresponding second time constant τ2 ≈ 600 fs is only visible in the
dynamics of S, but not in the bitriplet signal. Noticeably, there is also a slight relaxation of
the energetic position of S by > 50meV over 150 fs (Fig. 6.9b). The TT signal, on the other
hand, shifts slightly up by ≈ 10meV in the time range from 100 fs to 2000 ps (Fig. 6.9c).
Over the corresponding time scale, there is no visible change in the TT momentum map
(Fig. 6.9d). The momentum-integrated spectrum, however, does change: at 250 fs delay, the
spectrum features a high-energy tail that cannot result from the remaining singlet exciton
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population. This high-energy tail vanishes in the spectra at later times (> 1 ps); compare
Fig. 8.4.

These observations can be explained by a mixture of charge-transfer states in the
bitriplet exciton. If such states are present, a new photoemission transition is possible. An
electron can be ejected from the LUMO of a CT state to create the ground state of the
cation D+

0 accounting for a satellite peak appearing at the energy of the bitriplet exciton
ETT = 1.72 eV (Fig. 6.9e). Additionally, the main transition that leaves the excited cation
D+

1 in the system should show a simultaneous HOMO and LUMO character. There are two
pathways for this transition, one from the HOMO of a charge-transfer state and the other
from a LUMO of the diabatic bitriplet state. As the bitriplet exciton 1TT decays into the
separated bitriplet exciton 1T· · ·T, the CT-character is lost and thereby the corresponding
transitions. The energy of S relaxes because the signal at later times is not the main peak
of the singlet exciton but rather the satellite of the bitriplet exciton, which is expected
ES − ETT = 90meV below. The upshift of the TT signal over longer time scales indicates
a loss of stabilizing CT character.

To confirm the origin of S at later delays, it would be desirable to also see differences
between the momentum maps right after excitation and after 300 fs. However, the weaker
signal at these later delays makes a distinction based on the available data challenging.
Furthermore, the expected difference lies in different widths of peaks in momentum space,
arising from the different localization lengths of the singlet and bitriplet excitons. The
corresponding signatures in the momentum maps are much more subtle than for states
with different orbital characters (compare chapter 5).
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6.4 Discussion
The results let us return to the questions regarding the fission mechanisms. Our observations
confirm the theoretically predicted, but never experimentally verified, character of the singlet
exciton in pentacene as being a 50/50-mixture of Frenkel and charge-transfer excitons [189].
Such a strong mixing between the diabatic Frenkel and charge-transfer states is only possible
if their coupling is sufficiently strong and their energies almost degenerate.

The second signature of charge-transfer hybridization is the delocalization of the singlet
exciton apparent in its momentum map. For a pure Frenkel exciton, electron and hole
remain confined to the same molecule, and the size of the molecule limits the Bohr radius
of the exciton. The triplet exciton in pentacene is known to be a pure Frenkel exciton. Its
corresponding momentum map (Fig. 6.9d) looks dramatically different1. The admixture of
charge-transfer states reconciles the observed pronounced peaks in the momentum map
of the singlet exciton with its excitonic character. In other words, exciton delocalization
and exciton charge-transfer character describe the same phenomenon — the electrons and
the hole in the singlet exciton have a significant probability of being found on different
molecules.

Another critical point is the charge-transfer character of the bitriplet state. Two ob-
servations allow us to make a statement on the rough magnitude of the mixing. (1) The
intensity of the high-energy signal at 500 fs, a signature of the charge-transfer character,
is 20% of the maximum of signal S. Because there are just as many bitriplet excitons as
there are singlet excitons, the charge-transfer character in the bitriplet must be correspond-
ingly small. (2) The energetic upshift of the TT signal by 10meV, which is the biexciton
binding energy EBX that quantifies the energy difference between the pure bitriplet state
1T· · ·T and the mixed and stabilized 1TT, is much smaller than the corresponding energy
difference in the singlet exciton. That is quantified by the Davydov shift in pentacene,
which amounts to 120meV [192] and scales with the charge-transfer character of the singlet
exciton. The charge-transfer character in the bitriplet exciton must hence be much smaller
than in the singlet exciton, and we estimate its contribution to be less than 10%. In other
representatives of the acene series, this number could be significantly different. We predict
an even more minor contribution in hexacene and a larger one in tetracene, in line with the
energetic alignment of the diabatic states (see chapter 2.8).

Intriguingly, there is no apparent change in the momentum maps of the bitriplet and
triplet excitons (Fig. 6.9d). We would expect to see a difference due to the delocalization
of the state over two molecules inherent in the diabatic bitriplet state and the (minor)
charge-transfer character. The effect of the latter should be insignificant because the charge-
transfer character is small in the bitriplet exciton. However, the lack of a signature of the
diabatic bitriplet state needs further consideration. It indicates that the electrons in the
LUMOs of the bitriplet are coherently delocalized over a single molecule only.

A major controversy in the field has been the mechanism of the primary step, with
contrasting views of a direct and coherent versus a charge-transfer mediated mechanism [53,
81]. With the decomposition of the signal into HOMO- and LUMO-projected DOS, it is
clear that there is no direct population of the bitriplet exciton. In contrast, the lower energy
signal immediately observed after excitation is a signature of the sizeable charge-transfer
character of the singlet exciton. The bitriplet exciton is only generated by the decay of
the singlet exciton. This observation rules out the coherent mechanism and supports the
charge-transfer mediated mechanism.

1Since we do not know the spin state of the electrons, it is impossible for trARPES to distinguish
between the separated bitriplet exciton 1T· · ·T and independent triplet excitons T1. For clarity, we just
use the term triplet exciton.
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Figure 6.10. Overview of the nuclear and electronic dynamics in the first two steps of
singlet exciton fission in crystalline pentacene. S1 decays via a CT-mediated mechanism
to the > 100meV lower 1TT, accompanied by inter- and intramolecular vibrations that take up
the excess energy. This dark state then loses its stabilizing CT character to form the dark 1T· · ·T
via triplet hopping. The observed 1THz phonon might assist this process by significantly changing
the electronic coupling between adjacent pentacene molecules. On later time scales, a structural
distortion builds up in the lattice, flagging the formation of triplet exciton-polarons while the
spin-correlated triplets diffuse further. Figure published in [183].

Apart from the electronic couplings, electron-phonon coupling may also play a role in
the primary step. While it is evident that there will be some reaction of the nuclei to the
perturbation of the system by the absorbed photon, it is the back action of the nuclei on
the electrons that is subject to debate. There are currently two main lines of argumentation.
The first emphasizes the role of specific strongly coupled modes that are thought to enable
the primary step via a conical intersection mechanism [64, 65, 86, 193]. The argument is
based on the consistent observation of nuclear coherences in different singlet exciton fission
systems [64, 65, 86]. The nuclear coherences are commonly observed in optical spectroscopy
and hence indicate a coupling between the nuclei and an optical transition. Through a back
action of the nuclei to the electrons, these coherent modes are thought to enable singlet
exciton fission. By contrast, the second line of argumentation views the observed vibrational
coherence as a byproduct of the optical excitation and the electronic transition in the
primary step [53, 194]. Crucially, there is no backaction of the nuclei on the electrons, and
an incoherent vibrational bath is sufficient to explain the observations. The trARPES data
do not provide evidence for the conical intersection mechanism in the form of oscillatory
features on the singlet exciton population dynamics.1

1We note, however, that oscillations with a period smaller than the 43 fs FWHM of the instrument
response function would not be visible in our data.
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6.5 Conclusion
How, then, does singlet exciton fission play out in crystalline pentacene? The view supported
by the work presented in this thesis and by femtosecond electron diffraction measurements
carried out at the Fritz Haber Institute [195] is collected in Fig. 6.10. The singlet exciton
transitions to the bitriplet exciton in a CT-mediated mechanism. In this step and the initial
excitation of the singlet exciton, vibrational modes, especially around 1 and 4THz are
populated. Due to the lack of oscillatory features in the S1 dynamics, we propose that the
vibrational motion does not act back on the primary step. In the secondary step, the 600 fs
conversion of 1TT to 1T· · ·T, a sliding mode of the pentacene molecules occurring around
1THz might assist the destruction of the bitriplet exciton. The separated bitriplet exciton
lies slightly higher (≈ 10meV) than 1TT due to a loss of stabilizing CT character. On a
time scale of 30 ps, a structural distortion builds up, most likely due to the formation of
triplet exciton-polarons.

The next chapter discusses the singlet exciton fission dynamics of rubrene and tetracene
single crystals in which the overall process is endothermic — in contrast to the exothermic
case of pentacene.



7. Different pathways of endothermic
singlet exciton fission

Following up on the investigation of exothermic singlet exciton fission in pentacene, we
examine its endothermic counterpart in single crystals of rubrene and tetracene. Although the
restricted excited states signal due to limitations set by the pump-induced space charge from a
higher pump photon energy makes the experiments more challenging, we successfully observed
the dynamics in both materials. In tetracene, the structural similarity of the electronic states
to those in pentacene is immediately apparent. That provides us with the confidence to
reinterpret the dynamics of the excited states — our results point to a ≈ 100 fs generation of
the bitriplet exciton followed by a slower 6 ps dissociation into the separated bitriplet exciton.
For rubrene crystals, we recapitulate that the coupling between diabatic charge transfer
and bitriplet states is forbidden by symmetry and that the mechanism, therefore, skips the
formation of the bitriplet exciton. Our results indicate that the separated bitriplet exciton
is created directly from the singlet exciton within 1.85 ps. We conclude by matching our
observations with literature results and by discussing the implications of such an ultrafast
and endothermic process.

7.1 Introduction
Tetracene crystals were the first material in which singlet exciton fission was claimed to
have been observed [60]. It was invoked to explain the observed low fluorescence yields in
tetracene, and the explanation has withstood the test of time. Since these first works in the
1960s and 1970s, several new materials exhibiting singlet exciton fission have been found.
On purely energetic considerations, the materials can be categorized into different classes.
The first class encompasses materials in which the overall energetics, that is, the energy
difference between the product triplet and the initial singlet excitons ∆EST = 2ET − ES,1

is negative and the process therefore exothermic. Pentacene, thoroughly discussed in the

1The energy of the singlet exciton is taken from its photoluminescence peak, and not its absorption
peak.
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Figure 7.1. Energy diagram of the exciton states in rubrene and tetracene crystals.
The energies are taken from table 7.1 and the bitriplet energy of tetracene from [82].

last chapter, is a prominent representative of this class. The second class includes materials
in which the process is endothermic and ∆EST > 0. In this chapter, trARPES studies
of singlet exciton fission in two materials of this class will be discussed. These materials
are tetracene and rubrene in their single-crystal form. Rubrene and tetracene share the
tetracene core and are thus similar in their electronic structure in the gas phase. Due to
the very different packing in the crystal, however, their properties in the solid state differ —
as we have seen for their respective band structures. Nonetheless, singlet exciton fission is
endothermic and ultrafast in both materials (see Table 7.1). It consitutes a major question
in the field how a process that is considerably endotermic can occur on ultrafast time scales.

The reported time scales for the decay of the singlet exciton by transient absorption stud-
ies vary from < 50 fs in rubrene single crystals [85] to 100 ps in polycrystalline tetracene [75,
196], spanning over three orders of magnitude. These time scales must be taken with a grain
of salt because of the challenging assignment of spectral features to the underlying states in
transient absorption spectroscopy, especially because the relevant states in singlet exciton
fission have overlapping spectroscopic features. Furthermore, measurements have been
carried out on samples with different morphologies, i.e., on rather disordered thin films and
morphologically well-defined single crystals, but frequently, conclusions have been drawn
without referring to the lack of control over the morphology, albeit such differences can
have a significant influence on the photophysics [197] and can even wholly suppress singlet
exciton fission [198]. Such ambiguity calls for measurements that combine the propensity to
assign signals to states and that work with single crystals. We thus study singlet exciton
fission in rubrene and tetracene single crystals with trARPES.

The commonly accepted reaction scheme of singlet exciton fission is:

S1 −→ 1TT −→ 1T · · ·T −→ T1 + T1.

While the energies of the singlet and the triplet excitons are well known and account for
the overall endothermicity, only recently have studies successfully obtained estimates of the
energy of the intermediate 1TT [72, 82, 199]. In all studied systems, the estimated energy
of 1TT lies below T1 and 1T· · ·T, with the energy difference ranging between ≈ 0meV in
rubrene to 180meV in tetracene. The reason for the lower energy of the bitriplet exciton is
the admixture of |CT⟩ states, leading to the large stabilization in tetracene. In rubrene,
however, such an admixture is forbidden by the arrangement of neighboring molecules in
the crystal, a point we will explore below.

A central question arises when comparing the two systems. How do the different energies
of the bitriplet exciton affect the overall singlet exciton fission process? From Fig. 7.1, it
is clear that the primary step is strongly endothermic in rubrene, whereas in tetracene,
it is the secondary step. As shown in the case of pentacene, the dynamics of the excited
states combined with the knowledge about their structure in momentum space allow a clear
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Molecule ET ES (from PL) ES (from Abs.) ∆EST

Pentacene 0.86 [82] - 1.81 eV [192] 0.10 eV
Rubrene 1.15 [82] 2.22 [200] 2.32 [200] −0.10 eV
Tetracene 1.25 [82] 2.31 [137] 2.33 [137] −0.19 eV

Table 7.1. Energies of the lowest excitons in crystalline pentacene, rubrene, and tetracene from the
literature. The energy of the triplet exciton ET, the singlet exciton energy ES from a photolumines-
cence and an absorption measurement, and the singlet exciton fission energy ∆EST are indicated.

assignment of the signal to states. In this chapter, it will be shown that such an approach
can also be applied to rubrene and tetracene. There is, however, a major complication: the
excited states signal is an order of magnitude weaker for these two systems compared to
pentacene. For the former, higher energy photons are necessary to populate the excited
states, and the increased pump-induced photoemission severely restricts the applicable
fluence and, thus, the count rate in the excited states (see Table 7.2).

With the momentum maps, it is possible to distinguish between the singlet exciton
fission pathways taken by rubrene and tetracene. They indicate that the primary step
in tetracene is exceptionally rapid (< 200 fs) and the secondary step significantly slower
(6 ps). By contrast, we observe no signatures of the bitriplet exciton in rubrene and suggest
that the singlet exciton directly converts to the separated bitriplet exciton within 1.85 ps.
Apart from these mechanistic insights, an overarching question arises from endothermic
singlet exciton fission: Can we explain an energetically uphill process with a microscopic
mechanism?

7.2 Singlet exciton fission in tetracene single crystals.

Ultrafast measurements on solid tetracene have been performed by several groups using
transient absorption spectroscopy [73, 75, 196, 201–205]. Only a fraction of those were
performed on tetracene single crystals [73, 201, 203–205]. These experiments were conducted
with a time resolution ≈ 150 fs. They consistently report an ultrafast (∼ 300 fs) appearance
of an excited state absorption signal which has been interpreted as singlet exciton fission
from higher-lying excitons or as relaxation within the singlet manifold. Furthermore, one
study reported a ≈ 5 ps decay of the excited states absorption signal [203] that was also
assigned to singlet exciton fission from higher-lying excitons. Throughout the transient
absorption studies, it was claimed that singlet exciton fission occurs via a thermally activated
process on a 50 to 100 ps time scale. In direct contradiction, two-photon photoemission
spectroscopy was performed on vapor-grown tetracene films, revealing a 6 ps decay of the
high-energy excited state signal, which was attributed to the conversion from S1 to 1TT [67].
A quasi-instantaneous (< 20 fs) appearance of a lower-energy signal was interpreted as a
signature of the bitriplet exciton coherently mixed into the photoexcited state.

Molecule Pentacene Rubrene Tetracene
Incident fluence [µJ cm−2] 200 203 20

Photon energy [eV] 1.81 2.41 2.41
S1 count rate [cts s−1] 14 1.6 1.4

Table 7.2. Excitation parameters for the experiments with pentacene, rubrene, and tetracene.
The S1 count rate is the sum of all counts within the energy spread of the singlet exciton at the
pump-probe delay where the signal in the singlet exciton is at its maximum.
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Figure 7.2. Excited states dynamics in tetracene. The left panels show the difference intensity
Diff. I (the PE intensity from which the pre-excitation PE intensity is subtracted) for tetracene
excited with hν = 2.4 eV. The pump and probe pulses are incident at 60◦ to the surface normal;
the pump is s- and the probe is p-polarized. The right panels show the energy-integrated dynamics
of the signal; the energy intervals over which the PE intensity was integrated are indicated in the
left panels. The fit is a convolution of a Gaussian pulse with tFWHM = 250 fs and of an exponential
decay with time constant tdec = 6ps.

The theoretical basis for singlet exciton fission in tetracene is much less established than
in pentacene due to the lack of consensus on the basic time scales of singlet exciton fission
reported by experiments. One theoretical study [206] proposed a vibronic mechanism to
explain the instantaneous appearance of the lower-energy signal observed by Chan et al. in
pentacene and tetracene [67]. From the experiments on pentacene, we know, however, that
this signal is a satellite of the singlet exciton due to its |CT⟩ character. Further theoretical
studies are necessary to establish a better connection with experiments.

The understanding of endothermic singlet exciton fission is inconsistent, and the ob-
servations partially contradict each other. To address the outstanding controversy and
unresolved questions, we performed trARPES on tetracene single crystals excited with
2.4 eV photons.

7.2.1 Experiment and Results
In the experiment, the pump pulse was s-polarized and incident at 60◦ to the surface normal.
The electric field of the pump pulse was aligned with the a-axis of the tetracene crystal
along which the lowest bright singlet exciton is also polarized. After the photoexcitation,
two signals simultaneously appear, a higher energy (HE) signal at E − EVBM = 2.32 eV
and a lower energy (LE) signal at E −EVBM = 1.02 eV. (see upper row of Fig. 7.2). Within
the time resolution of the experiment tFWHM = 250 fs, there is no delay in the rise time of
both signals. The HE signal decays with a time constant tdec ≈ 6 ps which is in agreement
with the time constant reported in another time-resolved photoemission experiment [67].
Interestingly, the lower part of the LE signal (colored in black) shows different dynamics
than the higher part (colored in blue) and degrades on a similar time scale as the HE
signal. A data set taken over a longer time window up to 60 ps (see lower row of Fig. 7.2)
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Figure 7.3. Momentum maps of the excited states in tetracene. a, The momentum map
HE is the PE intensity of the higher-energy excited states signal integrated from 0 to 6 ps and from
E −EVBM = 2.00 to 2.60 eV. The momentum maps LE0 and LE1 result from integrating the lower-
energy excited states signal over the time ranges indicated in Fig. 7.2 and from E−EVBM = 0.75 to
1.35 eV. LE0 is the early, and LE1 is the late signal. The momentum map VBM is a constant energy
cut through the PE intensity at E −EVBM = 0.00 eV. The orientation of the crystal axes a and b
and the XUV polarization are indicated. The signal within the dashed line in the LE momentum
maps is an artifact that arises from XUV-induced space charge. b, Momentum map of the PE
intensity arising from space charge. The signal was integrated from −1 to 0 ps and over the same
energy range as the LE0 and LE1 momentum maps. c, Momentum maps of pentacene, reproduced
for convenience from Fig. 6.2 in chapter 6. Note that the images are rotated by 90◦ here.

underlines this observation. The LE signal visibly shifts up in energy and is 70meV higher
at E −EVBM = 1.09 eV after 60 ps. We must note here that this upshift coincides with the
delay time at which the artefactual space charge interaction of pump- and probe-induced
photoelectrons kicks in [207] and that this upshift has to be viewed with care. In addition
to the fast ps-dynamics, the decay of the HE signal features biexponential dynamics over
longer time scales with the second time constant t2 = 25ps. Over the same time window,
the high-energy part of the LE signal decays with a time constant t3 = 190 ps.

To address the nature of the observed signals, we show momentum maps for the VBM,
the HE signal, the LE signal at early times, and the LE signal at later times in Fig. 7.3a.
The first thing to notice is the similarity between the VBM momentum map of tetracene
and that of pentacene - a point already discussed in chapter 5. The similarity is also visible
in the momentum maps of the HE signal and momentum map S of pentacene. However,
the momentum map of tetracene features peaks that are less pronounced and thus indicate
a more localized real space character of the probed state. In analogy to pentacene, it is
evident that the signal must come from a transition with LUMO character, and it is, hence,
tempting to assign the momentum map to the singlet exciton. We refrain from doing so
here but shift the explanation to a later section. The momentum map of the LE signal at



100 7. Different pathways of endothermic singlet exciton fission

Electronic
Configuration

Initial
State

Cationic
Final
State

Photoelectron
Final
State

Transition

Evac
K

in
e
tic

 e
n
e
rg

y
B

in
d
in

g
 e

n
e

rg
yFrenkel

Charge
Transfer

S1-0 S1-1

SMain
peak Sat-

ellite

X

S1

( (

a

+D0 (       ) +D1 (       )

-e hn

1
TT

1TT1-0

1TT1-1

b

LE0

+D0 (       ) +D1 (       )

-
ehn

Bitriplet
Charge
Transfer ( (

HE

1
TT1-2

Figure 7.4. Photoemission transitions in tetracene. a, The two transitions of the singlet
exciton, one with LUMO character (S1-0) and the other with HOMO character (S1-1). b, The
three transitions of the bitriplet exciton, the highest-lying with LUMO character (1TT1-0) and two
isoenergetic transitions, one with LUMO (1TT1-1) and the other with HOMO character (1TT1-2).
The two transitions 1TT1-0 and 1TT1-2 arise from the |CT⟩ character of 1TT. Transitions with
LUMO characters are shown in red and those with HOMO characters in blue.

early times (∆t < 2.5 ps), labeled LE0, shows a similarity with the HE momentum map and,
notably, also with the VBM momentum map. It seems to be the sum of momentum maps
with HOMO and LUMO characters. At later times (∆t > 3 ps), the momentum map of
the LE signal appears more similar to the LE momentum map, and the HOMO-like signal
faded. Note that the signal in the center of the LE momentum maps arises due to space
charge, as shown by the momentum map of the space charge PE intensity in Fig. 7.3b.

7.2.2 Discussion

We propose two scenarios to explain the observations. (1) The observed dynamics are
reminiscent of the dynamics in pentacene, i.e., the decay time scale tdec = 6ps quantifies
SF1 and the HE momentum map can be assigned to the singlet exciton and the LE0

momentum map to its satellite. (2) The decay of the HE signal corresponds to SF2 and the
HE and LE0 momentum maps; hence, both represent 1TT. In this scenario, the primary
step is too fast to be observed with the time resolution of this experiment. Both scenarios
will now be discussed in more detail.

If scenario (1) is correct, both the HE and LE signals at early times originate from the
same state, the singlet exciton. By inspecting the possible PE transitions, we can infer that
the HE signal should exhibit a LUMO character, while the LE signal should be only of
HOMO character (see Fig. 7.4). Given the admixture of |CT⟩ states, the 1TT generated
by SF1 should furthermore feature transitions that contribute both to the LE and the HE
signal. The time scales of the primary step would then be tSF = 6ps for tetracene compared
to tSF = 100 fs for pentacene.

If on the other hand, scenario (2) is correct, the HE and LE signals at early times
originate from the bitriplet exciton. The corresponding transitions indicate that the HE
signal has LUMO character and the LE signal has both HOMO and LUMO character.
Later, the LE signal is only due to the separated bitriplet exciton and thus of LUMO
character. For this scenario to be correct, the primary step must be too rapid (tSF < 200 fs)
to be detected with the time resolution of the experiment. The time scale would then be
comparable to SF1 in pentacene.



7.2 Singlet exciton fission in tetracene single crystals. 101

Dt (ps)

LE0

E
 -

 E
 (

e
V

)
V

B
M

1.0

-1 0 1 2 3 4 5 6

1.5

2.0

2.5

Diff. I (cts.)
0 30

LE1

H1+H2

-11.0 Å

EXUV LE0

a

b

L1

H1

H2

L2

Fit
L1 + L2
H1 + H2

Dt (ps)

D
iff

. 
I 
(c

ts
.)

-1 0

0

50

100

150

200

250

300

1 2 3 4 5 6
Dt (ps)

LE0

-1 0 1 2 3 4 5 6

Diff. I (cts.)
0 30

LE1

a b c d

Integration range Integration range

L1+L2
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LUMO features together with the same fit as in Fig. 7.2.

How do the scenarios fit to current knowledge? Several arguments are in contradiction
to scenario (1). Firstly, the HE signal after ∆t = 30ps is dominated by the bitriplet exciton.
Since the signal is relatively small, this suggests that 1TT has limited |CT⟩ character,
similar or smaller than in pentacene — contradicting the expectation and measurements of
the biexciton binding energy [72]. Most importantly, the momentum map LE0 should be of
dominant HOMO character, in apparent contradiction to the observation. Furthermore, the
nearly two orders of magnitude difference in the time scale of SF1 in tetracene and pentacene
needs explanation. Given the similar couplings in both systems, [53], this difference must
come from the energetics. For pentacene, the energy difference between singlet and bitriplet
exciton is ETT − ES ≈ −100meV, whereas it is ETT − ES ≈ 100meV in tetracene. The
uphill energetics in tetracene suggest that the rate should depend on temperature, calling
for measurements that explicitly probe the temperature-dependence of the 6 ps time scale.

Scenario (2) can resolve the above discrepancies: it is consistent with a substantial
|CT⟩ character of the bitriplet exciton apparent in the strong HE signal. The simultaneous
HOMO and LUMO characters in the momentum map LE0 can then be readily explained as
a result of the two possible 1TT to D+

1 transitions, one with HOMO and the other one with
LUMO character (Fig. 7.4b). We need to emphasize again that this scenario implies that
the singlet exciton is not directly observed because its conversion to the bitriplet exciton is
too rapid.

Besides the two presented scenarios, there might be a third, intermediate one. If the
singlet and bitriplet excitons are close in energy, there can be a dynamical equilibrium
between them with the ratio of their populations governed by the respective energies. In
this case, the observed LE and HE signals at early times would arise from both types of
excitons featuring highly overlapping transitions.

To further examine the validity of the scenarios, the dynamics of different features
in momentum space were investigated. In Fig. 7.5, the PE intensity was integrated over
different sections of momentum space that are characteristic of either HOMO or LUMO
orbital character. While the separation of the signal is not perfect, it does show clearly
different dynamics for the two orbital characters. The resulting dynamics for the LE signal
indicate that the HOMO character diminishes on a similar time scale as the HE signal and
additionally that the LUMO character stays constant in the same time range. We must
stress again: the LUMO character of the LE signal, which is not present if singlet excitons
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dominate the excited state population, does not increase in the measured time window.
This observation contrasts the primary step in pentacene and is evidence for scenario (2).

In conclusion, scenario (2) seems more plausible since it can explain the mixed character
of the LE0 momentum map and the lack of an increased LUMO orbital character in the
LE0 momentum map. We must thus reinterpret the dynamics of singlet exciton fission
in tetracene single crystals, and deem the following scenario most likely. The primary
step occurs within < 200 fs, a time scale that has been observed by transient absorption
measurements in tetracene [197, 201, 205] and the related compound TIPS-tetracene [208].
Afterward, the bitriplet exciton formed in the primary step decays over 6 ps into the
separated bitriplet exciton by triplet hopping. This process is accompanied by a loss of
the stabilizing |CT⟩ character and is strongly endothermic — the biexciton binding energy
is ≈ 180meV in tetracene [72]. The 70meV upshift of the LE signal might be evidence
for the gain in energy during the secondary step. For this process to be spontaneous and
rapid, there must be a gain in entropy in the secondary step as proposed by Chan et al. [67].
Indeed, the larger DOS for 1T· · ·T compared to 1TT — in the former, the two triplets
may be on any two molecules, whereas in the latter, they need to be nearest neighbors —
leads to an increase in entropy. The entropy contribution to the Gibbs free energy has been
estimated to be ∼ 100meV at room temperature and is therefore of a similar size as the
biexciton binding energy [209].

To obtain a more precise time scale for the primary step, trARPES needs to be carried
out with a time resolution tFWHM < 50 fs. A decomposition based on the orbital character
furthermore requires increased excited state count rates. Recalling the statistics of the
pentacene projection, the total number of counts in the singlet exciton should be greater
than ∼ 150 kcts, which is slightly higher than in the current data sets (∼ 100 kcts). The
required number of counts should be even larger because the momentum maps of tetracene
are more blurry, making the projection less stable.

7.3 Singlet exciton fission in rubrene single crystals

The coupling between singlet and bitriplet excitons, either in a mediated or direct mechanism,
depends on two transfer integrals: the HOMO-HOMO transfer integral tHH and the HOMO-
LUMO transfer integral tHL. In the low-symmetry crystals of tetracene and pentacene, both
couplings are on the order of 100meV [210], which is in sharp contrast to the situation in
rubrene single crystals [85, 211]. Here, the high C2h symmetry of neighboring pairs — the
two molecules are stacked face-on with a displacement along the long axis — prohibits a
coupling between HOMO and LUMO and hence tHL = 0meV (see Fig. 7.6). To allow the
primary step, the coupling needs to be activated, which can be achieved by vibrational

LUMO

HOMO

Figure 7.6. Symmetry restriction in rubrene. The HOMO and LUMO are shown for the two
nearest neighbors in the crystal structure of rubrene. The highlighted orbital lobes overlap. Due to
the different symmetries of the two orbitals along the short axis, the overlaps cancel each other.
Adapted from [85].
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Figure 7.7. Excited states dynamics in rubrene. The left panels show Diff. I for rubrene
excited with hν = 2.4 eV. The pump and probe pulses are incident at 60◦ to the surface normal; both
pump and probe are p-polarized. The grey arrow indicates the time delay at which the momentum
maps in Fig. 7.8 were acquired. The right panels show the energy-integrated dynamics of the signal;
the energy intervals over which the PE intensity was integrated are indicated in the left panels.
The fit is a convolution of a Gaussian pulse with tFWHM = 200 fs and of an exponential decay with
time constant tdec = 1.85 ps.

modes that break the C2h symmetry, e.g., by a displacement along the short axis. Due to
the particular symmetry of the neighboring pairs in rubrene, singlet exciton fission may be
amenable to a conical intersection mechanism [85]. The forbidden coupling has furthermore
the immediate consequence that the |CT⟩ character of the bitriplet exciton is negligible
and that there should be little difference between 1TT and 1T· · ·T, as confirmed by the
lack of a 1TT photoluminescence signature in rubrene single crystals [199]. We can then
rewrite the singlet exciton fission reaction scheme to

S1 −→ 1T · · ·T −→ T1 + T1,

which skips the formation of the bitriplet exciton. Writing the process in this way
also highlights that the two triplets produced from the singlet exciton do not need to be
nearest neighbors in rubrene. Since the singlet exciton in rubrene is delocalized over several
molecules, the two triplets can be generated on all molecules over which the singlet exciton
is delocalized — thus increasing the density of states.

7.3.1 Experiment and Results
In the experiment, rubrene single crystals were illuminated with hν = 2.4 eV photons
with a polarization component along the surface normal, thus driving the out-of-plane
polarized transition to the singlet exciton. Directly after photoexcitation, two excited states
signals appear simultaneously (Fig. 7.7), as in tetracene and pentacene, a HE signal at
E − EVBM = 2.14 eV and a LE signal at 0.93 eV. Surprisingly, the HE signal is 80meV
lower than the well-known photoluminescence of the singlet exciton at 2.22 eV [200]. The
subsequent decay of the HE signal can be roughly fit with a single exponential with the time
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Figure 7.8. Momentum maps of the excited states in rubrene. a, The S and X momentum
maps were acquired at a time delay ∆t = 500 fs. S is the higher-energy signal (integrated from
E − EVBM = 1.60 to 2.40 eV), and X is the lower-energy excited states signal (integrated from
E − EVBM = 0.95 to 1.35 eV). The momentum map VBM is a constant energy cut through the
PE intensity at E − EVBM = 0.00 eV. The orientation of the crystal axes a and b and the XUV
polarization are indicated. The signal outside the dashed line in the S and X momentum maps is an
artifact. b, Visualization of HOMO and LUMO in the crystal geometry of rubrene in the ab-plane.
The molecules are correspondingly viewed along their short axis.

constant tdec = 2ps. Over the first 3 ps, neither the energetic position nor the population
of the LE signal change.

Momentum maps of the HE and LE signals were acquired at ∆t = 500 fs and are shown
in Fig. 7.8a. The total counts of the data sets acquired at later time delays (e.g., ∆t = 3ps)
are insufficient to extract information from momentum maps. The HE signal in rubrene can
only come from S1, and we thus label the corresponding momentum map as S. It features
the same periodicity of the vertical stripes, spaced by the long reciprocal lattice vector ar,
as the VBM momentum map, evidence for the delocalization of the singlet exciton. However,
the features are less pronounced in S and point to a larger degree of localization than the
VBM states. Additionally, there is a different overall modulation of the PE intensity in the
two momentum maps stemming from the different orbital characters. In the S momentum
map, the intensity is higher at large in-plane momenta along kx than the VBM momentum
map. Treating the PE process once again as a Fourier transform, we can relate this to
the larger number of orbital nodes along the long axis in the LUMO compared to the
HOMO, see Fig 7.8b. The LE signal at 500 fs is expected to be a mixture of S1-1 and T1-0,
but dominated by the singlet exciton contribution. The mixture is apparent in the LE
momentum map, which is highly similar to the VBM momentum map due to the common
HOMO character of the underlying transitions. It might be surprising that the energetic
position of the LE signal does not change, although entirely different states lead to the
signal. From naive energetic considerations, S1-1 is expected at EHE − ET = 0.99 eV and
the position of T1-0 is not a priori clear. In analogy with pentacene, we roughly place it at
ET −W/2 = 0.95 eV, where W is the VB width. The different energetic positions of the
two transitions might then be too close together to be resolved with our energy resolution.
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Figure 7.9. Dynamics of the valence states in rubrene. a, Momentum-integrated differential
PE intensity in rubrene of valence and excited states after hν = 2.4 eV excitation. The grey line
shows the static momentum-integrated PE intensity. b, Differential PE intensity of the VB and VB-1
integrated over the intervals shown in a together with a 1.9THz oscillation. c, Fourier transform
of the VB and VB-1 dynamics. d, Visualization of the movement of rubrene molecules at three
different times due to the 2.2THz phonon from ref. [85]. The change in orbital overlap leads to a
modulation of the VB width.

7.3.2 Dynamics in the valence states

In the preceding discussions, we focussed on the dynamics of the excited states following
photoexcitation. We also expect a response of the valence states to this perturbation.
However, the change of the valence signal induced by the excitation lies buried in the large
signal of the unperturbed states. It is thus challenging to extract, for example, the dynamics
of the holes. Nonetheless, detailed information can be obtained from the valence state
dynamics. We hence inspect the differential PE intensity of the valence states following the
hν = 2.4 eV excitation over the first 3 ps, as shown in Fig. 7.9a. The signal at the center of
the three visible bands is slightly depleted, and, strikingly, there is a periodic modulation
of the signal at the upper band edges with the same frequency. This modulation is also
apparent at the center of VB-2 with an inversed sign. In Fig. 7.9b, the signal integrated over
a region in the upper edges of VB and VB-1 is shown, which emphasizes the periodicity
of the modulation and indicates that the frequency of the modulation is 1.9 ± 0.2THz.
The Fourier transforms of these signals also peak at 1.9± 0.2THz (see Fig. 7.9c). At such
frequencies, we expect intermolecular vibrations, but how can they lead to the observed
signal at the band edges?

Coherent oscillations with similar frequencies have been observed in rubrene employing
transient absorption spectroscopy, Tao et al. observed it at 2.3THz (ref. [212]) and Miyata
et al. at 2.4THz (ref. [85]). The latter authors matched the observed oscillation to a phonon
at 2.2THz through molecular mechanics simulations, a phonon that other groups have
found [147, 149]. The displacement of this phonon is visualized in Fig. 7.9d. It strongly
modulates the overlap between two HOMOs and, thereby, the HOMO transfer integral.
The oscillation of the HOMO transfer integral translates into oscillation of the band width.
This mechanism matches the observed periodic modulation in the PE data, which is most
pronounced at the band edges — as expected for oscillations of the band width.

7.3.3 Discussion

The discussions of singlet exciton fission in rubrene in the literature have been highly
controversial. Some authors claimed an ultrafast < 50 fs, coherent formation of the triplet
excitons from S1 (ref. [85, 213]), while others did only observe dynamics with a 2 ps time
scale [199, 212, 214] in line with theoretical expectations [211]. The data presented here
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does not support an ultrafast formation of the triplet excitons: in the momentum map at
∆t = 500 fs we do not find the significant LUMO character expected if triplet excitons
are present. Instead, the 1.85 ps singlet decay we observed agrees well with the reported
slower time scale. Together with the lack of stable bitriplet excitons in rubrene due to the
forbidden |CT⟩-|TT⟩ coupling, this points to the following mechanism. Singlet excitons
decay directly into the separated bitriplet exciton 1T· · ·T, where the electronic coupling
could be either due to one-electron integrals (corresponding to the CT-mediated pathway)
or due to two-electron integrals (corresponding to the direct pathway). The singlet exciton
fission dynamics reported in the ab initio calculations by Tamura et al. are consistent with
our observation, and these authors find that the direct pathway dominates in rubrene [211].
The forbidden coupling might be turned on either by the presence of thermal disorder,
static disorder [199], or phonons populated by the initial excitation [85]. Furthermore,
the optical transition triggers a reaction of the nuclei, which, amongst other unresolved
movements, oscillate at 1.9THz. It is very likely that this mode acts back on the singlet
exciton fission dynamics since it strongly changes the exciton energies. Indeed, the deviation
of the dynamics of the singlet exciton from an exponential decay could be a sign of the
backaction. However, it is not possible to confirm that hypothesis at this point.

7.4 Conclusion
Despite the similarity between rubrene and tetracene molecules, singlet exciton fission
plays out entirely differently in the single crystals of these two molecules. In tetracene, the
formation of the bitriplet exciton is expected to be extremely fast due to the energetic
proximity of singlet and bitriplet excitons and the well-established charge-transfer mediated
coupling. Subsequently, the strongly bound bitriplet exciton dissociates into the separated
bitriplet exciton on a time scale of 6 ps which we inferred from the early presence of a
LUMO character in the LE momentum map. The loss of |CT⟩ character accompanying the
secondary step is revealed by the simultaneous reduction of HOMO character in the LE
signal at E − EVBM ≈ 1 eV and the decay of the HE signal at 2.3 eV. On the same time
scale, the upshift of the LE signal by 70meV might present evidence for the gain in energy
during the secondary step.

Because of the forbidden mixing of |CT⟩ with |TT⟩ states in rubrene single crystals, the
bitriplet exciton 1TT is not stabilized with respect to the separated bitriplet exciton 1T· · ·T
— the two labels, essentially, represent the same state in rubrene. We observed a 1.85 ps
decay of the singlet exciton, which correspondingly marks the transition to the separated
bitriplet exciton. The decay of the singlet exciton is comparatively slow in rubrene because
of the lack of |CT⟩-|TT⟩ coupling in the equilibrium geometry. Only through the presence
of disorder or phonons generated by the excitation can the transition to 1T· · ·T occur.
The momentum maps of the singlet exciton reveal that it has significant |CT⟩ character
— the PE intensity of the ratio of the main singlet exciton to the CT-induced satellite
peak is similar to the ratio observed in pentacene. This observation aligns with theoretical
expectations of a highly delocalized singlet exciton [215, 216]. In the dynamics of the valence
states, we observe coherent oscillations with a frequency of 1.9THz that are apparent at
the band edges. These oscillations are consistent with the modulation of the band width of
the valence states induced by a consistently reported phonon slightly above 2THz. This
phonon corresponds to a rotation of the tetracene core around the short molecular axis.

The interpretation of the presented results relies on the conclusions drawn from the
experiments conducted on pentacene single crystals. As we have pointed out, however, the
data sets for rubrene and tetracene do not feature the same signal quality in the excited
states due to the intrinsically limited fluence for a higher photon energy. If this problem
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can be solved, e.g., by repelling the pump-induced photoelectrons by a retarding field [217],
an orbital-resolved analysis of the excited states is within reach for tetracene and rubrene.
Furthermore, it is highly desirable to obtain momentum maps for all states involved in
singlet exciton fission, especially those not reported here. These include the singlet exciton
in tetracene and the separated bitriplet exciton in rubrene. Whereas the latter is accessible
with the current experimental setup, for the former, the temporal width of the pump pulses
at 2.4 eV would need to be reduced to < 50 fs.

The ultrafast and uphill conversion of singlet to triplet excitons presents a significant
conceptual challenge. Temperature must play a role in this process, but experiments
so far have been inconclusive [50, 75]. We furthermore believe that there must be a
connection between the violent fluctuations of the electronic states discussed in chapter 4
and endothermic singlet exciton fission. It is conceivable that the dynamically disordered
landscape of a molecular crystal provides sites wherein the energetics are more favorable
than in the frozen and ordered crystal structure, thus allowing for rapid conversion. The
crucial point is that the average value of the exciton energy is insufficient to understand
the process, instead one has to analyze the distribution of exciton energies. To put it into
the words of Anderson: No real atom is an average atom, nor is an experiment ever done
on an ensemble of samples. [...] this is the important, and deeply new, step taken here: the
willingness to deal with distributions, not averages [7]. Indeed, at the sizeable high-energy
tail of the tetracene bitriplet exciton, the energetics for bitriplet separation are favorable
(see Fig. 8.4). There is a high need for a joint effort of theory and experiment to explore the
connection between excited state dynamics and (dynamic) disorder. Recent work on gallium
nitride and the perovskites is pointing in the right direction and might prove fruitful for
molecular semiconductors [218–221].

In conclusion, our studies of the dynamics of the excited states in these two systems
indicate that the creation of triplet excitons as a result of singlet exciton fission can take
different routes in the different crystal packings of tetracene units present in single crystals
of rubrene and tetracene. The formation of the bitriplet exciton may be skipped, and
triplet excitons generated directly from the singlet exciton. Furthermore, our findings
emphasize the importance of obtaining information about the excited states in momentum
space. Without knowledge about the structure of these states, the interpretation of the
momentum-integrated dynamics of both rubrene and tetracene remains highly ambiguous.





8. Summary and outlook

In this work, time- and angle-resolved photoemission spectroscopy was used to study the
fluctuating equilibrium and the exciton dynamics in molecular semiconductors. This chapter
first summarizes the experimental results of the preceding chapters and is then followed by
conclusions drawn at the end of this thesis and by ideas for future work in the field.

8.1 Summary

At equilibrium, we investigated the experimental band structures of five representative
molecular semiconductors and revealed the relation to the crystal structure in chapter 4.
The band structures could be reproduced with a tight-binding model that includes three
distinct transfer integrals amongst nearest neighbors. From the understanding gained by the
connection between the model and the crystal structure, it became clear that, apart from
the relative position of the molecules dictated by the crystal structure, the π-topology of the
molecular building blocks takes on a center-stage role in determining the electron-phonon
coupling and the resilience to disorder in these systems. Both the coupling and the resilience
are of fundamental importance for charge transport performance governed by dynamic
disorder due to large fluctuations of the molecules around their equilibrium positions. We
identified a path to engineer the π-topology and, thereby, to reduce the coupling of the
inevitable fluctuations to the electrons, and to make the eigenstates resilient to localization
in the presence of electronic disorder. To test the connection between electronic disorder and
localization, tight-binding simulations were conducted with parameters directly extracted
from the experiment. These simulations showed the presence of a tail of localized states
at the upper edge of the bands. The width of this tail and the localization length of its
states strongly depend on the relative values of the transfer integrals. Furthermore, we
analyzed the nonlocal (Peierls) electron-phonon coupling for representative π-topologies and
found a smaller coupling of the frontier orbitals of armchair-type such as picene compared
to zigzag-type molecules such as pentacene. In the current model of charge transport in
molecular semiconductors, i.e., transient localization theory, reduced electronic disorder due
to small electron-phonon coupling, and an increased resilience to disorder are crucial for high
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charge mobilities. These findings hence suggest that molecules with π-topologies similar to
that of picene are promising materials for next-generation molecular semiconductors with
high charge mobilities.

In chapter 5, we disentangled the different factors that make up the structure of
momentum maps, i.e., constant-energy cuts through the three-dimensional photoemission
intensity. The idealized view of momentum maps as Fourier transforms or momentum
projections of (localized) Bloch orbitals in real space proved to be immensely fruitful for
understanding the signatures arising from different crystal momenta, orbital characters,
or localization lengths. Furthermore, the intuition granted by simple tight-binding models
allowed us to reveal subtleties of the Bloch orbitals such as the character of the Wannier
function. Finally, spatial signatures of localization in momentum maps of the tail states of
rubrene’s valence band were found.

With time- and angle-resolved photoemission spectroscopy, we examined exothermic
singlet exciton fission in pentacene single crystals for chapter 6. Therein, the first momen-
tum images of singlet and triplet excitons in a molecular semiconductor are shown. The
understanding of momentum maps gained in the preceding chapter was instrumental in
making sense of the intricate structure of the exciton images. These clearly showed that
both types of excitons feature a similar orbital character and that the singlet exciton is
considerably more delocalized than the triplet exciton. Crucially, we were able to iden-
tify an instantaneous signal accompanying the photoexcited singlet exciton as a satellite
peak, and not, as was previously claimed, as the coherently populated bitriplet exciton.
The satellite peak is a signature of the sizeable charge-transfer character present in the
delocalized singlet exciton. The analysis was carried one step further by decomposing the
exciton dynamics into signals from states with different orbital characters. This important
advance allowed us to shed light on the underlying mechanism of singlet exciton fission. The
observations are entirely consistent with a charge-transfer mediated mechanism, in which
the considerable coupling between singlet and bitriplet exciton is mediated by a physical
mixing of charge-transfer states into both types of excitons. No signatures of a mechanism
governed by nuclear motion was found. Finally, we observed traces of the separation of
the bitriplet exciton that point to a 600 fs time constant for this process and to a slight
≈ 10meV stabilization of the bitriplet exciton 1TT concerning the separated 1T· · ·T.

In the final chapter 7, different pathways of endothermic singlet exciton fission in
rubrene and tetracene were discussed. The momentum maps of the excitons in tetracene are
highly reminiscent of those in pentacene. The observed dynamics occur on a 6 ps time scale,
apparently much slower than in pentacene. However, we found evidence that the bitriplet
exciton appears quasi-instantaneously, that is, faster than the 200 fs time resolution of this
experiment. The observed slower dynamics are then indicative of the separation of the
bitriplet exciton which is accompanied by a loss of the stabilizing charge-transfer character.
These findings are consistent with a sizeable binding energy (≈ 200meV) of two triplets in
tetracene. In line with the energetically uphill separation, the photoemission signal at the
triplet energy rises by 70meV on the same time scale as the loss of charge-transfer character.
Compared to the dynamics in pentacene, the primary step in tetracene seems to happen just
as rapidly, and it is the separation of the bitriplet exciton that is considerably slower. Due
to the forbidden coupling between charge-transfer and bitriplet states in rubrene, we found
evidence that singlet exciton fission takes a different path in rubrene. Instead of forming
the bitriplet exciton 1TT through the primary step, the separated bitriplet exciton 1T· · ·T
is directly populated from the singlet exciton within 1.85 ps. After optical excitation, a
coherent phonon at 1.9THz is visible as oscillations of the bandwidth that arise from the
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strong electron-phonon coupling of this phonon. It strongly modulates the transfer integrals
and is therefore also expected to have an impact on the singlet exciton fission dynamics.

8.2 Conclusions

Intriguingly, singlet exciton fission takes different paths amongst the three materials ex-
amined in this work. In both exo- and endothermic fission, the relative energy and the
coupling of charge-transfer configurations are of paramount importance. This is exemplified
by comparing tetracene and pentacene, and rubrene and tetracene. The crystal structures
of the former are quasi-identical and hence also the coupling between the configurations.
The difference lies, as discussed in the dimer model of chapter 2, in the relative energies
of the electron configurations. The logic following from this model suggests a consistent
understanding of singlet exciton fission in different systems. In tetracene, the charge-transfer
configuration is energetically closest to the bitriplet configuration which enables a sizeable
mixing and stabilizes the bitriplet exciton compared to the singlet exciton. By contrast, in
pentacene, the Frenkel and charge-transfer configurations are closest and it is the singlet
exciton that is stabilized compared to the bitriplet exciton. Thus, and that is the critical
point, the mixing makes the primary step less endothermic in tetracene and less exothermic
in pentacene. The energetics of the primary step cannot be understood without taking the
physical mixing of charge-transfer configurations into account. Overall, the magnitudes of
the energy differences between S1 and 1TT are quite similar and the rates of the primary
step should therefore also not differ significantly. It is the speed of the secondary step, the
separation of the bitriplet exciton, that is dramatically different in the two materials with
an order of magnitude higher rate in pentacene. Again, that arises from the relative energies
of the charge-transfer configurations which stabilizes the bitriplet exciton in tetracene
considerably more than in pentacene.

The comparison between rubrene and tetracene highlights the importance of the coupling
of charge-transfer configurations. The forbidden coupling in rubrene slows down the singlet-
bitriplet transition and makes the direct mechanism competitive with the charge-transfer
mediated mechanism. Furthermore, in strong contrast to tetracene, the bitriplet exciton
is not stabilized compared to free triplets. The following picture seems most appropriate
for singlet exciton fission in rubrene: the delocalized and mobile singlet exciton first has to
find a region in the dynamically disordered lattice where the coupling is allowed. There
it undergoes fission directly to the separated bitriplet exciton. This process might be
modulated by the backaction of the 1.9THz coherent phonon triggered by the optical
excitation.

The essential advance of this work on singlet exciton fission was to obtain state-resolved
dynamics in molecular semiconductors. Instead of relying on ambiguous spectroscopic
signals, time- and angle-resolved photoemission spectroscopy provides novel and fascinating
insights into the character of the transient and highly correlated excitons. This additional
information is crucial for interpreting the complex excited state dynamics in molecular
semiconductors.

8.3 Outlook and future work

Coming back to the introduction and the discussion of how to achieve microscopy of orbitals,
this work has shown that angle-resolved photoemission spectroscopy comes very close to
this dream. Intricate features of the orbitals, and even of the many-body wave function, are
directly visible in momentum maps. Future developments might lead to the possibility of
transforming the momentum information to real space by reconstruction procedures [222,
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223]. That would enable us to obtain transient snapshots of the orbitals during a wide
variety of ultrafast transitions. Recent advances have been made in this direction [224].

Fluctuations

Thermal fluctuations of the molecules are an essential ingredient in the physics of molecular
semiconductors. Their coupling to the electrons entails an interesting possibility: can we,
by tuning the temperature and thereby the magnitude of the disorder, observe a transition
from delocalized Bloch states to fully localized states in representative systems? Apart
from the intellectual excitement of this endeavor, we would be rewarded with detailed
information about the interplay between dynamic disorder and localization. A challenge
of this experiment is to obtain data at low temperatures where sample charging presents
an issue, which, however, might be overcome by working with thin samples. Future work
should address the tail of localized states in greater detail. Some of the questions to be
addressed are: Is it possible to extract a localization length for these states? How does the
tail develop with temperature? And, most promisingly, do certain types of band structures
exhibit less localization, i.e., can we observe that they are more resilient to disorder? To
address these questions, the measurements should be carried out with an energy resolution
<50meV, thus promising to resolve the band tail.

Exciton dynamics

While the amount of information in the photoemission data inspires confidence in the
interpretation of the dynamics, uncertainties remain, especially for low excited state signals.
It then becomes more important to match the observations with theoretical predictions.
Some work has been done on photoemission spectra of the excitons in crystalline molecular
semiconductors, but so far only for small model systems [225]. Advances in this direction
and ab initio computations of momentum maps, already available for conventional semicon-
ductors [226] and underway for molecular semiconductors [227], promise to greatly expand
the knowledge about the excited states. Regarding experimental advances, it would be of
great interest to obtain orbital-resolved dynamics for both tetracene and rubrene. These
experiments, however, have to wait for techniques that suppress pump-induced space charge
that inevitably arises when exciting with photon energies hν > 2 eV. Then, one should
address the unresolved question of the temperature dependence of the endothermic steps in
singlet exciton fission. An intriguing problem is the orbital-resolved observation of singlet
exciton fission in hexacene. Due to energetics, the transition from the singlet exciton to
a tritriplet state is allowed and might dominate [228], thus opening up the possibility of
obtaining three excited electrons from a single photon.

Exploring the interplay of disorder and excitons

More broadly, our investigations touched on a hitherto mostly unexplored terrain — the
combination of disorder and excited states. The most pressing question arising from our
work is how endothermic singlet exciton fission can be explained. While several models
exist to date, from thermal activation to entropy-driven, or disorder-induced, no mechanism
has been proven. We think that dynamic disorder plays an essential role in providing "hot
spots" in the fluctuating landscape of molecules, in which an endothermic process can
become energetically favorable. Apart from the role of disorder in singlet exciton fission, it
might prove important for organic photovoltaics. Currently, a big challenge in the field is
to understand the mechanism of exciton dissociation. How can the strongly bound excitons
in organic materials nonetheless efficiently separate into free charges? Here, the disorder
might again enable dissociation by making sites with more favorable energetics available.
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New insights are needed from both theory and experiment to better understand how the
disorder affects the fate of excitons.





Supplement

Tight-binding model for ditetracene
Due to the four interacting tetracene cores, the tight-binding Hamiltonian of ditetracene is
a 4x4-matrix. The relevant interaction terms are shown in Fig 8.2. With these additional
transfer integrals, we can write the Hamiltonian as:

H =

⎛⎜⎜⎝
h0 hud hAB hd
hud h0 hd hAB
hAB hd h0 hud
hd hAB hud h0

⎞⎟⎟⎠ ,

with

h0 = 2ta cosk · a
hud = 2tud

hAB = 2t+ cosk · a+ b

2
+ 2t− cosk · a− b

2

hd = 2td+ cosk · a+ b

2
+ 2td- cosk · a− b

2
.

This Hamiltonian is diagonalized and the eigenvalues fitted to the measured band
structure.
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Figure 8.1. Energy distribution curves of the valence bands. Each row shows an EDC at
the k-point with the maximum and at another point with the minimum band energy. Each EDC
was fitted with Gaussian profiles, the parameters of which are shown to the right.
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Figure 8.2. Additional transfer integrals in ditetracene. The transfer integral tud quantifies
the intramolecular interaction between tetracene core in the upper and lower layer. The intermolec-
ular interaction between tetracene cores in the upper and lower layer along a+ b and a− b is
quantified by the transfer integral td.
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Figure 8.4. Intrinsic spectra of different exciton species. The upper row shows the Diff. PE
intensity at zero time delay for pentacene, tetracene, and rubrene. The curves are normalized to
the peak of the high-energy signal. The center row shows the Diff. PE intensity at a time delay at
which the bitriplet exciton dominates the signal. The lower row shows the Diff. PE intensity at a
time delay at which the signal from the triplet exciton dominates. The curves are normalized to
the peak of high-energy signal and multiplied with the ratio Iexp.

Iinst.
. Here, Iexp. is the maximum PE

intensity in the high-energy signal in the experiment with the pulse width tFWHM and Iinst. is the
hypothetical maximum signal for a pulse with zero width, that is, it is the instantaneous response
of the system. This procedure ensures that the signals represent the intrinsic spectra of the different
excitonic species as closely as possible. The essential point is that the T1 signal is relatively smaller
in tetracene than in rubrene and pentacene, and that the 1TT spectrum in pentacene has a high
energy tail. Note that it is not possible not obtain a pure 1TT spectrum for pentacene due to the
similar time scales of SF1 and SF2. For some states, the intrinsic spectrum could not be obtained.
The experimental conditions are described in chapters 6 and 7.
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Data availability
The data presented in chapter 4 will be made available in this Zenodo repository once
the corresponding article has been published. These data sets include those analyzed in
chapter 5.

The data presented in chapter 6 is openly available in this Zenodo repository.
The data presented in chapter 7 will be made available in this Zenodo repository once a

corresponding article has been published.

Code usage
The code used in this thesis to bin the single-event data coming from the time-of-flight
momentum microscope detector was developed by R. Patrick Xian and can be found on
this Github project.
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of Metallicity in K-doped Picene: Importance of Electronic Correlations”, Phys. Rev.
Lett. 110, 216403 (2013).

152H. Okamoto, N. Kawasaki, Y. Kaji, Y. Kubozono, A. Fujiwara, and M. Yamaji, “Air-
assisted High-performance Field-effect Transistor with Thin Films of Picene”, J. Am.
Chem. Soc. 130, 10470–10471 (2008).

153S. Fanetti, M. Citroni, R. Bini, L. Malavasi, G. A. Artioli, and P. Postorino, “HOMO-
LUMO transitions in solvated and crystalline picene”, J. Chem. Phys. 137, 224506
(2012).

154Q. Xin, S. Duhm, F. Bussolotti, K. Akaike, Y. Kubozono, H. Aoki, T. Kosugi, S. Kera,
and N. Ueno, “Accessing Surface Brillouin Zone and Band Structure of Picene Single
Crystals”, Phys. Rev. Lett. 108, 226401 (2012).

155T. Kosugi, T. Miyake, S. Ishibashi, R. Arita, and H. Aoki, “First-Principles Electronic
Structure of Solid Picene”, J. Phys. Soc. Jpn. 78, 113704 (2009).

156A. De, R. Ghosh, S. Roychowdhury, and P. Roychowdhury, “Structural analysis of picene,
C22H14”, Acta Cryst. C 41, 907–909 (1985).

157G. R. Desiraju and A. Gavezzotti, “Crystal structures of polynuclear aromatic hydro-
carbons. Classification, rationalization and prediction from molecular structure”, Acta
Cryst. B 45, 473–482 (1989).

158K. Nakada, M. Fujita, G. Dresselhaus, and M. S. Dresselhaus, “Edge state in graphene
ribbons: Nanometer size effect and edge shape dependence”, Phys. Rev. B 54, 17954–
17961 (1996).

159T. F. Harrelson, V. Dantanarayana, X. Xie, C. Koshnick, D. Nai, R. Fair, S. A. Nuñez,
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175J. Repp, G. Meyer, S. M. Stojković, A. Gourdon, and C. Joachim, “Molecules on Insulating
Films: Scanning-Tunneling Microscopy Imaging of Individual Molecular Orbitals”, Phys.
Rev. Lett. 94, 026803 (2005).

https://www.tandfonline.com/doi/abs/10.1080/00018736100101271
https://www.tandfonline.com/doi/abs/10.1080/00018736100101271
https://doi.org/10.1021/ja1040732
https://doi.org/10.1039/C2CP23322C
https://doi.org/10.1039/C2CP23322C
https://doi.org/10.1038/ncomms10736
https://doi.org/10.1038/s41563-023-01664-4
https://doi.org/10.1002/advs.201700317
https://doi.org/10.1002/advs.201700317
https://doi.org/10.1021/jacs.9b10450
https://doi.org/10.1002/aelm.202200452
https://doi.org/10.1002/adma.202007870
https://doi.org/10.1126/sciadv.aaz0632
https://doi.org/10.1021/acs.jpcc.8b05511
https://doi.org/10.1038/107104a0
https://doi.org/10.1007/BF01504875
https://doi.org/10.1038/nature03183
https://doi.org/10.1038/nature03183
https://doi.org/10.1103/PhysRevLett.94.026803
https://doi.org/10.1103/PhysRevLett.94.026803


132 8. Summary and outlook

176F. Urbach, “The Long-Wavelength Edge of Photographic Sensitivity and of the Electronic
Absorption of Solids”, Phys. Rev. 92, 1324 (1953).

177D. V. Lang, X. Chi, T. Siegrist, A. M. Sergent, and A. P. Ramirez, “Amorphouslike
Density of Gap States in Single-Crystal Pentacene”, Phys. Rev. Lett. 93, 086802 (2004).

178W.-y. So, D. V. Lang, V. Y. Butko, X. Chi, J. C. Lashley, and A. P. Ramirez, “Dependence
of mobility on density of gap states in organics by GAMEaS-gate modulated activation
energy spectroscopy”, J. Appl. Phys. 104, 054512 (2008).

179X. Ren, M. J. Bruzek, D. A. Hanifi, A. Schulzetenberg, Y. Wu, C.-H. Kim, Z. Zhang,
J. E. Johns, A. Salleo, S. Fratini, A. Troisi, C. J. Douglas, and C. D. Frisbie, “Negative
Isotope Effect on Field-Effect Hole Transport in Fully Substituted 13C-Rubrene”, Adv.
Electron. Mater. 3, 1700018 (2017).

180L. Tsetseris and S. T. Pantelides, “Large impurity effects in rubrene crystals: First-
principles calculations”, Phys. Rev. B 78, 115205 (2008).

181C. Krellner, S. Haas, C. Goldmann, K. P. Pernstich, D. J. Gundlach, and B. Batlogg,
“Density of bulk trap states in organic semiconductor crystals: Discrete levels induced by
oxygen in rubrene”, Phys. Rev. B 75, 245115 (2007).

182A. Neef, S. Beaulieu, S. Hammer, S. Dong, J. Maklar, T. Pincelli, R. P. Xian, M. Wolf,
L. Rettig, J. Pflaum, and R. Ernstorfer, “Orbital-resolved observation of singlet fission”,
Nature 616, 275–279 (2023).

183A. Neef, M. Rossi, M. Wolf, R. Ernstorfer, and H. Seiler, “On the Role of Nuclear Motion
in Singlet Exciton Fission: The Case of Single-Crystal Pentacene”, Phys. Status Solidi A
n/a, 2300304 (2023).

184N. Geacintov, M. Pope, and F. Vogel, “Effect of Magnetic Field on the Fluorescence of
Tetracene Crystals: Exciton Fission”, Phys. Rev. Lett. 22, 593–596 (1969).

185R. E. Merrifield, P. Avakian, and R. P. Groff, “Fission of singlet excitons into pairs of
triplet excitons in tetracene crystals”, Chem. Phys. Lett. 3, 155–157 (1969).

186D. L. Dexter, “Two ideas on energy transfer phenomena: Ion-pair effects involving the
OH stretching mode, and sensitization of photovoltaic cells”, J. Lumin. 18-19, 779–784
(1979).

187P. M. Zimmerman, F. Bell, D. Casanova, and M. Head-Gordon, “Mechanism for Singlet
Fission in Pentacene and Tetracene: From Single Exciton to Two Triplets”, J. Am. Chem.
Soc. 133, 19944–19952 (2011).

188S. Refaely-Abramson, F. H. da Jornada, S. G. Louie, and J. B. Neaton, “Origins of
Singlet Fission in Solid Pentacene from an ab initio Green’s Function Approach”, Phys.
Rev. Lett. 119, 267401 (2017).

189S. Sharifzadeh, P. Darancet, L. Kronik, and J. B. Neaton, “Low-Energy Charge-Transfer
Excitons in Organic Solids from First-Principles: The Case of Pentacene”, J. Phys. Chem.
Lett. 4, 2197–2201 (2013).

190J. Burgos, M. Pope, C. E. Swenberg, and R. R. Alfano, “Heterofission in pentacene-doped
tetracene single crystals”, Phys. Status Solidi B 83, 249–256 (1977).

191P. Puschnig, E.-M. Reinisch, T. Ules, G. Koller, S. Soubatch, M. Ostler, L. Romaner,
F. S. Tautz, C. Ambrosch-Draxl, and M. G. Ramsey, “Orbital tomography: Deconvoluting
photoemission spectra of organic molecules”, Phys. Rev. B 84, 235427 (2011).

https://doi.org/10.1103/PhysRev.92.1324
https://doi.org/10.1103/PhysRevLett.93.086802
https://doi.org/10.1063/1.2975973
https://doi.org/10.1002/aelm.201700018
https://doi.org/10.1002/aelm.201700018
https://doi.org/10.1103/PhysRevB.78.115205
https://doi.org/10.1103/PhysRevB.75.245115
https://doi.org/10.1038/s41586-023-05814-1
https://doi.org/10.1002/pssa.202300304
https://doi.org/10.1002/pssa.202300304
https://doi.org/10.1103/PhysRevLett.22.593
https://doi.org/10.1016/0009-2614(69)80122-3
https://doi.org/10.1016/0022-2313(79)90235-7
https://doi.org/10.1016/0022-2313(79)90235-7
https://doi.org/10.1021/ja208431r
https://doi.org/10.1021/ja208431r
https://doi.org/10.1103/PhysRevLett.119.267401
https://doi.org/10.1103/PhysRevLett.119.267401
https://doi.org/10.1021/jz401069f
https://doi.org/10.1021/jz401069f
https://doi.org/10.1002/pssb.2220830127
https://doi.org/10.1103/PhysRevB.84.235427


8.3 Outlook and future work 133

192M. Dressel, B. Gompf, D. Faltermeier, A. K. Tripathi, J. Pflaum, and M. Schubert,
“Kramers-Kronig-consistent optical functions of anisotropic crystals: generalized spectro-
scopic ellipsometry on pentacene”, Opt. Express 16, 19770–19778 (2008).

193P. M. Zimmerman, Z. Zhang, and C. B. Musgrave, “Singlet fission in pentacene through
multi-exciton quantum states”, Nat. Chem. 2, 648–652 (2010).
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