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In this paper we propose an improved three-dimensional immersed boundary method coupled 
with a finite-difference code to simulate self-propelled phoretic particles in viscous incompressible 
flows. We focus on the phenomenon of diffusiophoresis which, using the driving of a 
concentration gradient, can generate a slip velocity on a surface. In such a system, both the 
Dirichlet and Neumann boundary conditions are involved. In order to enforce the boundary 
conditions, we propose two improvements to the basic direct-forcing immersed boundary method. 
The main idea is that the immersed boundary terms are corrected by adding the force of the 
previous time step, in contrast to the traditional method which relies only on the instantaneous 
forces in each time step. For the Neumann boundary condition, we add two auxiliary layers inside 
the body to precisely implement the desired concentration gradient. To verify the accuracy of the 
improved method, we present problems of different complexity: The first is the pure diffusion 
around a sphere with Dirichlet and Neumann boundary conditions. Then we show the flow past 
a fixed sphere. In addition, the motion of a self-propelled Janus particle in the bulk and the 
spontaneously symmetry breaking of an isotropic phoretic particle are reported. The results are 
in very good agreements with the data that are reported in previously published literature.

1. Introduction

Active matter has attracted a great attention in recent years from experimental and theoretical perspectives [1–5], owing to 
its potential vast applications in drug delivery, medical treatment and other lab-on-a-chip devices. Interfacial phoretic effects have 
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shown an effective and promising strategy in designing such artificial micro-scale active swimmers, by which the locally generated 
concentration gradient drives the motion of the objects in fluids [6–9]. Self-phoretic swimmers are typically composed of two parts: a 
functional part which modifies the surrounding solvent properties and creates a local gradient field, and a non-functional part which 
is exposed then to the local gradient field. Most existing investigations on the self-phoretic microswimmers consider Janus particles, 
which can be easily synthesized using partial metal coating on colloidal spheres [10] (see the sketch of a Janus particle in Fig. 1). In 
diffusiophoretic microswimmers, the metal coated part catalyzes a chemical reaction, inducing a local concentration gradient, which 
then drives self-propulsion.

The extensive experimental and theoretical studies on phoretic particles have greatly improved our understandings towards 
the dynamics of single and collective behavior of phoretic particles. For more details on the recent development of phoretic self-
propulsion, we refer the readers to the reviews by Maass et al. [11], Moran and Posner [7], Illien et al. [8], and Michelin [9]. From 
the numerical side, the studies are more scarce and two alternative approaches are possible: microscopic (discrete) methods allow 
to describe the behavior of individual particles for a very short time evolution starting from the specific molecular mechanisms. 
In contrast, macroscopic (continuum) descriptions permit the simulation of systems of many particles in complex environments for 
longer evolution times. The price to pay in this second case is that all the microscopic mechanisms are lumped in an effective 
boundary condition. So far, most of the simulations have adopted particle based microscopic discrete models in two dimensions. 
For example, one of the popular methods is the Brownian dynamics method which has been used to simulate the Brownian motion 
of Janus particles by integrating the Langevin equations [12–16]; other methods that are widely used are molecular dynamics 
simulations [17–19], which can become computationally very expensive when considering many molecules; and the direct simulation 
Monte Carlo method [20,21], for which the convergence can be slow and statistical noise large. Recently, a hybrid method has been 
proposed that describes the solvent by a coarse-grained particle-based method, while the interactions of the Janus particle with the 
solvent are simulated by standard molecular dynamics [22,23]. The advantage of the method is that it captures the combined effects 
of Brownian and hydrodynamic forces. However, we note that most physical models of self-diffusiophoresis consider the particle 
and surrounding solution at the macroscopic level, with a constitutive model for the reactions at the surface that generates the 
concentration gradient [6,7,9]. The molecular interaction at the interface is simplified by a slip velocity.

In this manuscript we adopt direct numerical simulations (DNS), with the strict accordance to these continuum models, to 
simulate the motions of phoretic particles. Compared with the microscopic methods mentioned above, DNS is an effective model 
[24–26] that offers a chance to efficiently deal with larger scale problems and more complicated configurations. The difficulties of 
DNS for phoretic particles lie in how to treat the moving boundaries and the complex boundary conditions (Neumann boundary 
conditions). In Stokes flow, spherical harmonic expansion and boundary integral method have been used to discretize the Stokes 
equations [27,28]. Here we choose the immersed boundary method (IBM), which has been widely used in the literature to deal with 
fluid structure interactions, mainly due to its capability of solving flows with complex and moving boundaries on simple Cartesian 
meshes at arbitrary Reynolds numbers. In this work, IBM has been adopted to simulate flows with phoretic particles [29,30]. IBM 
was first introduced by Peskin [31] in 1972 to simulate heart flow. Since then, many variants have been developed [32–35]. Still, 
the basic ideas are the same: a body force is added to the momentum equation to enforce the desired boundary conditions using a 
non body-fitted mesh. Nowadays, IBM is applied not only to biological flows [36–39], but also to particulate flows [40–44], flows 
with surface roughness [32,45–48], and heat transfer problems [49–54].

IBM can be classified into two types: continuous-forcing and direct-forcing [33]. In the continuous-forcing approach, the forcing 
is incorporated into the continuous equations before discretization whereas in the direct-forcing approach, the forcing is introduced 
after the equations are discretized. Alternatively, IBM can also be classified depending on the boundary conditions: those for Dirichlet 
boundary conditions and those for Neumann boundary conditions. For more details on the continuous-forcing and direct-forcing 
IBM for Dirichlet boundary conditions, we refer the readers to the reviews [32–34]. As compared to Dirichlet boundary condition, 
Neumann boundary condition presents a harder challenge and so far only a few studies have been undertaken. Zhang et al. [50]
proposed an auxiliary layer of Lagrangian points outside the boundary to calculate the surface temperature from the gradient. Toja-
Silva et al. [55] proposed a radial basis function to deal with interpolation and spreading for both Dirichlet and Neumann type 
conditions. Luo et al. [52] introduced two points outside the boundary to calculate the temperature inside the boundary. Wang et al. 
[53] utilized two layers of discrete Lagrangian points that respectively placed inside and outside of the solid body with a distance of 
two grid spacings, to calculate temperature corrections implicitly on the boundary. Wu et al. [56] also put two auxiliary layers (one 
inside and one outside the solid boundary) to enhance the Neumann boundary condition with explicit method.

In this manuscript, we introduce an improved direct-forcing immersed boundary method for simulations of three-dimensional 
phoretic particles in incompressible viscous flows. Unlike the existing direct-forcing method [57,40] that calculates the full La-
grangian forces in each time step, we compute the actual Lagrangian forces by adding a correction to the force of the previous time 
step. By doing so, the boundary condition can be satisfied with a greater precision. This method can be thought of as the analogue of 
the pressure correction in fractional step method that has been widely used in last three decades in comparison to the total pressure 
calculation from the original projection method [58]. We note that there are other works in literature that improves the precision 
by adding corrections to forcing, e.g. [59,60] The other improvement is that we add two more auxiliary layers of Lagrangian points 
inside the sphere to precisely implement the desired Neumann boundary condition. The performance of the proposed IBM are tested 
and validated by several benchmarks, ranging from phoretic particle to flow past spheres and spontaneously symmetry breaking 
2

phoretic particles.
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Fig. 1. Schematic description of a Janus particle, which is typically composed of two parts: a functional (catalytic) part which modifies the surrounding solvent 
properties and creates a local gradient field, and a non-functional (inert) part which is exposed then to the local gradient field. The concentration gradient drives the 
slip velocity of the particle.

2. Governing equations and numerical schemes

2.1. Governing equations

The self-propulsion of phoretic particles is driven by diffusiophoresis. This can be achieved by a particle whose surface is divided 
into two parts, one coated by catalyst, and the other by inert material. Owing to chemical reactions, molecules or ions are released 
at the catalytic side, producing a concentration gradient along the surface and driving the motion of the particle, as shown in Fig. 1.

Note that all dimensional physical variables are marked with tildes (e.g. 𝑐, �̃�), while the dimensionless ones without (e.g. 𝑐, 𝒖). 
The control parameter is the strength 𝛼 of the reaction activity at the catalytic surface, i.e. the generation or consumption of solute 
by the reaction. With the diffusion coefficient 𝐷, the concentration boundary condition is then:

𝐷
𝜕𝑐

𝜕�̃�
= 𝛼, (1)

where 𝜕𝑐
𝜕�̃�

is the gradient at the boundary in the wall-normal direction.
Due to the diffusiophoretic effect, the slip velocity is proportional to the tangential concentration gradient:

�̃�𝑠 =𝑀(𝐈− 𝐧𝐧) ⋅∇𝑐, (2)

where 𝑀 is the diffusiophoretic mobility, which is a constant in our case [25], �̃�𝑠 the slip velocity, 𝐈 the identity tensor, and (𝐈 − 𝐧𝐧)
scalarly multiplied by ∇𝑐 yields the tangential component of the concentration gradient.

With the parameters mentioned above and the diameter of the particle 𝐿, we can define the characteristic length, velocity, 
concentration as 𝐿, 𝛼𝑀∕𝐷, 𝛼𝐿∕𝐷, respectively.

The concentration field is governed by the diffusion-convection equation and the flow dynamics are described by the Navier-
Stokes equations. The dimensionless form of the governing equations becomes:

𝜕𝑐

𝜕𝑡
+ 𝐮 ⋅∇𝑐 = 1

𝑃𝑒
∇2𝑐, (3)

𝜕𝒖

𝜕𝑡
+ (𝒖 ⋅∇)𝒖 = −∇𝑝+ 𝑆𝑐

𝑃𝑒
∇2

𝒖, 𝛁 ⋅ 𝒖 = 0, (4a,b)

where the Schmidt 𝑆𝑐 and the Péclet 𝑃𝑒 numbers are defined as [24]:

𝑃𝑒 = 𝑀𝛼𝐿

𝐷2 , 𝑆𝑐 = 𝜈

𝐷
. (5a,b)

The inert part of the surface, being a simple impermeable wall, is modeled by a Neumann boundary condition with zero chemical 
reaction, while in contrast, reaction product emits from the catalytic surface:

𝜕𝑐

𝜕𝑛
= 0, at the inert surface;

𝜕𝑐

𝜕𝑛
= 1, at the catalytic surface. (6a,b)

The concentration gradient drives a slip motion at the surface [24,25],
3

𝐮𝑠 = (𝐈− 𝐧𝐧) ⋅∇𝑐, (7)
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which is the dimensionless form of Equation (2).
The flow velocity on the boundaries is the summation between the particle and slip velocities [25]

𝐔𝑏(𝐱, 𝑡) =𝐔+𝝎 × (𝐱𝑠 − 𝐱0) + 𝐮𝑠. (8)

Here 𝐔 is the particle translation velocity, 𝝎 its angular velocity, 𝐱𝑠 and 𝐱0 the spatial positions of the particle surface and center of 
rotation, respectively.

The translational and angular velocities are determined by the following relations:

𝑚𝑝

𝑑𝐔
𝑑𝑡

= 𝐅𝑝, 𝐼𝑝
𝑑𝝎

𝑑𝑡
= 𝐓𝑝, (9a,b)

where 𝑚𝑝 and 𝐼𝑝 are the mass and moment of inertia of the particle, respectively. 𝐅𝑝 and 𝐓𝑝 are the force and torque exerted on the 
particle by the fluids:

𝐅𝑝 = ∫ 𝝈 ⋅ 𝐧𝑑𝑆 = ∫ (𝑝𝐈+ 𝑆𝑐

𝑃𝑒
(∇𝐮+ (∇𝐮)𝑇 )) ⋅ 𝐧𝑑𝑆, (10)

𝐓𝑝 = ∫ (𝐱𝑠 − 𝐱0) × (𝝈 ⋅ 𝐧)𝑑𝑆, (11)

where 𝝈 is the hydrodynamic stress tensor. Equations (3)-(11) all together govern the dynamics of fluid, phoretic particles and their 
interactions.

2.2. Fundamentals of immersed boundary method

In this section, we will shortly summarize the immersed boundary method in [39,61] in order to make the manuscript self-
consistent. To deal with the moving boundary, a moving Lagrangian grid, attached to the surface of the solid particle is applied while 
the fluid phase is solved on a fixed and staggered Cartesian grid. Note that from now on, we will use capital letters to represent the 
quantities on the Lagrangian markers (solid body), whereas lower cases to represent the quantities on the Eulerian meshes (fluid 
domain).

In the IBM by Tullio and Pascazio [39] and Spandan et al. [61], the viscous term is discretized based on the Crank-Nicolson 
scheme. With the explicit three-step Runge-Kutta time advancement scheme, the detailed discrete equations can be written as:
do 𝑖 = 1, 3

�̂�− 𝐮𝑖

Δ𝑡
= 𝛼𝑖∇𝑝𝑖 + 𝛾𝑖𝐇𝑖

𝑢
+ 𝜌𝑖𝐇𝑖−1

𝑢
+

𝛼𝑖

2
𝑆𝑐

𝑃𝑒
∇2(�̂�+ 𝐮𝑖), (12)

𝐮∗ = �̂�+ 𝐟 𝑖Δ𝑡, (13)

∇2�̂� = ∇ ⋅ 𝐮∗
𝛼𝑖Δ𝑡

, (14)

𝐮𝑖+1 = 𝐮∗ − 𝛼𝑖Δ𝑡∇�̂�, (15)

𝑝𝑖+1 = 𝑝𝑖 + �̂�−
𝛼𝑖Δ𝑡

2
𝑆𝑐

𝑃𝑒
∇2�̂�. (16)

enddo
𝐇𝑢 denotes the nonlinear explicit (advection) terms, discretized with the Adams-Bashforth scheme. 𝛼𝑖, 𝛾𝑖 and 𝜌𝑖 are the coefficients 
of the three steps Runge-Kutta time advancement scheme, which we apply the same values as [62]. 𝐟 is the forcing term for the 
velocity field.

We have implemented the concentration field in a similar way:
do 𝑖 = 1, 3

𝑐 − 𝑐𝑖

Δ𝑡
= 𝛾𝑖𝐻

𝑖
𝑐
+ 𝜌𝑖𝐻

𝑖−1
𝑐

+
𝛼𝑖

2𝑃𝑒
∇2(𝑐 + 𝑐𝑖), (17)

𝑐𝑖+1 = 𝑐 + 𝑠𝑖Δ𝑡, (18)

enddo
where 𝐻𝑐 is the advection term and 𝑠 is the forcing term for concentration.

The forcing term for velocity is calculated as follows:

Interpolation: �̂�(X) =
𝑁𝑒∑

𝑘=1
𝜙𝑙

𝑘
(𝐗)�̂�𝑖, (19)

Forcing: 𝐅 = 𝐔𝑏 − �̂�
Δ𝑡

, (20)

𝑖

𝑁𝑙∑
𝑙

4

Spreading: 𝐟 =
𝑙=1

𝑟𝑙𝜙𝑘
(X)𝐅𝑙, (21)
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𝑟𝑙 is the ratio between the Lagrangian and Eulerian grid volume. The coefficient 𝜙𝑘 is calculated based on the Moving Least Square 
(MLS) method, which is explained in detail in [39,61]. 𝑘 is the index for the Eulerian points and 𝑙 is the index for the Lagrangian 
points.

Concentration and velocity forcing can be calculated using exactly the same method. For concentration field, Neumann boundary 
condition has to be considered and a single outer probe at distance of grid size from surface is applied (Fig. 2(a)). Note that in 
this manuscript, the Cartesian grid around the particle is always uniform in all three directions. The forcing term is added on the 
Lagrangian grids at the surface. For unit concentration gradient ( 𝜕𝑐

𝜕𝑛
= 1, catalytic surface), the intended concentration 𝐶𝐼 at the 

surface is:

𝐶𝐼 = 𝐶𝑝 + ℎ, (22)

where 𝐶𝑝 is the concentration at the outer probe. ℎ is the width of the Eulerian mesh. For zero concentration gradient ( 𝜕𝑐

𝜕𝑛
= 0, inert 

surface), 𝐶𝐼 = 𝐶𝑝. As a consequence, the forcing term for concentration is calculated as:

Interpolation: �̂�(X) =
𝑁𝑒∑

𝑘=1
𝜙𝑙

𝑘
(𝐗)𝑐𝑖, (23)

Forcing: 𝑆 =
𝐶𝐼 − �̂�

Δ𝑡
, (24)

Spreading: 𝑠𝑖 =
𝑁𝑙∑

𝑙=1
𝑟𝑙𝜙

𝑙
𝑘
(X)𝑆𝑙. (25)

The force and torque acting on the particle can be expressed as in [40]:

𝜌𝑝𝑉𝑝

𝑑𝐔
𝑑𝑡

= −𝜌𝑓

𝑁𝑙∑

𝑙=1
𝐅𝑙Δ𝑉 𝑙 + 𝜌𝑓

𝑑

𝑑𝑡
(∫
𝑉𝑝

𝐮𝑑𝑉 ), (26)

𝐼𝑝
𝑑𝝎

𝑑𝑡
= −𝜌𝑓

𝑁𝑙∑

𝑙=1
𝐫𝑙 × 𝐅𝑙Δ𝑉 𝑙 + 𝜌𝑓

𝑑

𝑑𝑡
(∫
𝑉𝑝

𝐫 × 𝐮𝑑𝑉 ), (27)

where the subscript 𝑓 represents the parameter for fluids and 𝑝 for particle. 𝜌 is density. Δ𝑉 𝑙 is the volume of 𝑙th Lagrangian grid 
cell.

2.3. Improvements to the original immersed boundary method

2.3.1. Forcing error

The original method [39,61] does not exactly impose the desired boundary condition, rather, velocity and concentration errors 
remain (see an example in Fig. 4). Following a similar analysis as in [42,63] (based on the IBM by Uhlmann [40]), here we show 
why the error exists. The exact implicit forcing 𝐟 (𝑖) required to yield a desired velocity 𝐮𝑑 reads

𝐟 (𝑖) = 𝐮𝑑 − 𝐮𝑖

Δ𝑡
−

𝛼𝑖𝑆𝑐

𝑃 𝑒
∇2(𝐮𝑑 + 𝐮𝑖) −𝐂𝑖, (28)

where the pressure and the explicit terms are lumped into 𝐂𝑖 for simplicity. However, the explicit forcing in [39,61] is in fact 
calculated using

𝐟 (𝑒) = 𝐮𝑑 − 𝐮𝑖

Δ𝑡
−

𝛼𝑖𝑆𝑐

𝑃 𝑒
∇2(�̂�+ 𝐮𝑖) −𝐂𝑖. (29)

Therefore, the forcing error Δ𝐟 = 𝐟 (𝑖) − 𝐟 (𝑒) is given by

Δ𝐟 =
𝛼𝑖𝑆𝑐

𝑃 𝑒
∇2(�̂�− 𝐮𝑑 ), (30)

or

(1 −
Δ𝑡𝛼𝑖𝑆𝑐

2𝑃𝑒
)Δ𝐟 = −

𝛼𝑖𝑆𝑐

𝑃 𝑒
∇2(Δ𝑡𝐂𝑖 +

Δ𝑡𝛼𝑖𝑆𝑐

𝑃 𝑒
∇2𝐮𝑖 +Δ𝑡𝐟 (𝑒)). (31)

It can be easily seen that the forcing error is dependent on the Reynolds number (𝑅𝑒 = 𝑃𝑒∕𝑆𝑐), and time step, as shown in [42]. 
The other interesting fact to note is that if the intermediate velocity is closer to the desired velocity, then the forcing error will be 
smaller.

2.3.2. New forcing scheme

We now show how we can improve the forcing through a simple and efficient way. To deal with the forcing error, multidirect 
5

forcing scheme was applied as a remedy in [42], which calculate the force in multiple substeps inside an additional forcing loop. 
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Fig. 2. For the Neumann boundary condition, (a) the original way of obtaining the surface concentration, using only one layer of Lagrangian points, with the help 
of the probe from outside the boundary. (b) an improved way, using two inner layers of Lagrangian points inside the sphere, with the same normal concentration 
gradients among these layers. The probe length is the same as the grid size ℎ.

The precision and efficiency are dependent on the number of the substeps. In comparison, here we present a new forcing scheme, 
in which the intermediate velocity �̂� is calculated by adding the body force from the last time step into Equation (12) and the IBM 
forces are now given by:

Interpolation: �̂�(X) =
𝑁𝑒∑

𝑘=1
𝜙𝑙

𝑘
(𝐗)�̂�𝑖, (32)

Forcing: 𝐅𝑖 = 𝐔𝑏 − �̂�
Δ𝑡

+ 𝐅𝑖−1, (33)

Spreading: 𝐟 𝑖 =
𝑁𝑙∑

𝑙=1
𝑟𝑙𝜙

𝑙
𝑘
(X)𝐅𝑖

𝑙
. (34)

The concentration forcing term is calculated in the same way in the improved method. The method does not need extra steps to 
calculate the force and can achieve much better precision, which will be shown in section 3. The underlying principle behind the 
effectiveness of this straightforward approach lies in the fact that, during the computation of the intermediate velocity �̂�, the inclusion 
of the body force term on the right-hand side significantly aligns it with the desired velocity 𝐮𝑑 , as opposed to when the body force 
term is omitted. With this method, the forcing error becomes

(1 −
Δ𝑡𝛼𝑖𝑆𝑐

2𝑃𝑒
)Δ𝐟 = −

𝛼𝑖𝑆𝑐

𝑃 𝑒
∇2(Δ𝑡𝐂𝑖 +

Δ𝑡𝛼𝑖𝑆𝑐

𝑃 𝑒
∇2𝐮𝑖 +Δ𝑡𝐟 (𝑒)

𝑖+1 −Δ𝑡𝐟 (𝑒)
𝑖
). (35)

Hence, the discrepancy introduced by explicit forcing will be notably diminished when the force undergoes minimal variations 
between consecutive time steps.

Another implication of the discussion here is that employing a full explicit discretization of the diffusion term leads to a reduction 
in boundary error, albeit not its complete elimination. This persistence of error is attributable not only to the inherent forcing error 
but also to the interpolation of velocity and concentration fields, along with the spreading of forcing in discrete form, inevitably 
introducing additional errors. To elucidate this matter, consider the process where the Lagrangian force 𝐅 is dispersed onto Eulerian 
points and subsequently interpolated back to the Lagrangian points. Spreading

𝐟 =
𝑁𝑙∑

𝑙=1
𝑟𝑙𝜙

𝑙
𝑘
(X)𝐅𝑙. (36)

Interpolation produces the values 𝐅∗ at the Lagrangian points, where

𝐅∗(X) =
𝑁𝑒∑

𝑘=1
𝜙𝑙

𝑘
(𝐗)𝐟 . (37)

Inserting equation (36) into (37), we get,

𝐅∗(X) =
𝑁𝑒∑

𝑘=1

𝑁𝑙∑

𝑙=1
𝑟𝑙𝜙

𝑙
𝑘
(X)𝜙𝑙

𝑘
(𝐗)𝐅𝑙 . (38)

It’s worth noting that since the function 𝜙𝑙
𝑘

is regularized, akin to a smoothed delta function, it’s evident that 𝜙𝑙
𝑘
⋅ 𝜙𝑙

𝑘
≠ 𝜙𝑙

𝑘
, hence 

𝐅∗ ≠ 𝐅. A portion of the forcing error also stems from this phenomenon. A test case of explicit diffusion term is given in subsection 
3.1.1, which reduces the boundary error even further, however, it was not entirely eliminated. Note that we will not use it in the 
6

other parts of the manuscript because explicit diffusion term requires very small time step.



Journal of Computational Physics 509 (2024) 113028X. Zhu, Y. Chen, K.L. Chong et al.

Fig. 3. (a) Setup for the tests performed in section 3.1.1 and section 3.1.3. The size of the domain is 10 × 10 × 10 of the sphere diameter and the grid resolution is 
192 × 192 × 192. The sphere locates at the center of the domain. (b) The sphere is discretized into 5120 triangles and the Lagrangian grid size is around 0.7 times of 
the Eulerian one.

2.3.3. Two-inner-probe method

For the concentration field, the simple one probe method in the previous section cannot guarantee the precision near the interface 
(which are thoroughly discussed in section 3.1) in the cases with the Neumann boundary condition. In this section, we present a 
two-inner-probe method, which is shown in Fig. 2(b). The overall arrangement is such to have one layer of probes (𝑃 ) outside and 
two layers (𝐼1, 𝐼2) inside the body. The concentration forcing terms, which are calculated based on the interpolated concentration 
at the outer probe, are added at two inner probes. For unit concentration gradient, the prescribed concentration at the two inner 
probes are calculated by:

𝐶𝐼1 = 𝐶𝑝 + 2ℎ, 𝐶𝐼2 = 𝐶𝑝 + 3ℎ, (39a,b)

where 𝐶𝑝 is the concentration at outer probe and 𝐶𝐼1, 𝐶𝐼2 are two inner probes. 𝐶𝐼1 and 𝐶𝐼2 are the prescribed concentration 
boundary conditions. By adding forcing on 𝐶𝐼1 and 𝐶𝐼2, we ensure adherence to the Neumann boundary condition on 𝐶𝐼 .This way 
the concentration gradient at the normal direction of the surface is continuous, making an improvement to the satisfaction of the 
boundary condition.

2.4. Numerical method

Throughout the manuscript, the fluid solver is based on our recently developed massively parallelized code AFiD [64–66]. The 
code has been used extensively recently to study rotating turbulence and thermal convection [46–48,54,67–69]. In the code, the 
Navier–Stokes equations are discretized by central second-order finite-difference schemes on a staggered mesh and the resulting 
system is solved by a fractional-step method [58,62,64]. The governing equations are discretized by Crank-Nicolson scheme for the 
viscous terms and an explicit three-step Runge-Kutta scheme for the remaining ones. The time advancement of the solution is:
do 𝑖 = 1, 3

𝑐 − 𝑐𝑖

Δ𝑡
= 𝛾𝑖𝐻

𝑖
𝑐
+ 𝜌𝑖𝐻

𝑖−1
𝑐

+
𝛼1
2𝑃𝑒

∇2(𝑐 + 𝑐𝑖) + 𝑠𝑖−1, (40)

�̂�− 𝐮𝑖

Δ𝑡
= 𝛼𝑖∇𝑝𝑖 + 𝛾𝑖𝐇𝑖

𝑢
+ 𝜌𝑖𝐇𝑖−1

𝑢
+

𝛼𝑖

2
𝑆𝑐

𝑃𝑒
∇2(�̂�+ 𝐮𝑖) + 𝐟 𝑖−1, (41)

�̂� =
𝑁𝑒∑

𝑘=1
𝜙𝑙

𝑘
(𝐗)𝑐, (42)

�̂� =
𝑁𝑒∑

𝑘=1
𝜙𝑙

𝑘
(X)�̂�, (43)

𝑆𝑖 =
𝐶𝐼 − �̂�

Δ𝑡
+ 𝑆𝑖−1, (44)

𝐅𝑖 = 𝐔𝑏 − �̂�
Δ𝑡

+ 𝐅𝑖−1, (45)

𝑠𝑖 =
𝑁𝑙∑

𝑙=1
𝑟𝑙𝜙

𝑙
𝑘
(X)𝑆𝑖

𝑙
, (46)

𝐟 𝑖 =
𝑁𝑙∑

𝑙=1
𝑟𝑙𝜙

𝑙
𝑘
(X)𝐅𝑖

𝑙
, (47)
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𝑐𝑖+1 = 𝑐 + 𝑠𝑖Δ𝑡, (48)
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Fig. 4. Concentration on the surface points of a stationary particle with Dirichlet boundary condition 𝐶 = 1 for original (red), improved (blue), and improved method 
with explicit diffusion term (green). It can be seen that the results of improved forcing method satisfies the boundary condition much better than that of the original 
method. With explicit diffusion term, the error can be reduced even further. The parameters are 𝑆𝑐 = 510 and 𝑃𝑒 = 8.45 × 10−3 . (For interpretation of the colors in 
the figure(s), the reader is referred to the web version of this article.)

𝐮∗ = �̂�+ 𝐟 𝑖Δ𝑡, (49)

∇2�̂� = ∇ ⋅ 𝐮∗
𝛼𝑖Δ𝑡

, (50)

𝐮𝑖+1 = 𝐮∗ − 𝛼𝑖Δ𝑡∇�̂�, (51)

𝑝𝑖+1 = 𝑝𝑖 + �̂�−
𝛼𝑖Δ𝑡

2
𝑆𝑐

𝑃𝑒
∇2�̂�. (52)

enddo
For the case of phoretic particle, the concentration boundary condition 𝐶𝐼 is obtained from Equation 39a,b and the velocity boundary 
𝑈𝑏 is based in Equation (8). The forcing term of concentration field for Neumann boundary condition is calculated at the two inner 
probes while the force for the velocity boundary condition is still added at the surface Lagrangian points. The slip velocity is 
calculated with the concentration at neighboring Lagrangian grids, and the procedure is detailed in Appendix.

The motion of the particles is advanced by the same method (Equation (26)) in the previous section. In this manuscript, we 
assume 𝜌𝑓∕𝜌𝑝 = 2 and 𝐼𝑝 = 𝜌𝑝𝜋𝐿

5∕60. Note that due to rotation of the particle, the relative position vector of the Lagrangian point 
and center of the particle 𝐫𝑖

𝑙
= 𝐗𝑖

𝑙
− 𝐱𝑖

𝑐
is independent of time. The force and torque exerted on the particle involves two parts: the 

Lagrangian force on the surface of the particle and the change of momentum/angular momentum inside the particle [41].
Comparing the original and the improved method, the difference is that we calculate the force corrections to the forces of the last 

time step, in contrast to the traditional method of calculating the full forces in each time step. As mentioned before, this method is 
analogous to the pressure correction in fractional step methods [58] which are widely used in last three decades in comparison to 
the total pressure calculation from the original projection method [70]. It is important to also note that the improved method does 
not require any additional computational cost and it can be efficiently implemented into various direct-forcing IBM to enhance the 
boundary condition satisfaction.

3. Results

In this section, we present various numerical examples to showcase the enhancements brought about by the new method, high-
lighting its capability in simulating scenarios involving phoretic particles.

3.1. Phoretic particle

3.1.1. Particle with constant concentration at the surface

We first test the new forcing scheme by solving the three-dimensional diffusion problem from a sphere with unit diameter in a 
cubic box with both the original and the improved method. The simulations are performed in a cubic box of size 10 × 10 × 10 with 
a uniform mesh of 192 × 192 × 192 points. The surface of the sphere is discretized into 5120 triangular elements and the edge of 
the equilateral triangles is 0.7 times the Eulerian grid spacing. The sphere is located at the center of the box. The computational 
box and the Lagrangian meshes are shown in Fig. 3. The reference length is the diameter of the particle. The Schmidt and Péclet 
numbers are selected based on the case of Janus particle in 25% volume fraction 𝐻2𝑂2 solution [25]. The Schmidt number is set 
as 𝑆𝑐 = 510 and the Péclet number is set to 𝑃𝑒 = 8.45 × 10−3 [25]. The time step is fixed at Δ𝑡 = 10−4, which is small enough to 
achieve time step independent results. At the side walls of the box, the concentration is set as 0 and on the surface of the sphere, 
concentration is prescribed as 1. The only difference between the original and improved method lies in the forcing scheme. Fig. 4
8

shows the concentration distribution at Lagrangian points by the two methods after convergence. It can be seen that the error of 
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Fig. 5. (a,b) Normal concentration gradient on the surface of the isotropic phoretic particle (𝜕𝐶∕𝜕𝑛 = 1) by original method (a) and improved method (b) compared 
to the exact boundary condition. (c) Concentration profile along the line 𝑦 = 5, 𝑧 = 5. A zoom in at the surface is plotted in the subplot. (d) Concentration gradient 
component 𝜕𝑐∕𝜕𝑥 along the surface of the stationary Janus particle. A zoom in at the surface is plotted in the subplot. The parameters are 𝑆𝑐 = 510 and 𝑃𝑒 =
8.45 × 10−3 .

the surface concentration is 2.1% for the original method while for the improved method, the error decreases to 0.4%, by applying 
our improvement. In the plot, we also conduct a test case employing the full explicit discretization of the diffusion term (utilizing 
second-order Adams-Bashforth). This test revealed even a further reduction in error; however, it was not entirely eliminated because 
of regularization of interpolation and spreading still cause error.

3.1.2. Fully covered catalytic particle

Here we test the two-inner-probe method for Neumann boundary condition. We solve the three-dimensional convection-diffusion 
problem from a phoretic sphere (with slip velocity due to diffusiophoresis) in a cubic box with both the original and the improved 
method. The concentration gradient at the surface is set as 1 due to the chemical reaction. All the other parameters are the same as 
that in the section 3.1.1.

In Fig. 5, we present a comparative analysis of results obtained using both the original and enhanced methodologies. In the case 
of the original method, it was observed that the gradient error was approximately 12% (as depicted in Fig. 5(a)). However, when 
employing the improved method, a significant enhancement was observed, reducing the error in the concentration gradient at the 
surface to just 1.1% (illustrated in Fig. 5(b)). This discrepancy arises from the treatment of concentration gradient continuity across 
the surface. To illustrate, Fig. 5(c) displays the concentration profile along the line defined by 𝑦 = 5 and 𝑧 = 5. In the zoomed-in 
subplot, we can observe that the original method only maintains concentration gradient continuity in the outward direction, whereas 
the improved method ensures gradient continuity in both directions, achieved through the implementation of the two-inner probe 
method. The difference in continuity has a notable impact on the calculation of the concentration gradient within the code. As 
evidenced in Fig. 5(d), the concentration gradient along the line 𝑦 = 5, 𝑧 = 5 for the original method hovers around 0.67, while 
the improved method closely approximates the intended unit concentration gradient. These findings affirm that the adoption of the 
two-inner probe method enhances surface gradient precision by establishing concentration gradient continuity in both directions 
near the surface.

3.1.3. Janus particle

To demonstrate that our approach also works for Neumann boundary condition, we further test the three-dimensional diffu-
sion problem from a spherical Janus particle. For this case, Golestanian et al. [6] have derived a theoretical formulation for the 
concentration distribution and the theoretical velocity [6]. The theoretical dimensionless terminal velocity of a Janus particle is:

𝑀𝛼
9

𝑉𝑡ℎ𝑒𝑜𝑟𝑦 = 4𝐷𝑉0
= 0.25, (53)
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Fig. 6. Simulation result for the case of moving Janus particle. The parameters are 𝑆𝑐 = 510 and 𝑃𝑒 = 8.45 ×10−3 . (a) Normal concentration gradient on the surface of 
the self-propelled Janus particle as compared to the boundary condition. (b) Concentration distribution along the surface of the self-propelled Janus particle. (c) Slip 
velocity distribution along the surface of the self-propelled Janus particle. The solid lines in (a-c) represents the theoretical results [6]. (d) Error of terminal velocity 
as a function of grid resolution ℎ. (e) Time evolution for the velocity of the self-propelled Janus particle. (f) Streamlines from the present result as compared to that 
from [71]. The streamline on the left is our present results and the one on the right is from [71].

where 𝑉0 =
𝑀𝛼

𝐷
is the characteristic velocity.

Here we show that our numerical results agree very well with the theoretical result under the same conditions, see Fig. 6(a) for 
the satisfaction of the Neumann boundary condition, Fig. 6(b) for the concentration average 𝐶 in azimuthal direction, and Fig. 6(c) 
for the comparison on the slip velocity along the surface between the numerical simulation and the theory. It is seen that our current 
approach can indeed make the concentration gradient smooth enough along the boundary. The terminal velocity also converge to 
the theoretical velocity 𝑉𝑡ℎ𝑒𝑜𝑟𝑦. We plot the error 𝑉𝑝−𝑉𝑡ℎ𝑒𝑜𝑟𝑦

𝑉𝑡ℎ𝑒𝑜𝑟𝑦
as function of grid size ℎ in Fig. 6(d). The order of grid convergence 

is around 1.31. Furthermore, we perform a mass independent test in Fig. 6 (e) to show that the terminal velocity is the same for 
different masses, which agrees with the theoretical result. Last but not least, in Fig. 6 (f) we compare the velocity vectors obtained 
from our simulation with the one from [71] which adopted a cylindrical coordinate and it can be seen that good agreement can be 
found between the two studies.

3.2. Three-dimensional flow past a fixed sphere

In order to show that the proposed method performs equally well also with standard canonical benchmarks, we present here 
the well studied case of the flow past a sphere with no-slip boundary conditions. The computations are performed in the domain of 
𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧 = 10 × 10 × 38, where 𝑙𝑧 is the streamwise length. A uniform inflow comes from 𝑧 direction and out-flow boundary 
condition is applied at outlet. The sphere of unit diameter is located at (5, 5, 3). A mesh of uniform size 0.015 is generated in the 
10

vicinity the sphere (1.5 × 1.5 × 1.5). The total grid resolution is 359 × 359 × 431. The control parameter of the system is the Reynolds 
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Fig. 7. Time history of the side force 𝐶𝑠 , drag 𝐶𝐷 and lift 𝐶𝐿 coefficients for flow over sphere at (a) Re=100 and (b) Re=300.

Fig. 8. (a,b) Instantaneous three dimensional streamlines for flow over a sphere at (a) 𝑅𝑒 = 100 and (b) 𝑅𝑒 = 300. Colors denote the vorticity at the coordinates.

Fig. 9. Instantaneous vortical structure of flow past a sphere at 𝑅𝑒 = 300.

number 𝑅𝑒 =𝑈𝐿∕𝜈, where 𝑈 is the inflow velocity and 𝐿 is the sphere diameter. Here we consider two Reynolds numbers, 𝑅𝑒 = 100
and 300, the domain size is the same for the two Reynolds number.

The side force, drag and lift coefficients are defined as

𝐶𝑠 =
𝐹𝑠

1∕2𝜌𝑈2𝐿
, 𝐶𝐷 =

𝐹𝐷

1∕2𝜌𝑈2𝐿
, 𝐶𝐿 =

𝐹𝑙

1∕2𝜌𝑈2𝐿
, (54a,b,c)

where 𝐹𝑠, 𝐹𝐷 and 𝐹𝑙 are the time-averaged side, drag and lift forces. After the system reaches a statistical steady state, the side force, 
drag and lift coefficients are shown in Fig. 7. The comparisons of the present simulations with those from the literature are shown in 
Table 1. For both 𝑅𝑒 = 100 and 𝑅𝑒 = 300 cases, our results are in excellent agreement with those from the literature.

At 𝑅𝑒 = 100, the flow is axis-symmetric and steady. A stable separation bubble is generated, while at 𝑅𝑒 = 300, the flow is 
unsteady with vortex shedding; see Fig. 8 (a, b) for the instantaneous streamlines. Furthermore, we plot the streamlines at the 𝑦 − 𝑧

plane of 𝑥 = 5 for both cases 𝑅𝑒 = 100 and 𝑅𝑒 = 300 in Fig. 10. We further show a visualization of the vortical structures for the 
case 𝑅𝑒 = 300 in Fig. 9, with vortex identification method of [77]. It can be seen that the vortical structure is nearly the same as that 
in [63,72]. Table 2 shows good agreement between the current results and previous literature for separation angle 𝜃 length 𝑙 and 
11

vortex position measured by 𝑎 and 𝑏.
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Fig. 10. (a,b) Instantaneous streamlines on the y-z middle plane for flow over a sphere at (a) 𝑅𝑒 = 100 and (b) 𝑅𝑒 = 300.

Table 1

Drag and lift coefficient for flow past sphere at 𝑅𝑒 = 100 and 300.

𝑅𝑒 = 100 𝐶𝐷 𝑅𝑒 = 300 𝐶𝐷 𝐶𝐿

Fornberg (1988) [72] 1.085 Ploumhans et al. (2002) [73] 0.683 −0.061
Fadlun et al. (2000) [57] 1.079 Johnson and Patel (1999) [74] 0.656 −0.069
Kim et al (2001) [49] 1.087
Present result 1.086 Present result 0.684 −0.0695

Table 2

The separation length 𝑙 and vortex position measured by 𝑎 and 𝑏 and sep-
aration angle 𝜃 for flow past sphere at 𝑅𝑒 = 100. The definitions of the 
parameters can be found in Fig. 10.

𝑅𝑒 = 100 𝑙 𝑎 𝑏 𝜃

Magnaudet et al.(1995) [75] 0.847 - - -
Taneda (1956, experiment) [76] 0.899 - - 127.5
Johnson and Patel (1999) [74] 0.84 0.258 0.58 125.5
present result 0.843 0.248 0.58 126.4

Fig. 11. From left to right: The time series of an isotropic phoretic particle with 𝑆𝑐 = 1, 𝑃𝑒 = 10. It can be seen that a spontaneously symmetry breaking happens and 
drives the motion of the particle. The color bar denotes the value of the concentration.

3.3. Spontaneously symmetry breaking of an isotropic phoretic particle

Michelin et al. [24] proposed that even for an isotropic phoretic particle, the system can break the symmetry and a spontaneous 
self-propelled motion can be induced when 𝑃𝑒 > 4. Here we perform several simulations with different 𝑃𝑒 and fixed 𝑆𝑐 = 1. The 
computational settings are the same as those for the Janus particle simulations except the particle is fully covered by the catalyst 
12

with the same boundary condition 𝜕𝐶∕𝜕𝑛 = 1. The radius of the particle is set as characteristic length in this section to keep the 𝑃𝑒
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Fig. 12. Variations of terminal velocity with 𝑃𝑒 for an isotropic phoretic particle at 𝑆𝑐 = 1.

definition the same as that in [24]. Note that in [24], body fitted meshes are used and the equations are solved in a comoving frame 
of reference. Fig. 11 shows the time series of concentration field for isotropic particle with 𝑆𝑐 = 1, 𝑃𝑒 = 10. It can be seen that the a 
spontaneous movement of particle is generated. We further show in Fig. 12 the comparison of the terminal velocity at different 𝑃𝑒

between our results and those from [24]: The terminal velocity agrees very well between the two studies.

4. Conclusions

In this paper, an improved direct-forcing immersed boundary method is developed for Dirichlet and Neumann boundary condi-
tions for the applications to phoretic particles in fluids. The forcing method and the Neumann boundary condition implementation is 
simple and straightforward, thus it can be implemented into many variations of the direct forcing methods. The immersed boundary 
method is combined with a powerful open-source code AFiD, which can be potentially applied to a wide range of flows. The method 
has been validated by several problems with different complexity, including the pure diffusion equation, self-propelled Janus particle, 
flow past a sphere and spontaneously symmetry breaking of an isotropic phoretic particle. Excellent agreements are found between 
the results from our simulations and those from the literature.
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Appendix A. Numerical calculation of slip velocity

The slip velocity of the phoretic particle is driven by the concentration gradient (Equation (7)). Fig. A.13 shows triangular 
Lagrangian elements. For the concentration gradient ∇𝐶 , i.e. 𝜕𝐶∕𝜕𝑥, 𝜕𝐶∕𝜕𝑦, 𝜕𝐶∕𝜕𝑧 at the centroid of triangle 0, we have to use the 
surrounding three triangles 1, 2, 3, with the following equations:

∇𝐶 ⋅ 𝑖01 = ∇𝐶01 =
𝐶1 −𝐶0

𝑑01
, (A.1)

∇𝐶 ⋅ 𝑖02 = ∇𝐶02 =
𝐶2 −𝐶0

𝑑02
, (A.2)

∇𝐶 ⋅ 𝑖03 = ∇𝐶03 =
𝐶3 −𝐶0

𝑑03
, (A.3)

where 𝑖𝑖𝑗 and 𝑑𝑖𝑗 are the unit vector in the direction from center of triangle 𝑖 to the center of triangle 𝑗 and distance between the 
two points, respectively. 𝐶𝑖 the concentration at the center of triangle 𝑖. Using Equation (7) we can then obtain the slip velocity. 
Fig. 6(c) shows the good agreement on the slip velocity between the numerical results and the theoretic prediction. Note that in this 
manuscript we only deal with non-deformable spheres. For deformable spheres, surface triangulations are not always as smooth as 
in Fig. A.13 and more tests are needed for the calculations of surface gradients.

Fig. A.13. Sketch of the four neighboring triangles that are used to calculate the three components for the concentration gradient at point 0 of a Janus particle. The 
colormap is based on the local concentration.
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