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Atomic-scale simulations have progressed tremendously over the past decade, largely due to the
availability of machine-learning interatomic potentials. These potentials combine the accuracy of
electronic structure calculations with the ability to reach extensive length and time scales. The i-PI
package facilitates integrating the latest developments in this field with advanced modeling tech-
niques, thanks to a modular software architecture based on inter-process communication through a
socket interface. The choice of Python for implementation facilitates rapid prototyping but can add
computational overhead. In this new release, we carefully benchmarked and optimized i-PI for sev-
eral common simulation scenarios, making such overhead negligible when i-PI is used to model sys-
tems up to tens of thousands of atoms using widely adopted machine learning interatomic potentials,
such as Behler-Parinello, DeePMD and MACE neural networks. We also present the implementation
of several new features, including an efficient algorithm to model bosonic and fermionic exchange, a
framework for uncertainty quantification to be used in conjunction with machine-learning potentials,
a communication infrastructure that allows deeper integration with electronic-driven simulations,
and an approach to simulate coupled photon-nuclear dynamics in optical or plasmonic cavities.

I. INTRODUCTION

The atomic-scale modeling of molecules and materials
is a constantly evolving field driven by the interest of
researchers in discovering new fundamental phenomena,
interpreting complex experimental results, and, together
with an increasing number of commercial enterprises, im-
proving, discovering, and developing new materials.[1–6]
Several computational developments in recent years ex-
tended dramatically the problems that can be addressed
by atomistic simulations, far exceeding the steady im-
provement of the underlying hardware. Arguably, the
largest contribution to such fast progress can be at-
tributed to the development of machine learning inter-
atomic potentials (MLIPs). MLIPs approach the accu-
racy of the underlying ab initio data, but at a small frac-
tion of the computational cost. They have allowed access
to system sizes and time scales which were previously
only accessible to empirical interatomic potentials.[7–10]
This has driven a renewed interest in complex simula-
tion algorithms that were thought inapplicable for stud-
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ies that require a first-principles description of inter-
atomic interactions, such as the investigation of catalytic
reactions [11–13] or of the thermodynamic stability of
materials.[14–17] However, the lack of easy-to-use imple-
mentations of such approaches has become an important
factor that hinders a more widespread adoption

Since its first release in 2014 [18], one of i-PI’s primary
objectives has been “lowering the implementation barrier
to bring state-of-the-art sampling and atomistic mod-
eling techniques to ab initio and empirical interatomic
potentials programs”. The first version of i-PI was de-
signed for path integral molecular dynamics (PIMD) sim-
ulations, hence the code name. Since then, and thanks
to a community effort, it has evolved into a “universal
force engine for advanced molecular simulations”, includ-
ing both standard and advanced simulations algorithms,
as described in the following sections.[19]
In the last few years, our efforts have adapted to the
changing needs of the field. While continuing with the
implementation of new and advanced features, we have
improved the scalability of the code backend, as re-
quired by newly available and computationally efficient
MLIPs. We also adopted automatic testing workflows to
strengthen code stability and enhance our reproducibility
standards.
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i-PI’s capabilities as a versatile tool for atomistic sim-
ulations can be demonstrated by the wide range of
applications in which it has been employed. These
examples range from the dynamics of charge density
wave materials [20], interpretation of neutron scatter
experiments,[21] and nuclear motion associated to elec-
tronic excitations,[22–24] to the elucidation of the ther-
modynamic properties of aqueous electrons,[25–27] the
calculation of first principles phase diagrams,[28–30] and
the study of aqueous solutions and interfaces.[31–36]
Moreover, by virtue of its modular structure, i-PI is al-
ready being used as a simulation engine with newly de-
veloped MLIP architectures [9, 37, 38] making it easy to
use them in combination with advanced sampling tech-
niques. It can also be used as a toolbox to combine dif-
ferent simulation “modes” to design sophisticated model-
ing workflows that involve multiple types of interatomic
potentials, free-energy-sampling software[39] as well as
post-processing of trajectory data.[40]

This manuscript reports on the progress made in the
last 5 years since the release of version 2.0, by describing
the newly adopted maintenance strategies, the improved
performance, and the newly-implemented features. The
manuscript is organised as follows: In Sec. II, we start
with a short review of the code architecture, followed by
a description of the improvements made to the code’s
robustness and usability and a list of the main features
available in this release. In Sec. III, we present a detailed
discussion of the code efficiency for production and large-
scale simulations while in Sec. IV, we describe some se-
lected new features since the last code release discussing
their implementation and examples of their application.
In Sec. V, we showcase how the modularity and flexibil-
ity of i-PI help the implementation of advanced simula-
tion setups that would otherwise require new codes to be
written and Sec. VI concludes the article.

II. PROGRAM OVERVIEW

i-PI is a force engine that operates with a client-server
paradigm. i-PI acts as a server in command of the evolu-
tion of the nuclear positions while one or more instances
of the client code handle the evaluation of energy, forces,
and possibly other properties for individual configura-
tions. Designed to be universal, i-PI’s architecture is
agnostic to the identity of the force providers, with a
general and flexible backend that accommodates a wide
range of client codes.

The code is distributed under a dual GPL and MIT li-
cense, and it is written in Python 3, a high-level, general-
purpose interpreted programming language known for
its emphasis on code readability. This choice facilitates
rapid prototyping of new ideas and relatively easy code
maintenance when compared to compiled languages tra-
ditionally used in scientific computing. Additionally, the
availability of highly optimised numerical libraries al-
lows Python-based software to deliver competitive per-

formance. Indeed, even computing-intensive electronic
structure codes have released Python implementations
in recent years.[41, 42] A detailed discussion of the code
efficiency and improvements since the previous release is
presented in Sec. III.
The communication between i-PI and the client codes

is carried out through sockets, enabling local connections
by shared-memory inter-process communication (UNIX
domain sockets) or between two hosts connected to a lo-
cal network or to the Internet (TCP/IP sockets). During
the initialization, i-PI creates the sockets and awaits the
connection of one or more clients. When the connection
is established, the simulation loop starts: i) i-PI commu-
nicates the nuclear positions and the cell lattice vectors
to the active clients, ii) the clients evaluate the required
properties – typically energies, forces, and stresses – and
send these back, and iii) i-PI uses this data to displace the
atoms and to calculate the new nuclear positions, restart-
ing the loop. As i-PI is designed to be client-agnostic,
clients must be initialized independently before they can
connect to the sockets. Importantly, the identity and
the number of atoms must be defined consistently in the
client code according to its own input mechanism and
remain unchanged throughout the simulation.
A schematic representation of the code structure and

the server-client communication is presented in Fig. 1.
i-PI is structured in a modular way that represents the
underlying physics of the target simulation as faithfully
as possible. To achieve this, the code is organized around
the System class which encodes all the information re-
lated to the physical system, such as the number and
identity of atoms, the ensemble to be sampled, the num-
ber of replicas in the path integral simulations, the ini-
tialization procedure, and the algorithm for evolving the
nuclear positions. Forces are managed through the Forces
class, which can combine multiple force components, each
of which is computed following the strategy specified in a
Forcefield class. This two-layer approach is particularly
advantageous for algorithms where the total forces and
energies are obtained as the sum of terms computed at
different accuracy levels,[24, 43–47] or for different por-
tions of the system.[48] Simulation techniques that re-
quire the evolution of many systems simultaneously make
use of the SMotion (Systems Motion) class. This class
enables the definition of evolution steps that combine the
(possibly many) different systems, facilitating, for exam-
ple, exchanges between system replicas as done in replica
exchange simulations, or the application of biases, like in
metadynamics. Finally, estimators can be defined within
the code or computed by the provided post-processing
tools or user-generated scripts. An updated list of code
features is reported in Section IIC.

A. Code philosophy and development model

Many available client codes: i-PI is connected to
a multitude of electronic structure and machine learn-
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FIG. 1. Schematic representation of the i-PI code structure and the server-client communication. The physical system is defined
by one or more replicas (beads), and the sampling conditions (e.g. temperature and pressure) by an Ensemble class. The forces
acting on the atoms are constructed based on a combination of energy contributions evaluated by one or more instances of the
Forcefield class (three in this example). Each Forcefield instance communicates with a different client sending positions (q) and
lattice vectors (h), and receiving energy (V ), forces (f), stresses and possible extra properties (X) as a JSON formatted string.
In simulations with multiple replicas, each Forcefield instance can accept connections from several clients, to achieve parallel
evaluation. The Motion class determines the evolution of the atoms (e.g. time integration, or geometry optimization), while
“system motion” classes (SMotion) can act on multiple systems, e.g. to carry out replica exchange simulations. The output
class handles writing the output and restart files.

ing codes, either directly or through its ASE [49] or
LAMMPS [50] interfaces. This wide-ranging connectiv-
ity means that a single implementation of an advanced
simulation method is readily available to all the users of
these codes, which significantly amplifies the potential
impact of each contribution to i-PI. Furthermore, this
capability enables a direct comparison between different
client codes within an identical simulation setup.

Ease of implementation of new interfaces: Adding a
new interface to i-PI is simple. For codes that pro-
vide a Python interface, this can be implemented by
adding a small new file to the Python driver directory
(drivers/py/pes/). For compiled software, the driver
loop can usually be rather self-contained, modelled after
the molecular dynamics or geometry optimization loop.
The FORTRAN driver distributed with i-PI provides a
good example, as well as utilities to open and communi-
cate over sockets that can be reused in third-party codes,
while the LAMMPS[50] implementation of fix_ipi can
be used as a template of a C++ interface. In all cases,
the structure (atom numbers and types) should be initial-
ized before communication is established, and that i-PI
does not guarantee that successive calls provide similar
structures (as in a MD trajectory) which might require
some care when the force evaluator makes a continuity
assumption for neighbor list updates or wavefunction ex-
trapolation.

Lower development and maintenance effort: In sce-
narios where a developer aims to use a newly imple-
mented algorithm for nuclear motion with different types
of codes, such as a density-functional theory (DFT) plane
wave code to study periodic systems, or a quantum chem-
istry code to study gas phase molecules at a higher
electronic structure level, two separate implementations
would be required. By integrating the algorithm into i-

PI, only one implementation is needed and there is only
one code to maintain.

Automatic (re)evaluation of physical quantities: The
infrastructure of i-PI automatically manages updates of
energy, forces, stresses, and other structure-dependent
properties by establishing dependencies between physi-
cally related variables. This architecture enables devel-
opers to concentrate solely on the algorithm’s implemen-
tation making the development process more focused and
efficient.

Participative development model: The modular struc-
ture of the code simplifies the contribution of self-
contained implementations of new methods. These meth-
ods are explicitly listed in a dedicated section of the doc-
umentation, giving developers visibility and recognition
for their contributions. Many of the applications pre-
sented in this paper are examples of this model.

Code Maintenance and Long-term Sustainability: As
with most open-source projects, i-PI is developed and
maintained by a community of volunteer contributors.
Several of the authors of this manuscript, who are core
developers and hold permanent or long-term academic
positions, are involved in the governance of the code.
These people have administrator rights on the main
repository, which reduces the risk that the code base will
be abandoned. We encourage power users to also help
maintain the core infrastructure and the documentation;
in preparation for this release, we have dedicated a spe-
cial focus on improving the development infrastructure,
as we discuss in the next Section.
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B. Code robustness and usability

The increased number of i-PI users and contribu-
tors since the last release required enhancing the main-
tainability, robustness, and standardization of the code.
These improvements involve five distinct aspects:

Documentation: We refactored the documentation of
i-PI, which is now generated using Sphinx, is deployed
automatically when new features are merged to the main
branch, and is linked to the main code webpage [51]. The
documentation has been updated to reflect the current
status of the code, and a section about how to contribute
new features to the code has been added to reduce the
barrier for new developers. An automatic parsing of the
Python docstrings throughout i-PI ensures a complete
listing of all possible keywords and the corresponding ex-
planation, which is automatically updated as soon as new
features are implemented and merged in the main branch.

Examples: We have completely restructured the pro-
vided examples to make them easier to navigate and as
intuitive as possible for newcomers. The examples are
now organized into three directories, namely features,
clients, and hpc scripts. The features directory displays
extensive examples of the different implemented function-
alities, all of which can be run locally using the built-in
Python or Fortran driver, without requiring additional
software installation. The clients directory includes ex-
amples tailored to specific driver codes, highlighting the
unique syntax and tags needed for an adequate setup
when used in connection to i-PI. At the moment, we
provide examples for ASE,[49] CASTEP,[52] CP2K,[53]
LAMMPS,[50] DFTB+,[54] ffsGDML,[55] FHI-aims,[56]
librascal,[57] Quantum ESPRESSO,[58–60] VASP,[61]
elphmod,[62] and YAFF.[63] We reiterate that many
other codes can also be connected to i-PI through
their ASE and LAMMPS interfaces. Finally, moti-
vated by the number of user queries on this topic, the
hpc scripts directory provides examples with the corre-
sponding submission scripts to run the simulations on
high-performance computing platforms.

Demonstrations and tutorials: We have added a de-
mos directory that contains examples of more compli-
cated setups, to illustrate the application of i-PI in re-
alistic simulation scenarios, combining several of the fea-
tures showcased in the examples directory. Some of these
demonstration examples also cover some of the use of the
pre- and post-processing scripts accompanying the code.
Users specifically interested in learning the theory of path
integral simulations and obtaining hands-on practice us-
ing i-PI are referred to the online courses developed with
this goal.[64]

Continuous integration: We have implemented con-
tinuous integration workflows to automatically test for
the code’s functionality. One automatic workflow re-
views all the simulations in the examples directory by
running them for a few steps and quickly verifying if they
are functioning. A second workflow performs regression
tests. In these cases, the simulations are performed for

the required amount of steps and the simulation outputs
are compared against pre-computed reference values. To-
gether, these workflows guarantee that any new modifi-
cation to the code neither alters the results of simula-
tions that are tested nor breaks the provided examples.
Additional workflows, less critical for the functioning of
the code, focus on checking the formatting syntax using
Flake8 [65] and Black [66], or managing the updates of
PyPI releases.
Developers’ documentation and workflows We have

included and updated the development guidelines, that
are discussed in the main documentation, as well as in the
CONTRIBUTING.md file in the main repository. Contrib-
utors are encouraged to use the standard git workflows,
such as creating a fork and opening a pull request, and
expect code review that will involve both the correctness
of the algorithm and the consistency with i-PI’s coding
style and quality.

C. Main Features

We conclude this Section by listing the main features
currently available in i-PI. A comprehensive list of fea-
tures, indicating the main contributors, is maintained as
part of the documentation.

1. Features available in the 2.0 release:

Classical and path integral molecular dynamics: in
the NVE, NVT, NPT and constant stress (NsT) ensem-
bles.
Thermostats: stochastic velocity rescaling,[67] path-

integral Langevin equation thermostats,[68] general-
ized Langevin equation (GLE) thermostats, includ-
ing the optimal sampling,[69, 70] quantum, [71],
δ,[72] hot-spot, [73] and PIGLET thermostats,[74]
GLE thermostats for use with path-integral correla-
tion functions,[75] fast forward Langevin thermostat,[76]
Langevin sampling for noisy and/or dissipative forces.[77,
78]
Barostats: isotropic barostats,[18, 79] anisotropic

barostats,[80] and its path integral adaptations.[81, 82]
Geometry optimizers: steepest descent, conjugate

gradient, L-BFGS, trust radius BFGS, nudged elas-
tic band [34, 83, 84] and mode following saddle point
search.[85]
Enhanced sampling and free energy calculations:

thermodynamic integration,[86] metadynamics,
replica exchange MD,[87] and quantum alchemical
transformations.[88, 89]
Multiple time-stepping (MTS): MTS in real time

and imaginary time, also known as ring polymer
contraction.[43, 44, 46, 48]
Approximate quantum dynamics calculations: ring

polymer molecular dynamics (RPMD),[90, 91] cen-
troid molecular dynamics (CMD),[92, 93] thermostatted



5

RPMD,[75, 94], ring polymer instanton rates and tun-
nelling splittings.[95]

Advanced path integral simulations and estima-
tors: fourth-order path integrals,[96] perturbed path
integrals,[97] the scaled-coordinate heat capacity
estimator,[98] isotope fractionation estimations,[99]
particle momentum distribution,[100] reweighted fourth-
order path integral MD.[101, 102]

2. Features added after the 2.0 release:

Efficient integrators: BAOAB splitting [47], and Cay-
ley integrator [103] for larger PIMD timesteps.

Barostats: MTTK fully flexible barostat [104], MTS
implementation, and barostat implementation for the
Suzuki-Chin [47] PIMD.

Advanced path integral simulations and estimators:
Suzuki-Chin double virial operator estimator for calcu-
lating heat capacity [47] and Open chain path inte-
grals [105] for estimating momentum dependent opera-
tors

Vibrational analysis: through the harmonic Hes-
sian, independent mode framework, the vibrational self-
consistent field, and self-consistent phonons.[106]

Particle exchange Monte Carlo: for efficient sampling
of poorly ergodic mixtures [107]

Path Integral Molecular Dynamics (PIMD) for
indistinguishable particles: Methods for simulating
bosons,[108] with improved quadratic scaling,[109] and
fermions, through a reweighting procedure.[110]

Cavity MD (CavMD): Simulation of systems confined
in optical or plasmonic cavities.[111, 112]

Nuclear propagation by additional dynamical variables:
non-adiabatic tunnelling rates in metallic systems,[113,
114] molecular dynamics with time-dependent external
fields.

Ensemble models: committee models, baseline energy
model and uncertainty estimation.[107, 115]

Extracting dynamical information from thermostatted
simulations: for vibrational spectra and diffusion coef-
ficients from PIGLET thermostatted simulations [116]

Non-linear spectroscopy: Evaluation of non-linear
spectroscopic observables by equilibrium non-equilibrium
simulations for classical and quantum nuclei.[117–119]

Te path integral coarse-graining simulations (PIGS)
simulations: for approximate quantum dynamics using
molecular dynamics on an MLIP representing the cen-
troid potential of mean force [120, 121].

III. EFFICIENCY OF LARGE-SCALE
SIMULATIONS

i-PI’s socket-based communication and Python archi-
tecture offer convenience and flexibility to implement new
and advanced simulation algorithms, facilitating integra-
tion with other codes. This flexibility, however, comes
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FIG. 2. Simplified picture of the impact of a given overhead
τO on the simulation throughput (expressed in ns/day, assum-
ing a time step of 1 fs) as a function of the force evaluation
cost. The larger the force evaluation time, the lower the im-
pact a given τO on the simulation throughput. An overhead
of about 10 ms (typical for a moderately complicated simula-
tion with i-PI 2.6) is negligible when used with ab initio force
evaluations, but becomes significant for the most efficient (or
heavily parallelised) MLIPs.

at the price of a computational overhead associated with
UNIX- and TCP-socket communications, and Python’s
inherent inefficiency compared to lower-level languages
such as Fortran, C, and C++.
To analyse i-PI’s overhead on the performance of the

simulations, it is instructive to separate the intrinsic wall-
clock time needed to evaluate energy and forces, τF, and
the time overhead associated only to i-PI, τO, such that
the length of simulation that can be obtained for a cer-
tain computational effort is proportional to 1/(τF + τO).
The initial focus of i-PI was on ab initio force providers,
where τF is of the order of several seconds, and there-
fore an overhead of τO ∼ 10 ms was inconsequential ( see
Fig. 2). However, with MLIPs becoming the primary tool
for large-scale, reactive calculations, an overhead of sev-
eral ms can become the performance bottleneck. There-
fore, we have improved the efficiency of i-PI for this re-
lease.

A. Estimating the overhead of i-PI

The cost per MD step of i-PI simulations can be
roughly modelled as a constant term plus a per-atom
contribution. This overhead can be estimated as τO ≈
A + BNa. Note that, for such a wide range of system
sizes, it is not advisable to determine the coefficients by
linear regression because the intercept would be affected
by large relative errors. Therefore, we determined A as
the time per step of the smaller simulation (8 atoms) and
B as the time per step per atom of the largest one (216
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FIG. 3. (a) System size dependence of the timing per step when performing a NVE simulation of an ideal gas using LAMMPS,
and when using i-PI with a dummy driver that returns zero energy and forces, communicating through UNIX sockets. The
cost of a simulations run with i-PI is broken down into (b) a base Python overhead (obtained by performing the i-PI simulation
with no forcefield) and the communication overhead (c), that is obtained by subtracting the Python overhead from the cost of
a simulation that does communicate with the dummy driver. Markers correspond to actual simulations while the dashed lines
are fits to τO = A + BNa, where Na is the number of atoms. All simulations were run on nodes with Intel Xeon E5-2690 v3 @
2.60GHz processors using a single core.

A (ms) B (µs/Na)

type replicas socket ensemble thermostat i-PI 2.6 i-PI 3.0 i-PI 2.6 i-PI 3.0

MD 1 none NVE none 0.47 0.09 0.06 0.02

MD 1 UNIX NVE none 1.03 0.34 0.17 0.08

UNIX socket communication overhead 0.56 0.25 0.11 0.06

MD 1 TCP/IP NVE none 21.54 1.26 0.64 0.10

TCP/IP socket communication overhead 21.07 1.20 0.56 0.08

PIMD 2 none NPT pile l 1.39 0.47 0.94 0.60

PIMD 2 UNIX NPT pile l 2.62 1.27 1.32 0.76

UNIX socket communication overhead 1.23 0.80 0.38 0.16

PIMD 2 TCP/IP NPT pile l 32.64 2.45 1.68 0.77

TCP/IP socket communication overhead 31.25 1.98 0.74 0.17

TABLE I. Comparison between the timings for the tests in the ipi tests/profiling directory with i-PI version 3.0.0-beta or
2.6.3. The coefficients A and B can be used to estimate the overhead for a given number of atoms Na, as τO = A+BNa. In the
table, (PI)MD indicate simulations performed with (path integral) MD; “socket” indicates the type of communication, none
corresponding to simulations that avoid entirely force evaluations. “pile l” stands for the path-integral Langevin thermostat.[68].
The purpose of this table is to make the communication overhead of MD and PIMD runs evident. The numbers are obtained
by subtracting the UNIX or TCP/IP socket values from the respective line where socket is none. All the simulations were run
on nodes with 2 Intel(R) Xeon(R) Platinum 8360Y processors using a single core.

atoms).

We start by analysing the simplest possible case of a
constant-energy simulation of an ideal gas, with no forces
acting between atoms and therefore τF ≈ 0. (Fig. 3). In
this case, the advantage of a C++ implementation such
as that in LAMMPS is evident. For the largest system
sizes, LAMMPS is about 10 times faster than i-PI, but
for a few atoms the difference is much larger: LAMMPS
can perform millions of steps per second, whereas i-PI
2.6 saturates at about 1000 steps per second (Fig. 3a).

It is also instructive to partition τO into a contribution

associated with the Python overhead and the one associ-
ated with the socket communication. We estimated the
former by disabling force evaluation altogether, which
can be achieved by setting weight="0" as an attribute
of the <force> components. We estimated the latter by
subtracting the Python overhead from the overall cost of
a simulation communicating with a dummy driver that
simply returned zero energy and forces (Fig. 3b-c).

Fig. 3 also compares the computational efficiency of
the stable 2.6 version with that of the current 3.0 re-
lease. In the latter, we performed several optimizations
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A (ms) B (µs/Na)

type replicas socket ensemble thermostat i-PI 2.6 i-PI 3.0 i-PI 2.6 i-PI 3.0

MD 1 none NVT svr 0.56 0.14 0.07 0.03

MD 1 none NVT langevin 0.86 0.22 0.24 0.21

MD 1 none NPT langevin 1.45 0.47 0.37 0.32

MD 1 none NPT svr 1.13 0.38 0.22 0.13

PIMD 32 none NPT langevin 2.73 0.67 17.21 12.97

REMD 4 × 6 none SC-NPT langevin 27.80 16.86 11.29 12.50

TABLE II. Comparison between the timings for additional tests in the ipi tests/profiling directory with i-PI version 3.0.0-
beta or 2.6.3, presented in the same way as in Table I. In the table, (PI)MD indicate simulations performed with (path integral)
MD; Thermostats are chosen between stochastic velocity rescaling, svr and [122] plain Langevin. The last line corresponds to
a complicated setup combining path integral and replica-exchange molecular dynamics (REMD) with 4 beads and 6 ensemble
replicas and a finite-difference evaluation of Suzuki-Chin (SC) high-order path integrals.[96, 123] All the simulations were run
avoiding force evaluations entirely (socket = none), on nodes with 2 Intel(R) Xeon(R) Platinum 8360Y processors using a single
core. The communication timings reported in Table I should be added to the timings reported here for a realistic estimation,
keeping into account, when relevant, the number of replicas.

to reduce the overhead associated with accessing the i-PI
depend objects,[18] substituted explicit loops with array
operations, and removed other obvious bottlenecks from
the implementation. This reduced the overhead of the
NVE integrator by a factor of 3-5, and the communica-
tion overhead by a factor of 2.

In Table I, we report the values of the A and B coeffi-
cients for different simulation setups enabling the calcu-
lation of the communication overhead, while in Table II,
we report the values of the A and B associated with the
Python overhead for different nuclear motion algorithms.
Thus, the total overall i-PI overhead, τO, can be obtained
by adding the TCP/IP or UNIX socket timings from Ta-
ble I to the algorithm-specific times from Table II. In
all cases, the new release dramatically reduces both con-
stants so that for most classical MD simulations and up
to a few 1000s of atoms, one can now expect an overhead
of a few ms per step. It is thus possible to perform tens
of millions of simulation steps per day when disregarding
the force evaluation costs.

The Python overhead is larger when considering simu-
lations with multiple replicas and/or complicated setups
that involve, e.g. high-order path integration or replica
exchange, as evidenced in Table II. Often, however, these
advanced simulation techniques decrease the overall cost
of a calculation by reducing the number of force eval-
uations necessary to reach the desired statistical accu-
racy. This is a key advantage of using i-PI over faster,
but less feature-rich, alternatives. An example, also rel-
evant to classical MD trajectories, is the use of BAOAB
integrators,[124] which allow doubling the time step in
simulations of liquid water. A technical detail we also
want to highlight from Table I is the > 20× reduction
of the constant overhead for TCP/IP communication.
This was achieved by disabling Nagle’s algorithm,[125]
which was found to interfere negatively with the transfer
of small messages in the i-PI communication protocol.
This change has to be enacted also on the client side,
as currently done in the driver codes we distribute with

i-PI, so we urge developers of packages that contain an
i-PI interface to apply similar changes.

B. Efficient performance of i-PI on realistic
parallelised simulations

Even though this release significantly cuts the i-PI
overhead τO, and we are committed to further reduc-
ing it in the future, it is important to determine whether
and when it matters in practical use cases. To this end,
we consider the task of simulating 4096 water molecules
at room temperature, in the canonical NVT ensemble,
using a stochastic velocity rescaling thermostat. Based
on Table I, we expect that using i-PI 3.0 should entail
an overhead of 1.3 ms when using a UNIX socket, and
2.5 ms when using a TCP/IP socket, as necessary for
simulations running across many nodes.
We start by considering the LAMMPS implementation

of a DeePMD neural network, that is used both to per-
form MD directly using its LAMMPS implementation,[7,
127, 128] and as a driver for running classical MD and
path integral molecular dynamics with i-PI. On the hard-
ware we use for this test, detailed in the caption of Fig. 4,
the evaluation of energies and forces on one CPU requires
approximately 10 s/step, which is several orders of mag-
nitude larger than the estimated τO.
In practical scenarios, however, the MLIP calculation

will be heavily parallelized, either using a multi-CPU im-
plementation or using one or more GPUs. As shown
in Fig. 4, i-PI and LAMMPS having essentially equiva-
lent performance up to the highest parallelization level
for CPUs (up to 4 nodes, 288 cores), consistent with
the small predicted τO. The GPU implementation of
DeePMD is much faster and can be parallelized efficiently
up to about 8 GPUS (4 nodes), for which (with a time
step of 0.5 fs) LAMMPS clocks almost 2.5 ns of simula-
tion per day. In our initial benchmarks we observed the
empirical τO with LAMMPS DeePMD to be up to 10
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FIG. 4. Timings for 1 step of NVT dynamics with Langevin
thermostatting, for a box containing 4096 water molecules
at ambient temperature and density, using a DeePMD
model,[126] using the LAMMPS implementation.[127, 128]
Simulations were run on nodes with 2 Intel(R) Xeon(R) Plat-
inum 8360Y, with 36 cores each (CPU) and nodes with 2
NVIDIA V100 cards (GPU). Parallelization is based on MPI,
leveraging the LAMMPS domain decomposition. Dotted lines
are guides for the eye corresponding to an ideal 1/n scaling.
(a) Timings for MD simulations. Dashed and full lines cor-
respond to simulations performed with LAMMPS, and i-PI
using LAMMPS/DeePMD as a driver, respectively. (b) Tim-
ings for PIMD simulations with 32 replicas. The shading of
the curves indicates the number of independent LAMMPS
tasks that are connected to i-PI, and the number of process-
ing units indicates the sum across all tasks.

times larger than when using the dummy driver, which
we could trace to unnecessary reconstructions of the
neighbor list at the LAMMPS side of the interface. We
could optimize the LAMMPS interface of the driver, min-
imizing the number of neighbor list updates, and reduc-
ing the observed overhead to about 3 ms for the 8-GPU
run. This is still almost 2 times larger than predicted,
because of the additional bookkeeping that is needed to

interface i-PI with a feature-rich code such as LAMMPS,
in comparison to the minimalistic dummy driver. Never-
theless, these optimizations have reduced τO to less than
20% of the overall simulation step even for the highly ef-
ficient multi-GPU setup, allowing to perform more than
2 ns of simulation per day with a relatively large number
of atoms. For a PIMD setup, i-PI allows exploiting an
additional level of parallelism by running multiple clients
in parallel. Given that this is a trivial type of paralleliza-
tion, it can improve the scaling whenever the client code
shows less-than-ideal scaling, as observed for the GPU
implementation of DeePMD in Fig. 4b, even though the
speedup is minimal in this case.

throughput

(ns/day)

model architecture nCPU/nGPU nH2O τF/s direct w/i-PI

DeePMD CPU (Xeon) 288 4096 0.066 0.65 0.56

DeePMD GPU (V100) 8 4096 0.017 2.54 2.16

MACE GPU (A100) 1 4096 1.47 0.03 0.03

MACE GPU (A100) 1 64 0.047 0.94 0.92

BPNN CPU (Xeon) 768 4096 0.015 2.79 2.10

TABLE III. An overview of the expected throughput for NV T
MD simulations of liquid water (with a time step of 0.5 fs) for
different system sizes, hardware, number of processing units
(nCPU/nGPU) and MLIPs. DeePMD simulation timings cor-
respond to the highest level of parallelization in Fig. 4. The
Simulations were run on nodes with 2 Intel(R) Xeon(R) Plat-
inum 8360Y, with 36 cores each (CPU) and nodes with 2
NVIDIA V100 cards (GPU); MACE simulations use the ASE
driver with the MACE-MP-0 model(S),[9] single precision and
were run on one A100 GPU card. Behler-Parrinello neural
network (BPNN) simulations use the model from Ref. [129],
and were run using the n2p2 interface in LAMMPS, on a Intel
Xeon E5-2690 v3 @ 2.60GHz.

C. Near-ideal performance of i-PI with popular
MLIPs

These experiments show that, in practical use cases,
the overhead introduced by i-PI is negligible or small up
to high levels of parallelization of the MLIP code – al-
though one should reassess these conclusions depending
on the hardware, the specific MLIP implementation, and
the type of simulation performed. As shown in Fig. 2, a
practical recipe to determine what throughput one can
expect out of the combination of i-PI with your favourite
machine learning code is to determine the overhead τO,
either from Table I or by running a short simulation with
a dummy driver. A dummy calculation is also suitable
to tune the simulation parameters (and potentially to
help remove bottlenecks from other simulation pathways–
some examples of profiling runs can be found in the test
directory). The cost of evaluating energy and forces, τF,
also depends on the type of MLIP, system size and the
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hardware of choice. Thus, by comparing τO and τF, it is
possible to determine whether τO is significant.
As shown in Table III, for both small and medium-sized

supercells, and for DeePMD, n2p2 and MACE models, a
standard constant-temperature MD simulation is limited
by τF. Even though, as shown by the case of LAMMPS,
the overhead of a specific client might be larger than
that of the minimalistic driver distributed with i-PI, this
type of analysis helps determine whether i-PI is a suit-
able choice for the modeling task, or whether one should
look for (or implement) a more performant, compiled-
language implementation. In summary, using i-PI as a
driver does not prevent reaching a few million energy
evaluations per day, corresponding to several ns for typ-
ical MD time steps. In addition, it allows access to ad-
vanced simulation methods, such as path integral molecu-
lar dynamics, as well as facile interfacing with new MLIPs
implementations, which might make i-PI the preferred
choice even in cases in which it entails a small perfor-
mance penalty.

IV. DESCRIPTION OF SELECTED FEATURES

A. Bosonic and Fermionic Path Integral Molecular
Dynamics

Exchange effects, arising from bosonic and fermionic
statistics, are important in simulations of phenomena
such as superfluidity,[130] supersolidity,[131] and super-
conductivity. However, ordinary PIMD simulations as-
sume that the atoms are distinguishable particles and
obey Boltzmann statistics. The biggest challenge in go-
ing beyond this assumption and performing PIMD sim-
ulations of indistinguishable particles is including all the
possible identical particle permutations in the partition
function. These are taken into account by connecting
rings of permuted particles to form larger polymers.[132]
Since there are N ! permutations of N particles, the
simulation, in principle, should sum over the spring
forces from N ! configurations, which quickly becomes in-
tractable.

Version 3.0 of i-PI supports PIMD simulations that in-
clude exchange effects, using an algorithm introduced by
Hirshberg et al.[108, 109] In this approach, PIMD sim-
ulations of bosons scale quadratically,[109] rather than
exponentially, with N . This is achieved by replacing the

standard ring polymer potential with V
(N)
B , which is de-

fined by the recurrence relation,

e−βV
(N)
B =

1

N

N∑
k=1

e
−β

(
V

(N−k)
B +E

(k)
N

)
. (1)

Here, E
(k)
N is the spring potential of a ring polymer con-

necting the particles N − k + 1, . . . , N in a cycle, and

V
(0)
B = 0. This potential and the forces it induces are

computed in quadratic time with N and in linear time
with the number of beads.[109]
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FIG. 5. Scaling with the number of particles of the propa-
gation of the spring forces in Cartesian coordinates, for dis-
tinguishable and bosonic trapped, non-interacting systems.
Both simulations were run with the bab propagator with
nmts=10. Simulations were run on a node with two AMD
EPYC 7763 Processors with 64 cores each, blocking the en-
tire node for every run and using a single i-Pi force-field client.
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FIG. 6. The energy per particle of N = 512 trapped non-
interacting bosons as a function of temperature (indicated by
the dimensionless number βℏω0, where ω0 is the harmonic
trap constant), with P = 42 beads. The dashed lines indicate
the analytical results and the shaded areas indicate an error
region of ±0.5%.

The i-PI implementation allows the efficient simulation
of systems composed of ∼1000 particles. A comparison
of the scalability of bosonic and standard PIMD sim-
ulations in i-PI is presented in Fig. 5, using the same
integrator (bab, see below) in both cases, for a system of
trapped non-interacting particles. The bosonic simula-
tion has quadratic scaling while the distinguishable one
scales linearly. For N = 64 particles, the cost of bosonic
exchange effects is approximately 12 times that of stan-
dard PIMD, and for N = 1024 it is only 44 times slower
with the same integrator.

Performing bosonic PIMD in i-PI is
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straightforward and involves adding the
following section to the xml input file:

<normal_modes propagator=’bab’>
<bosons>...</bosons>
<nmts>M</nmts>

</normal_modes>

The bosonic atoms are listed using the bosons tag.
This can be done as a list of atoms (zero-based), such
as <bosons id=’index’> [0, 1, 2] </bosons>,
or by a list of labels, such as
<bosons id=’label’> [’He’] </bosons>. At the
moment, the integration should be done in Cartesian co-
ordinates (normal modes propagator=’bab’), because
an analytic expression for the normal-modes propagator
of the free ring polymer part of the Hamiltonian is not
known for bosons. Because the frequencies of the springs
are typically higher than the physical frequencies, the
use of multiple-time stepping in the Cartesian integrator
is recommended. [133] This is done by setting the nmts
tag (standing for the number of iterations for each
multiple-time stepping level) to M, where M is the ratio
between the time step used for the physical forces and
that used for the spring term.[19] In Fig. 6, we present
the average energy of 512 trapped, non-interacting cold
bosons. By comparing with distinguishable particle
simulations, the relevance of exchange effects becomes
evident.
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FIG. 7. The probability of the ring polymer configuration
that connects all N = 16 non-interacting trapped particles at
different temperatures (indicated by the dimensionless num-
ber βℏω0, where ω0 is the harmonic trap constant).

A way to assess the extent of exchange effects in
bosonic simulations is to analyse the following probabili-
ties, which can be accessed through the properties tag in
i-PI: (i) exchange_distinct_prob, which is the proba-
bility of the ring-polymer configuration corresponding to
distinguishable particles:

1

N ! · e−βV
(N)
B

e
−β

(∑N
i=1 E

(1)
i

)
, (2)

where E
(1)
i is the spring potential of the ring polymer

connecting the beads of particle i in a separate ring. This
quantity tends to 1 in the regimes where the exchange is
negligible. (ii) exchange_all_prob, which is the prob-
ability of the ring-polymer configuration connecting all
the bosons, scaled by 1/N :

1

e−βV
(N)
B

e−β·E(N)
N , (3)

where E
(N)
N is the spring potential of the ring polymer

connecting all the particles 1 → 2 . . . → . . . → N → 1
in one large ring. This quantity is high in regimes of
effective exchange between all the particles. In Fig. 7, we
show the average of exchange_all_prob in converged
simulations of trapped cold noninteracting bosons as a
function of temperature. This quantity tends to 1 in the
limit T → 0, β → ∞, in which all permutations are
equally probable. [108]
Several estimators require modifications when per-

forming bosonic PIMD simulations. For example, the
primitive estimator for the kinetic energy (kinetic td)
is modified according to Eq. 1 (as shown in Eq. 2 in the
SI of Hirshberg et al. [108]) while the standard virial ki-
netic energy estimator can be used for bosons in confined
systems. On the other hand, the centroid-virial kinetic
estimator is not applicable due to the lack of an appro-
priate centroid definition.
Lastly, fermionic statistics can be obtained by first

performing bosonic simulations and then reweighting the
results.[110, 134, 135] This is done by using the fermionic
sign estimator (the fermionic sign property of i-PI).
For every position-dependent operator, the correspond-
ing fermionic estimator is obtained from the bosonic esti-
mator by multiplying with the fermionic sign, and divid-
ing by the average fermionic sign in the simulation (see
Eq. (9) of Ref. [110]). The average sign is always positive
but for simulations at low temperatures or with large N ,
where the sign problem is severe, it gets close to zero.
Fig. 8 illustrates the behaviour of the fermionic energy
estimator for N = 3 non-interacting, trapped fermions
at several temperatures. While the distribution of the
bosonic energy estimator throughout the simulation is
always positive, the fermionic energy estimator changes
sign, its distribution is bi-modal around E = 0, and more
symmetric at lower temperatures. The near-complete
cancellations of positive and negative contributions make
the mean fermionic energy harder to converge in compar-
ison to the bosonic case.

B. Nuclear propagation by additional dynamical
variables

i-PI 3.0 can employ numerical quantities provided by
the driver (beyond the usual forces and stress arrays) to
run advanced types of dynamics. This supplementary
communication is achieved through an additional string
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FIG. 8. The distribution of bosonic and fermionic energy es-
timator, P (E), for N = 3 trapped non-interacting particles at
two representative temperatures indicated by the dimension-
less number βℏω0, where ω0 is the harmonic trap constant:
(a) high temperature exhibiting mild cancellations between
the two peaks of the bimodal distribution of the fermionic
energy estimator, and (b) low temperature where the cancel-
lation is near-complete and the sign problem is more severe.

that can be passed in the extras field of i-PI within the
same socket communication. When such string is JSON-
formatted it is automatically parsed, and the additional
quantities returned by the driver are made available in
the code and accessible as a dictionary. More impor-
tantly, when the data is numeric, it is added as a property
of the force object, guaranteeing a seamless integration
with other i-PI features, and becoming available to be
used in any type of algorithm. In the next section, we
present two examples of advanced simulations that em-
ploy electronic structure quantities as “additional” vari-
ables to modify the atomic forces and therefore alter the
nuclear dynamics.

1. Non-adiabatic tunnelling rates in metallic systems

The vanishing band gap in metals allows nuclear move-
ments to induce electronic excitations, even at relatively
low velocities.[136, 137] These effects are not captured
by the Born-Oppenheimer approximation and, there-
fore, are collectively referred to as non-adiabatic effects
(NAEs). NAEs in metals are qualitatively different from
the ones found in molecules due to the continuous man-
ifold of available empty electronic states present in the
former, and thus, they require a different set of theoreti-
cal approaches. A frequently used technique to simulate
these types of NAEs is to decorate the otherwise Born-
Oppenheimer dynamics with an electronic frictional ker-
nel and a stochastic force.[138–140] The electronic fric-
tion formalism has been derived from first principles
starting from the exact factorization of the wave func-
tion, initially at 0 K,[141, 142] and more recently at fi-
nite temperatures.[143] Moreover, in the case of a the-
ory of non-interacting electrons, such as DFT, the fric-
tion kernel can be computed explicitly from ab initio
calculations.[144]
When studying the kinetics of light atom diffusing in

metals, nuclear quantum effects (NQEs) can become as
important as NAEs. To address this complex problem
some of the authors have recently derived a theoretical
framework that can capture both types of effects.[113]
The method called ring polymer instanton with explicit
friction (RPI-EF) was derived by combining the semiclas-
sical instanton rate theory in its path integral discretized
form,[145] with the ab initio electronic friction formal-
ism. The framework is general enough to incorporate the
spatial and frequency dependence of the friction tensor
and, owing to the computational efficiency of the parent
methods, [146, 147] it is suitable for first-principles cal-
culations of reaction rates in complex, high-dimensional
systems.[114]
The RPI-EF method is algorithmically similar to clas-

sical Eyring transition rate theory and requires the search
of a first-order saddle point. In this case, however, the
saddle point is not the reaction transition state but rather
an imaginary time trajectory that makes the Euclidean
action stationary. This special trajectory is known
as instanton and can be interpreted as the main tun-
nelling pathway.[148] In the limiting case of a position-
independent friction kernel (see a more general expression
including the position dependence of the friction kernel
in Ref. [113]) the discretized Euclidean action, SP can
be expressed as

SP = Ssys
P + ℏ

β

P

P/2∑
l=−P/2+1

3N∑
i=1

η̃(ωl)ωl

2
(Q

(l)
i )2, (4)

where P is the number of discretization points or beads,
N is the number of atoms, β is the inverse tempera-
ture, Q(l) represents the free ring-polymer normal mode
coordinates, ωl are the free ring-polymer (RP) normal
mode frequencies, and η̃ is the Laplace transform of the
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(electronic) friction kernel. SP is related to the potential
energy of the ring polymer UP by SP /ℏ = βPUP . The
RPI-EF calculation consists of a series of geometry opti-
mizations on UP using progressively more discretization
points until the converged instanton pathway is achieved.
A detailed description of the individual steps involved in
RPI and RPI-EF simulations, as well as practical guide-
lines, can be found elsewhere.[114, 149, 150]

The i-PI implementation of RPI-EF builds upon the
RPI implementation from the previous i-PI release. The
primary distinction regards the additional terms that
contain the friction kernel. In the case of position-
dependent friction, these terms require updates at each
step of the geometry optimization, which has been made
possible by the automatic parsing of JSON-formatted
data returned by the client. The friction terms are en-
abled by setting the friction flag inside the instanton
block, frictionSD. Since the theory assumes that the
frequency dependence of the friction kernel is the same
for all positions, the user needs to provide the normalized
spectral density, η̃(ω), that can be specified with the flag
fric_spec_dens and the energy at which it has been nor-
malized to one by using the flag fric_spec_dens_ener.
A minimal example of the sectionmotion to run RPI-EF
simulations with i-PI is

<motion mode=’instanton’>
<instanton mode=’rate’>
<friction>true</friction>
<fric_spec_dens mode=’file’>

fric_spec_dens.dat
</fric_spec_dens>
<fric_spec_dens_ener> 0.1
</<fric_spec_dens_ener>
<hessian_update>powell</hessian_update>
</instanton>

</motion>

In Fig. 9, we present the instanton geometry obtained
for a 1D double well potential without including any fric-
tion, including a constant friction profile, and including
an analytical position-dependent friction profile. The in-
clusion of constant friction causes the particle to behave
more classically, resulting in the shrinkage of the instan-
ton geometry when compared to the calculation with-
out friction. The result with position-dependent friction
shows that the instanton geometry avoids regions with
large friction. As discussed in Refs. [114, 151], this indi-
cates that non-adiabatic effects can steer the main tun-
nelling pathway and, consequently, steer quantum dy-
namics.

2. Dynamics with time-dependent external field

Recent experiments have shown that the excitation of
infrared-active phonons through THz laser pulses leads to
a vast phenomenology in different kinds of materials.[152]
These phenomena are non-thermally driven by micro-
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FIG. 9. Instanton pathways obtained in double-well poten-
tial with a) no friction, b) constant friction and c) position-
dependent friction. The instanton pathways, potential en-
ergy surface and friction profiles, η̃, are depicted as red dot-
ted lines, black solid lines and blue dashed lines, respectively.
The analytical expression of the potential and friction profiles
can be found in Ref. [114].
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scopic processes rather than originating from ultrafast
heating effects.[153] The possibility for driving materials,
ranging from traditional solids to liquids and interfaces,
across phase transitions and into metastable states that
are not accessible at thermal equilibrium, has opened the
possibility of dynamical materials design.[154, 155]

FIG. 10. (a) Vibrational modes of a water monomer: bending
Ebend, symmetric-stretch Estr, sym, and asymmetric-stretch
Estr, asym. (b) Contributions to the total energy along a
driven trajectory. Time series of the harmonic contribution
to the energy of different vibrational modes, the total en-
ergy Etot, and the anharmonic contribution Eanharm of a wa-
ter monomer along a driven trajectory. The Estr, sym mode
(blue) is resonant with the applied electric field E (shown in
purple). The contributions from Estr, asym (yellow) and Ebend

(red) remain close to zero throughout.

Many of these phenomena rely on the existence of an-
harmonic coupling between different vibrational modes
that lead to the so-called nonlinear effects in vibra-
tional dynamics.[156, 157] A popular approach to sim-
ulate these experiments and capture the associated non-
linear dynamics is based on the electric dipole approx-
imation (EDA). Within EDA, one can assume that the
changes induced by the electric field E on the electronic
structure are not significant, and expand the electric en-
thalpy function of a system around the vanishing-field
condition up to first order. This leads to the following
expression for the (external field dependent) potential

energy

U(E, q) ≃ V (q)|E=0 − E · µ(q). (5)

where µ is the dipole moment of the system in the ab-
sence of the electric field and q represents the atomic
positions. Eq. 5 can be evaluated with a variety of theo-
ries. For example, when employing DFT, evaluating the
expression above would require a full self-consistent con-
vergence of the Kohn-Sham (KS) energy and the dipole
corresponding to this converged electronic density. In
periodic systems, the dipole would have to be expressed
in terms of the system polarization, calculated with the
Berry-phase formalism.[158]
Assuming a time-dependent electric field, E(t), the ef-

fect of the external field manifests itself on the nuclear
dynamics through the nuclear forces, F ,

F = −∂U(E, q)
∂q

= −∂V (q)

∂q

∣∣∣∣
E=0

+ E(t) · ∂µ
∂q

, (6)

where the first term corresponds to the usual forces in
the absence of an external field. The second term can be
conveniently expressed in terms of the dynamical charges,
or Born effective charges (BEC) Z∗

αj , defined as,

Z∗
αj =

1

e

∂µα

∂qj
, (7)

where e is the elementary charge (1 in atomic units)
α = x, y, z runs through the Cartesian components of
the total dipole and j = 1, . . . , 3N runs through the de-
grees of freedom of the system. With this definition, the
last term in Eq. 6, henceforth F ext, reads

F ext
j (t) =

∑
α=x,y,z

Eα(t)Z∗
αj . (8)

For a fixed atomic configuration, the BEC can be com-
puted by finite differences of the dipole values with re-
spect to the atomic positions. In the context of DFT, it
is also possible to exploit density functional perturbation
theory (DFPT).[159, 160]
The i-PI implementation for driven vibrational motion

is based on the definition of a time-dependent integrator
for the equations of motion, called EDAIntegrator, built
on top of the existing integrators. The role of this inte-
grator is simply to add F ext(t) to the momenta within
the Verlet algorithm. This was implemented in a new
motion class of i-PI, called DrivenDynamics, which in-
herits all the attributes and methods of the Dynamics
class.

We implemented a plane-wave linearly-polarized elec-
tric field with a Gaussian envelope function, of the fol-
lowing form,

E (t) = Eamp cos (ωt)
1

σ
√
2π

e−
(x−m)2

2σ2 (9)
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where ω is the frequency of the plane-wave, Eamp is the
polarization vector of the electric field, and m and σ2 are
the mean and variance of the Gaussian envelope function,
respectively. Other types of field profiles can be added
straightforwardly.

The BECs and dipoles are communicated by the
client at every new nuclear configuration through the i-
PI extras field as a JSON formatted string. An exam-
ple of the communication of such a client is provided
in the Python driver code distributed with i-PI (see
driverdipole). Alternatively, BECs can be provided
as a txt file and kept fixed during the dynamics.

An example of the section motion to run dynamics
driven by a Gaussian-enveloped electric field with fixed
BECs reads

<motion mode=’driven_dynamics’>

<driven_dynamics mode=’eda-nve’>

<timestep units=’femtosecond‘> 0.3 </timestep>

<efield>

<amp units=’atomic_unit’> [0,5e-2,0] </amp>

<freq units=’thz’> 115 </freq>

<peak units=’picosecond’> 0.2 </peak>

<sigma units=’picosecond’> 0.05 </sigma>

</efield>

<bec mode=’file’> bec.txt </bec>

</driven_dynamics>

</motion>

In this example, the amp, freq, peak, and sigma tags re-
fer to Eamp, ω, m and σ as defined in Eq. 9, respectively.
The file bec.txt contains a 2D array of shape (3N, 3).
The columns correspond to the Cartesian components
of the dipole and the rows to the degrees of freedom j
in Eq. 7. The current implementation only supports the
NVE ensemble, but can be easily combined with other
ensembles.

As a benchmark example, a single water monomer
has been driven using fixed BECs and the Partridge-
Schwenke water model.[161] The parameters adopted for
the electric field are the ones shown in the input example
above. The resulting trajectory, initialized with vanish-
ing velocities has then been projected along the 3 vibra-
tional modes of the system, which have been computed
using the harmonic vibrational analysis provided by i-
PI. The vibrational modes are shown in Fig. 10a. The
oscillating frequency of the field at around 3836 cm−1

(115 THz) was chosen to be resonant with the symmetric-
stretch mode.

Fig. 10b shows the energy given by the sum
of the three harmonic vibrational mode energies
(Ebend,Esym.stretch,Easym.stretch). Eanharm is computed as
the difference between the total energy and the sum of the
harmonic energies. The profile of the applied field is also
shown in Fig. 10. As expected, the resonant vibrational
mode is excited and the energy of the system increases
while the driving field assumes non-negligible values. Af-
terwards, the field decays to zero but the system remains
excited due to the lack of a dissipation mechanism. By
comparing the different components of the energy, it is
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FIG. 11. Schematic representation of the implementation of
the FFCommittee class, that combines the members of an en-
semble model to evaluate the mean potential and force, that
are used to propagate the dynamics. The statistics of the en-
semble are stored in a JSON-formatted extras string, depicted
in the figure with the X label. This class can handle two types
of models. The first one, depicted in panel a, works by collect-
ing data from one forcefield per committee member, which is
suitable for fully independent models. Alternatively, a single
forcefield can compute all ensemble members, returning them
to i-PI as a JSON string with the same syntax (panel b),
which is then used to compute the error. This second mode
is particularly suitable for shallow models with a high degree
of weight sharing.

evident that the harmonic contribution is dominated by
the symmetric-stretch mode and that in this simple ex-
ample the anharmonicity plays a relatively minor role.

C. Ensemble models and error estimation

This version of i-PI implements error estimation for
MLIPs based on ensembles. The idea is that, for each
configuration A, multiple potentials V (k)(A) are com-
puted, together with the associated forces. The sim-
ulation is then evolved based on the mean of the en-
semble V̄ (A) = 1

nens

∑
k V

(k)(A), where nens is the num-
ber of potentials in the ensemble, and the error is esti-
mated as the standard deviation σ2(A). While, in gen-
eral, ensemble approaches entail a large computational
overhead because nens potentials have to be evaluated at
each time step, there are cases in which this overhead
can be largely avoided, as e.g. when employing linear
or kernel methods,[162] or when applying a high-level of
weight sharing between different neural networks e.g. us-
ing a “shallow-ensemble” on the last-layer.[115, 163–167]
i-PI provides two alternative modes to simulate nuclear
(thermo)dynamics including ensemble-based uncertainty
estimates, depending on the characteristics of the under-
lying framework.
The first entails independent models that are run as
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separate clients, by specifying multiple socket connec-
tors as part of a <ffcommittee> tag. For instance,

<ffcommittee name=’my_committee’>
<ffsocket name=’driver-1’>
[...]
</ffsocket>
<ffsocket name=’driver-2’>
[...]
</ffsocket>
[...]

</ffcommittee>

The associated class takes care of collecting potentials,
forces and stresses from the various sockets and averag-
ing them. Even though a ffcommittee section contains
multiple sockets, one should use a single <force> block
referring to the name of the committee (my committee
in this example) in the definition of the system. A linear
committee calibration scaling [162] can also be applied
with the keyword <alpha>.

In the second mode, which is suitable when using
a shallow ensemble model with weight sharing, a sin-
gle client computes all the ensemble members. In this
case, the client passes the average energies, forces and
virials to i-PI in the standard way and also passes
the ensemble information as a JSON string into the
extras field. The string contains the list of potentials,
forces, and virials into fields named committee_pot,
committee_force, committee_virial. We provide a
reference implementation of such a client in the FOR-
TRAN driver distributed with i-PI. It is then suffi-
cient to specify a single client in the committee section

<ffcommittee name=’my_committee’>
<ffsocket name=’driver’>
[...]
</ffsocket>
<parse_json> True </parse_json>
</ffcommittee>

and to activate the flag parse_json that instructs the
committee class to parse the ensemble data out of the
string. Also in this case, the forces section should re-
fer to "my_committee" and not to the name of the inner
forcefield.

For both modes, committee potentials, forces, as well
as the computed uncertainty, are collected into an extras
dictionary corresponding to the same schema used for
the JSON string. The different diagnostics can then be
printed out using the generic output features, e.g. spec-
ifying extra_type=’committee_pot’ to print the ener-
gies of all members of the ensemble.

The committee forcefield implements a rudimentary
active-learning mechanism. By specifying an output file-
name and an error threshold, every structure with a pre-
dicted uncertainty above the threshold encountered at
any point of a calculation will be stored so it can be used
to improve the MLIP model in an iterative manner. It
is also possible to build a weighted baseline model,[107]

FIG. 12. Trajectories of the various energy predictions of the
DPOSE [115] committee model (plotted in constrasting col-
ors) and of the order parameter that determines the pinning
potential, Eq. 11 (black). The inset shows the near-Gaussian
correlation plot between the order parameter and the devia-
tion of one of the ensemble members from the mean potential.

in which one forcefield, whose name is specified in the
<baseline_name> flag, is interpreted as a reference po-
tential, to which the model described by a committee is
added as a correction. The baseline is assumed to have
a constant uncertainty σbase, that can be set with the
option <baseline_uncertainty>. Rather than simply
computing the overall potential as V = Vbase + V̄ , the
weighted baseline potential is computed as

V (A) = Vbase(A) +
σ2
base

σ2
base + σ2(A)

V̄ (A) (10)

which uses the correction when the predicted error is
smaller than the baseline error, and switches to the more
reliable (although less accurate for structures that are
well-predicted by the committee) baseline potential.

1. Computing the solid-liquid chemical potential for water

We discuss a representative example of the use of
ffcommittee to compute errors of the solid-liquid chemi-
cal potential ∆µ for an ice/water system, that showcases
several of the advanced features in i-PI. This type of sim-
ulation can be used to estimate the melting point of water
Tm, by repeating the procedure at different temperatures
and finding the temperature at which ∆µ = 0. As shown
in Ref. 107, once a collection of ∆µ values associated with
the different ensemble members has been obtained, it is
easy to determine the error on Tm by ensemble propaga-
tion.
For this example, we use a Behler-Parrinello-style neu-

ral network,[168] based on smooth-overlap of atomic po-
sitions (SOAP)[169] features and trained on the dataset
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of Ref. 14. The model generates an ensemble of 5 en-
ergy predictions, differing only by the last-layer weights
and trained by optimizing the negative log-likelihood
following the direct propagation of shallow ensembles
(DPOSE) protocol.[115] We run a simulation with 336
water molecules, arranged in an elongated simulation cell
containing coexisting water and ice. A restraining pin-
ning potential to an anchor point, n̄,

Vpin(A) =
1

2
k(nS(A)− n̄)2 (11)

is applied using a suitable collective variable that esti-
mates the number of molecules in a solid-like environ-
ment, nS(A),[170] as implemented in PLUMED[39] and
here used through its interface with i-PI. At the melting
point, the potential restraints the solid fraction to the
target value n̄, whereas away from equilibrium the mean
deviation is proportional to the solid-liquid molar free-
energy difference, ∆µ ∝ ⟨nS(A)− n̄⟩. Further details on
the setup can be inferred from the example files included
in the demos/ensemble-deltamu directory. It should be
noted that both size and duration of the simulations are
insufficient to obtain a converged estimate of the melting
point, as this is only intended as a demonstrative exam-
ple.

Fig. 12 shows a small segment of a trajectory obtained
with the DPOSE model[115]. The mean potential un-
dergoes thermal fluctuations, and the ensemble of pre-
dictions has a varying spread along the trajectory. Sim-
ilar to what was observed in Ref. 115, the members of
the ensemble differ mostly by a rigid shift, reflecting a
systematic bias in the prediction of the potential. Mean-
while, the order parameter fluctuates about a value that
is slightly below the target, indicating that the simula-
tion temperature (290 K) is above the melting point for
this water model – at least for this under-converged su-
percell size. There is no obvious pattern in the correla-
tion between the total potential energy and the order
parameter: at this temperature, and for such a com-
paratively small system, random fluctuations dominate
over the enthalpy change associated with the changes
in the solid fraction. Importantly, the cross-correlations
between the solid fraction and the ensemble potential
shift (V (k)(A)− V̄ (A)) show approximately Gaussian be-
haviour (see inset in Fig. 12). This simplifies the estima-
tion of the average deviation ⟨(nS(A)− n̄)⟩ from a single
trajectory driven by V̄ . The basic idea is to use Torrie-
Valleau reweighting,[171] i.e. weighting each snapshot by

e−β(V (k)(A)−V̄ (A)).
As shown in Fig. 13, the cumulative averages com-

puted with the different weighting factors converge to
different values – providing an ensemble of predictions
for ⟨ns − n̄⟩k. The sharp, sudden changes in the cumula-
tive average reflect the presence of very large weighting
factors, that occur whenever the deviations of individual
predictions from the mean potential are large relative to
kBT . The resulting statistical inefficiency[101] would be-
come worse as the system size is increased, eventually
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FIG. 13. Cumulative sums of the reweighted mean ⟨nS− n̄⟩k
computed using the k-th ensemble member (plotted in con-
trasting colors). The dashed black line indicates the cumu-
lative average of nS computed without reweighting. Panel
a) shows the average computed with Boltzmann reweighting
while panel b) uses a statistically-better-behaved cumulant
expansion approximation (CEA).

making the procedure completely ineffective. Following
Ref. 107, one can use instead a cumulant expansion ap-
proximation (CEA) that estimates reweighted average
under the assumption that the target observable and the
potential are joint Gaussians, and yields

⟨nS⟩k ≈ ⟨nS⟩−β[⟨nS(V
(k)−V̄ )⟩−⟨nS⟩⟨(V (k)−V̄ )⟩]. (12)

This approximation introduces a systematic error be-
cause the distribution is not exactly Gaussian, but as
can be seen in Fig. 12, the qualitative behaviour reflects
the one seen for the direct reweighting. The statisti-
cal error is well-behaved also for large simulations, mak-
ing the CEA a more generally applicable strategy. We
provide a commented example to perform this kind of
simulation in the demos/ensemble-deltamu; the post-
processing needed to evaluate the reweighted averages is
implemented in the i-pi-committee-reweight script.
By repeating the simulation at different tempera-

tures one can determine the temperature dependence of
∆µ for each ensemble member separately, and use the
separately-computed values of Tm to estimate the error in
the determination of the melting point. It is worth noting
that in Ref. 107 the melting point was determined to be
290±5 K, with a setup similar to the one discussed here,
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but using a deep ensemble of models, fitted on the same
dataset. This estimate is consistent with our observation
that ⟨ns − n̄⟩ at 290 K is very close to zero. The discrep-
ancy with Ref. 14, where the classical melting point for
the reference DFT was determined by free-energy pertur-
bation to be at ≈ 275 K can be attributed to finite-size
effects, that tend to destabilise the liquid and increase
the melting point.

D. Cavity Molecular Dynamics for Polaritonics

For molecules confined in optical cavities, molecu-
lar transitions may form polaritons, hybrid light-matter
states with cavity photon modes.[172–176] Of particular
interest is the vibrational strong coupling regime,[177,
178] in which vibrational polaritons are formed when
a molecular vibrational mode is near resonant with an
IR cavity photon mode. Under vibrational strong cou-
pling, many molecular properties, including chemical re-
action rates and energy transfer rates, can be signifi-
cantly modified in the liquid phase.[179–181] For a bet-
ter understanding of these exciting experiments, both the
molecules and the cavity photons need to be propagated
self-consistently with realistic parameters. This require-
ment is beyond the scope of standard molecular dynamics
schemes, whereby the time-dependent dynamics of the
photon field are not explicitly propagated.

The 3.0 version of the i-PI package provides an effi-
cient method for simulating vibrational strong coupling:
the CavMD approach.[111, 112] Within the framework of
CavMD, both nuclei and cavity photons in the IR domain
are treated classically, propagated by the following light-
matter Hamiltonian under the ground electronic state:
HQED = HM+HF,[111, 182] where HM denotes the stan-
dard molecular Hamiltonian composed of the kinetic and
potential terms, and

HF =
∑
k,λ

≈
p2k,λ
2mk,λ

+
1

2
mk,λω

2
k,λ

(
≈
qk,λ +

ε̃k,λdλ
mk,λω2

k,λ

)2

.

(13)
Here,

≈
pk,λ,

≈
qk,λ, ωk,λ, and mk,λ denote the momentum,

position, frequency, and auxiliary mass for the cavity
photon mode defined by a wave vector k and polariza-
tion direction ξλ with k · ξλ = 0. For example, when
the cavity is placed along the z direction, λ = x, y. dλ is
the electronic ground-state dipole moment for the molec-
ular system projected along the direction of ξλ, and ε̃k,λ
represents the effective light-matter coupling strength.

The basic implementation strategy of CavMD is as fol-
lows. The cavity photon modes are stored in i-PI as L
(light) atoms. The coordinates and velocities of both the
nuclei and the cavity photon modes are propagated in i-
PI. A new FFCavPhSocket class, which inherits from the
original FFSocket class, evaluates the forces of both the
nuclei and the cavity photon modes. Similar to FFSocket,
FFCavPhSocket calls external client codes to evaluate the

FIG. 14. CavMD simulations: Panel (a) illustrates the simu-
lation setup of CavMD, whereby a large ensemble of molecules
is confined in an optical cavity under vibrational strong cou-
pling. The rest of the panels are adapted from Ref. 111, with
permission from the authors, and show the IR spectra of the
OH stretch mode of liquid water without a cavity and inside
a cavity with different light-matter coupling strength, ε̃. LP
and UP stand for lower and upper polariton, respectively.
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nuclear forces associated with HM, via the socket inter-
face. After obtaining this component of the total forces,
FFCavPhSocket performs additional calculations to ob-
tain the photonic forces and cavity modifications on the
nuclear forces as prescribed by Eq. 13. Because this
implementation encapsulates the cavity-related calcula-
tions within the FFCavPhSocket class, many advanced
features in i-PI, including RPMD, [111] and ring-polymer
instantons, can be directly applied to study vibrational
strong coupling without additional modifications of the
i-PI code.

The CavMD implementation was used to simu-
late the IR spectra of liquid water under vibra-
tional strong coupling.[111] The key i-PI input section
to simulate vibrational strong coupling is as follows:

<ffcavphsocket name=’lammps’ mode=’unix’>
<address>h2o-cl-cavmd</address>
<apply_photon> True </apply_photon>
<E0> 4e-4 </E0>
<omega_c units=’inversecm’>

3550.0
</omega_c>
<charge_array> [...] </charge_array>

</ffcavphsocket>

In the FFCavPhSocket section above, a cavity mode
with frequency ωc = 3550 cm−1 was coupled to liquid
water with an effective light-matter coupling strength
ε̃ = 4 × 10−4 a.u. Under the default setting, the cavity
mode is polarised along both the x and y directions. The
partial charges of all molecular atoms are given in the
charge array section of FFCavPhSocket, and are used
to evaluate the molecular dipole moment in Eq. (13). In
Fig. 14 we show a schematic picture of the setup along
with the IR spectra of water inside and outside the cavity.
As shown in Fig. 14c, via classical CavMD simulations,
the wide OH band of liquid water splits into a pair of
polariton states, the upper polariton (UP) and the lower
polariton (LP). Beyond this study, CavMD was also used
to explore novel energy transfer and chemical reaction
pathways under vibrational strong coupling. [183–185]

V. SHOWCASE OF ADVANCED SIMULATION
SETUPS

A. Path Integral Coarse-Grained Simulations

While PIMD has demonstrated success in incorporat-
ing quantum nuclear motion for equilibrium properties,
extracting accurate dynamical information from path-
integral simulations is a longstanding challenge [186].
For instance, in estimating the vibrational spectra, es-
tablished path-integral approximations to quantum dy-
namics such as with RPMD [90], CMD [92, 93] and vari-
ants [75, 94, 187–189], present artefacts such as unphys-
ical shifted or broadened peaks.[94, 190] In addition, the
computational overhead of path-integral simulations and

FIG. 15. IR, isotropic Raman, and anisotropic Raman vibra-
tional spectrum of water at 300 K using the Te PIGS method.
Adapted from Ref. 38 with permission (CC BY 4.0 Licence).

the impact of the artefacts become more pronounced with
lowering temperature.

Musil et al. [120] recently introduced a machine learn-
ing framework to significantly enhance the accuracy and
efficiency of approximating quantum dynamics based on
CMD. Their approach, referred to as Te PIGS, has two
components. The PIGS method is introduced to estimate
an effective potential with an MLIP, which represents
the centroid potential of the mean force, to drive the dy-
namics of the centroid. Second, the Te ansatz estimates
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the potential of mean force at an elevated temperature
to effectively address the “curvature problem” of stan-
dard CMD [190]. This ansatz attenuates the spurious
redshift in the centroid-based vibrational spectra of high-
frequency quantized modes and results in a temperature-
transferable effective potential for approximate quantum
dynamics. Combining these components, the Te PIGS
method yields accurate modeling of vibrational spectra of
large systems via inexpensive classical MD on an effective
centroid MLIP. Together with an accurate potential en-
ergy surface, we observe quantitative agreement with ex-
periments for IR, Raman and sum-frequency generation
vibrational spectra in bulk and interfacial water [121].

This approach is easily implemented using the flexi-
ble functionality of i-PI as demonstrated for the calcu-
lation of accurate IR and Raman spectra of liquid wa-
ter (see Fig. 15) using the MACE-OFF23(S) general or-
ganic MLIP [38] and an ML model for the polariza-
tion and polarizability of bulk water.[121] A fully doc-
umented example with scripts to generate the spectra is
provided in the i-PI demos directory. For a given po-
tential energy surface V (q), with q the Cartesian po-
sitions, the Te PIGS ML centroid potential of mean
force can be trained using a single high-temperature
PIMD simulation. The training data includes the cen-

troid positions q̄ =
∑P

j=1 q
(j)/P with q(j) the posi-

tion of the j-th replica, the instantaneous estimator of

the mean centroid force f̄c =
∑P

j=1 f
(j)/P , where f (j)

is the force acting on the j-th replica, and the phys-
ical force acting on the centroid f̄p = −∂V (q̄)/∂q̄.
The elevated temperature was set to Te = 500K, and
the centroid potential of mean force was fit from a 10
ps long path integral simulation with P = 8, with
the centroid positions and forces sampled every 10 fs
(20 timesteps). The centroid positions and instanta-
neous forces (q̄ and f̄c) can be printed out as follows,

<trajectory filename=’xc’ stride=’20’
format=’xyz’ cell_units=’ase’>
x_centroid{ase}

</trajectory>
<trajectory filename=’centroid_force’

stride=’20’ format=’ase’>
f_centroid

</trajectory>

The quantity f̄p can be calculated in a post-
processing step with a “replay” simulation, which al-
lows the calculation and output of properties on a
list of centroid positions. Alternatively, the phys-
ical force on the centroid can be printed on the
fly by defining a “dummy” force component with
a zero weight that receives centroid positions using,

<forces>
[...]
<force forcefield=’maceoff23’ weight=’0’
nbeads=’1’>
</force>

</forces>

Printing out this force component requires a single line:

<trajectory filename=’physical_force’
stride=’20’ format=’ase’>
forces_component_raw(1)

</trajectory>

With this data, a force matching method can be used
to obtain the Te PIGS MLIP by regressing the cen-
troid force against the centroid position. This can be
done transparently using standard MLIP packages like
n2p2 [191], nequip [192], mace [193], by replacing physi-
cal positions and forces, as is typically done while train-
ing MLIPs, with positions and forces associated with the
centroid. To simplify the training problem, we advise to
learn the difference between f̄c and f̄p. The scripts nec-
essary for dataset generation, curation and training with
mace are provided in the i-PI demos directory.

After the MLIP is trained in this fashion, perform-
ing a Te PIGS simulation is as simple as running clas-
sical molecular dynamics on the sum of the potential
energy surface V (q) and the Te PIGS MLIP. This can
also done in i-PI by exploiting again the modularity of
forces. We only need to define two forcefield sockets for
the potential energy surface and the Te PIGS MLIP:

<ffsocket name=’maceoff23’ mode=’unix’
pbc=’false’>
<address> driver </address>

</ffsocket>
<ffsocket name=’maceoff23-pigs’ mode=’unix’
pbc=’false’>
<address> driver-pigs </address>

</ffsocket>

The addition of the potentials, along with the cal-
culation of all derivatives like the force and stress,
is done under the hood by defining the forces
of the system class comprising two force compo-
nents that communicate with the forcefield sockets:

[...]
<forces>
<force forcefield=’maceoff23’> </force>
<force forcefield=’maceoff23-pigs’>
</force>

</forces>
[...]

The remaining steps for estimating IR and Raman spec-
tra, as shown in Fig. 15, include predicting the total po-
larization and polarizability tensors and estimating their
time correlation functions as detailed in Ref. 121. The
scripts for these steps are in the demos directory.
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FIG. 16. Two-dimensional IR-Raman spectroscopy: Panel
(a) shows the schematic of the equilibrium-nonequilibrium
(RP)MD approach (see text). Panel (b) and (c) depict the
frequency-dependent response function corresponding to the
two-dimensional THz-IR-Raman (also called THz-IR-visible
[194]) spectrum of liquid water, computed using classical MD
and TRPMD, respectively. Figure adapted from Ref. 119,
with permission (CC-BY Licence).

B. 2D IR-Raman spectra of liquid water

Nonlinear, multi-time response functions are associ-
ated with different flavours of time-resolved and multidi-
mensional spectroscopic techniques.[195] Here, we show
an example provided in the i-PI demos directory, that
simulates the two-dimensional IR-Raman spectrum of

liquid water in which the sample interacts first with two
mid- or far-IR pulses through a dipole interaction and
then with a near-IR or visible pulse through a Raman
process.[194, 196] The spectrum is obtained as a two-
dimensional Fourier sine transform of the two-time re-
sponse function

R(t1, t2) = − 1

ℏ2
⟨[[α̂(t1 + t2), µ̂(t1)], µ̂(0)]⟩ (14)

where α̂ is the polarizability operator and µ̂ the dipole
moment. The example presented in demos/2D-IR-Raman
implements the equilibrium-nonequilibrium RPMD
method of Refs. 118 and 119, which approximates the
quantum-mechanical response function of Eq. 14. As
a special case when the number of ring-polymer beads
P = 1, the method corresponds to the MD approach of
Hasegawa and Tanimura.[117] In passing, we note that
other methods based on imaginary-time path integrals
have been reported to calculate non-linear response
functions using approximations to fully-symmetrized
multi-time Kubo correlation functions.[197–199]
The equilibrium-nonequilibrium method requires sam-

pling the initial distribution as in a typical PIMD sim-
ulation and running three trajectories for each initial
phase-space point (q0, p0)—one backward equilibrium
trajectory along which we evaluate the dipole moment
and two nonequilibrium trajectories that are initialized
with a momentum kick, i.e., starting from (q±,0 = q0,
p±,0 = p0 ± εµ′(q0)/2) (see schematics in Fig. 16a). The
two-time response function is then computed as

R(2)(t1, t2) =
β

ε
⟨[α(q+,t2)− α(q−,t2)]µ̇(q−t1)⟩, (15)

where ⟨·⟩ now represents a classical average over the ring-
polymer equilibrium distribution at inverse temperature
β. ε is a parameter that controls the magnitude of the
perturbation (“kick”) applied to the nonequilibrium tra-
jectories. Position-dependent operators α(q) and µ(q) in
Eq. 15 are evaluated as averages over P beads of the
ring polymer, like in the case of linear RPMD correlation
functions.[90]
The evaluation of nonequilibrium trajectories, two-

time response function, and two-dimensional spec-
trum is implemented in the scripts provided in
demos/2D-IR-Raman. The noneqm-traj.py script uses
checkpoint files and z-dipole nuclear gradients stored
along a longer RPMD trajectory to run multiple shorter
nonequilibrium trajectories (see Fig. 16a). In this way,
the long RPMD trajectory serves both for sampling ini-
tial conditions and computing the response function. To
properly sample the canonical ensemble, the whole cal-
culation is typically repeated with independent RPMD
trajectories. The noneqm-response.py script then com-
putes the response function by reading in the dipole mo-
ments and polarizabilities along the long equilibrium tra-
jectory and nonequilibrium trajectories. Finally, two-
dimensional IR-Raman spectroscopy strongly depends on
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the nonlinearity of the polarizabilities and dipole mo-
ments (electrical anharmonicity). To study these and
other phenomena that are sensitive to such nonlineari-
ties, we implemented a simple truncated dipole-induced-
dipole model for water in i-PI’s internal Fortran driver
(option -m water dip pol). Classical and TRPMD two-
dimensional IR-Raman spectra of liquid water at 300 K
are displayed in Fig. 16b showing that NQEs play a mi-
nor role in this observable. Overall, this example illus-
trates how minor scripting and modifications outside of
the core i-PI code can be used to implement new methods
and study various types of dynamical properties.

C. Melting of Charge Density Waves in 2D
Materials

Downfolded lattice models aim to reduce the complex-
ity of the full electronic problem by treating only a few
low-energy electronic states (around the Fermi energy)
explicitly and defining a simplified Hamiltonian where
all other high-energy states are integrated out.[200] The
parameters required for this dimensionality reduction can
be obtained directly from ab initio calculations. There
are several ways to include the effect of screening of
the high-energy electrons on the interaction terms re-
lated to the explicit degrees of freedom of the downfolded
Hamiltonian,[201] and making appropriate choices in this
respect is necessary to reproduce the fully ab initio po-
tential energy surface of certain materials.[20]

i-PI has recently been employed in this context,
through its new interface with the elphmod code.[62]
With elphmod, it is possible to set up downfolded models
for the electronic interactions and for the electron-nuclear
interactions, the latter being far less common to find in
literature. Having access to the nuclear degrees of free-
dom in the Hamiltonian makes it possible to calculate
nuclear forces efficiently, in the order of milliseconds per
MD step per atom.[20]

In connection with i-PI, this capability allows the simu-
lation of different types of molecular dynamics with such
downfolded models. While MLIPs could play a similar
role, there is an added value of physical interpretability
when employing these models. Moreover, even if down-
folded models cannot be applied to all types of mate-
rials, for suitable systems they are straightforward to
parametrize.

In Ref. 20, large-scale replica-exchange and path-
integral replica exchange simulations were performed
with the i-PI/elphmod combination in order to study the
charge-density-wave (CDW) phase transition in mono-
layer 1H-TaS2. The downfolded model was obtained from
PBE density-functional theory calculations. In particu-
lar, the phase transition between the 3×3 CDW and the
symmetric structure was studied. We note that captur-
ing the nuclear dynamics involved in such phase transi-
tions calls for techniques that include non-perturbative
anharmonic effects such as (PI)MD. In addition, as ex-
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FIG. 17. (a) Ratio of the structure factors obtained from
classical (SCL) and quantum path-integral (SPI) simulations
SCL/SPI performed on a 18 × 18 supercell of monolayer 1H-
TaS2. A value close to 1 (indicated in white) corresponds
to minimal differences between classical and quantum simu-
lations. The peaks at q = 2/3ΓM and q = K for T = 50 K
are characteristic of the 3× 3 CDW phase. (b) Temperature-
dependent structure factor ⟨S(q)⟩T at the characteristic CDW
wavevector q = 2/3ΓM obtained from classical MD replica-
exchange MD (light blue) and path integral replica-exchange
MD (dark blue). The experimental value (for the bulk) is
represented by the vertical black dashed line. The shift of the
inflection point of the PIMD curve toward the experimental
value is due to nuclear quantum effects. Figure and caption
adapted from Ref. 20 (CC-BY Licence).

plicitly shown in Ref. 20, finite-size effects on the phase
transition are significant for small unit cells of these sys-
tems, calling for potentials that are efficient and accurate
enough to allow the simulation of larger unit cells con-
taining thousands of atoms.

Experimentally, the “melting” temperature of the 3 ×
3 CDW in bulk TaS2 is measured at around 75 K.[202]
While the phase-transition temperature is not known for
the monolayer, it is accepted that it should not strongly
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deviate from the bulk temperature. In Fig. 17, we show
the ratio between classical and quantum q-resolved struc-
ture factors in panel (a) and the intensity of the CDW
3×3 diffraction peaks with varying temperature in panel
(b). The inflection point of these curves is shown to cor-
relate with a peak in heat capacity calculated from the
simulations. Nuclear quantum effects decrease the tran-
sition temperature by around 20 K, bringing it in closer
agreement with the experimental estimate.

Such simulations open the path for a closer analysis
of particular phonon modes that contribute to the CDW
phase transition, an analysis of the co-existence of differ-
ent CDW phases at metastable regions, and the mapping
of more complex CDW phase diagrams. Given the close
connection between CDW phases and superconductivity,
this is a promising field of study. An example of how to
set up and run the elphmod code in connection with i-PI
is included in the examples/clients directory.

VI. CONCLUSIONS

In this paper, we described the current capabilities of
the i-PI code. The fundamental reasoning behind the de-
sign decisions made during its early development, namely
an architecture that allows rapid prototyping in Python,
and utilities to facilitate implementing complicated sam-
pling algorithms, still prove to be very useful. However,
some of the underlying assumptions made in the past are
no longer valid. For example, the widespread adoption of
MLIPs has dramatically reduced the cost of energy evalu-
ation relative to explicit electronic-structure calculations,
making the overhead associated with the evolution of the
atomic coordinates a more pressing concern. In this pa-
per, we showed that relatively superficial changes in the
implementation of some of the core classes in i-PI sub-
stantially accelerated the most severe bottlenecks, en-
suring that i-PI can now be used in combination with
state-of-the-art MLIPs without adding significant over-
head, even when pushing the energy evaluation to high
levels of parallelism.

At the same time, the modular design of i-PI makes it
easy to implement radically new modeling ideas, bring-
ing algorithmic speed-ups and new useful features to
the codebase. A bosonic PIMD implementation with
quadratic scaling, the implementation of the ring poly-
mer instanton with explicit friction method, a framework
for dynamics driven by an electric field, a framework for
simulations of light-matter coupling, and a better inter-
face with ensembles of MLIPs including uncertainty es-
timation, are the five examples we highlight. Many use-
ful, and sophisticated, simulation workflows can also be
realized without major implementation efforts, by sim-
ply combining existing methods with external scripts and
suitable post-processing. We demonstrate this with three
applications: path integral coarse-grained simulations for
vibrational spectra, calculations of the 2D-IR spectrum
of water, and the melting of 2D charge-density waves.

As MLIPs become faster and enable simulations with
larger lengths and time scales, it might be necessary to
revisit some of the deeper architectural decisions of i-
PI to further reduce the overhead inherent to the serial
Python-based implementation. The work that was made
in preparation for this release demonstrates that these
kinds of optimizations can coexist with a modular de-
sign, that supports the fast implementation of new and
exciting methods for advanced molecular simulations.
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VII. DATA AVAILABILITY

i-PI can be obtained downloaded from https://
github.com/i-pi/i-pi. The tag v3.0.0-beta was
used to generate the examples and benchmarks reported
in this manuscript. The data required to reproduce
the figures and benchmark simulations are available at

https://github.com/i-pi/i-pi
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chine learning interatomic potentials as emerging tools
for materials science, Advanced Materials 31, 1902765
(2019).

[5] A. P. Bartók, S. De, C. Poelking, N. Bernstein, J. R.
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mitrică, A. Dominguez, S. Ehlert, M. Elstner, T. van der
Heide, J. Hermann, S. Irle, J. J. Kranz, C. Köhler,
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