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Abstract

The characterization of the properties of two-dimensional transition metal dichalcogenides (TMDC)
at the atomic scale is currently an important topic of research with potential implications in di-
verse areas such as medicine and optoelectronics. In this context, Raman spectroscopy emerges
as a powerful analytical technique for material characterization. There has been extensive inter-
est in the application of Raman spectroscopy to two-dimensional (2D) materials like graphene
and TMDCs. In particular, TMDC monolayers that exhibit intriguing electronic properties that
can be tuned at the nanoscale. While Raman spectroscopy has been widely used in TMDCs
to identify the number of layers and detect high concentration of defects, it presents certain
limitations in terms of resolution and sensitivity. To overcome some of these limitations, a
new technique called Tip-Enhanced Raman Spectroscopy (TERS) has emerged to improve the
optical resolution and surpass the diffraction limit.

This thesis presents contributions to the development and application of TERS using a novel
theoretical approach based on first principles calculations within the FHI-aims code package.
The method combines Time-Dependent Density Functional Theory (TD-DFT) and Density
Functional Perturbation Theory (DFPT), extending it to include the local field generated by
the tip. Advantages of this approach are discussed, such as the effects of chemical interactions on
TERS images, and the significance of considering chemical effects for accurate theory-experiment
comparisons.

As Raman spectroscopy and TERS offer an interesting application in examining defects in
TMDCs monolayers, a comprehensive study to investigate the structural, electronic, and vi-
brational properties of point defects in TMDC monolayers with M = Mo/W and X = S/Se is
presented. This research was conducted with Density Functional Theory (DFT) calculations
employing the HSE06 hybrid exchange correlation functional, along with many-body van der
Waals (VDW) corrections. The study considers both neutral and charged point defects, com-
pensating for charged defects using the virtual crystal approximation (VCA). The impact of
finite temperature and pressure on defect stability is also taken into account. The vibrational
contributions to the free energy is proved to be significant and cannot be disregarded. For in-
stance, vibrational effects alter the stability transition between adatoms and monovacancies by
approximately 300–400 K.

The computational technique for calculating TERS was applied to investigate defects in pristine
and defective MoS2 clusters. The results show potential future spectroscopic applications in
defects investigation for 2D materials, as TERS enables the exploration of nanoscale spectro-
scopic fingerprints in the vicinity of the defect that was previously inaccessible with conventional
Raman techniques.
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Zusammenfassung

Die Charakterisierung der Eigenschaften von zweidimensionalen Übergangsmetall-Dichalcogeniden
(TMDC) auf atomarer Ebene ist derzeit ein wichtiges Forschungsthema mit potenziellen Auswirkun-
gen auf verschiedene Bereiche wie Medizin und Optoelektronik. In diesem Zusammenhang er-
weist sich die Raman-Spektroskopie als eine leistungsstarke Analysetechnik zur Materialcharak-
terisierung. Das Interesse an der Anwendung der Raman-Spektroskopie auf zweidimension-
ale (2D) Materialien wie Graphen und TMDCs ist groß. Insbesondere TMDC-Monoschichten
weisen faszinierende elektronische Eigenschaften auf, die auf der Nanoskala eingestellt werden
können. Während die Raman-Spektroskopie bei TMDCs weit verbreitet ist, um die Anzahl
der Schichten zu bestimmen und eine hohe Konzentration von Defekten zu erkennen, weist sie
gewisse Einschränkungen in Bezug auf Auflösung und Empfindlichkeit auf. Um einige dieser
Einschränkungen zu überwinden, wurde eine neue Technik namens Tip-Enhanced Raman Spec-
troscopy (TERS) entwickelt, um die optische Auflösung zu verbessern und die Beugungsgrenze
zu überwinden.

In dieser Arbeit wird ein Beitrag zur Entwicklung und Anwendung von TERS unter Verwendung
eines neuartigen theoretischen Ansatzes auf der Grundlage von First-Principles-Berechnungen
innerhalb des FHI-Aims-Codepakets vorgestellt. Die Methode kombiniert die zeitabhängige
Dichtefunktionaltheorie (TD-DFT) und die Störungstheorie der Dichtefunktionaltheorie (DFPT)
und erweitert sie um das von der Spitze erzeugte lokale Feld. Die Vorteile dieses Ansatzes wer-
den erörtert, z. B. die Auswirkungen chemischer Wechselwirkungen auf TERS-Bilder und die
Bedeutung der Berücksichtigung chemischer Effekte für genaue Vergleiche zwischen Theorie und
Experiment.

Da die Raman-Spektroskopie und TERS eine interessante Anwendung bei der Untersuchung
von Defekten in TMDC-Monolayern bieten, ist eine umfassende Studie zur Untersuchung der
strukturellen, elektronischen und schwingungstechnischen Eigenschaften von Punktdefekten in
TMDC-Monoschichten mit M=Mo/W und X=S/Se wird vorgestellt. Diese Untersuchung wurde
mit Berechnungen der Dichtefunktionaltheorie (DFT) unter Verwendung des hybriden Aus-
tauschkorrelationsfunktionals HSE06 und Vielkörper-Van-der-Waals-Korrekturen (VDW) durchge-
führt. Die Studie berücksichtigt sowohl neutrale als auch geladene Punktdefekte und kom-
pensiert geladene Defekte mit Hilfe der virtuellen Kristallnäherung (VCA). Der Einfluss von
Temperatur und Druck auf die Defektstabilität wird ebenfalls berücksichtigt. Die Beiträge
von Schwingungen zur freien Energie erweisen sich als signifikant und können nicht vernach-
lässigt werden. Zum Beispiel verändern Schwingungseffekte den Stabilitätsübergang zwischen
Adatomen und Monovakanzen um etwa 300-400 K.

Das Rechenverfahren zur Berechnung von TERS wurde zur Untersuchung von Defekten in
reinen und defekten MoS2-Clustern eingesetzt. Die Ergebnisse zeigen potenzielle künftige spek-
troskopische Anwendungen bei der Untersuchung von Defekten in 2D-Materialien auf, da TERS
die Erforschung nanoskaliger spektroskopischer Fingerabdrücke in der Nähe des Defekts er-
möglicht, die mit konventionellen Raman-Techniken bisher unzugänglich waren.
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1 | Introduction

Raman spectroscopy was first discovered by Sir Chandrasekhara Raman in 1928 [4], and since
then it has been a highly effective method to examine the fundamental vibrations of atoms
in solids and molecules. Raman spectrospy is a non-destructive inelastic light scattering tech-
nique and it offers valuable insights into various properties of materials, including structural,
vibrational and (opto)electronic properties [5–8]. Its extensive use is particularly notable in two-
dimensional (2D) materials like graphene and transition metal dichalcogenides (TMDCs) [9–11].
As such, Raman spectroscopy can reveal valuable insights into various physical and structural
properties of TMDCs, like identifying the number of layers, the effects of charge doping, and the
influence of disorder [12–14]. The chemical composition of TMDCs can be described as MX2,
where M represents a transition metal atom from groups IV to X, and X denotes a chalcogenide
element (S, Se, Te). TMDCs exhibit a layered structure with the formula X-M -X, where the
metal atoms are between two planes of chalcogen atoms. Covalent bonds hold the atoms within
the same layer together, while weak van der Waals interactions govern the coupling between
adjacent layers. These layers can arrange themselves in different stacking orders, with the two
most prevalent structures being the trigonal prismatic phase (referred to as 1H for monolay-
ers and 2H for bulk crystals) and the octahedral prismatic phase (referred to as 1T) as shown
in Figure 1.1 [15]. These materials exhibit exceptional characteristics, such as high optical
absorption, strong bound excitons, and enhanced photoluminescence, which make them highly
promising for various applications [16, 17].

Cross-Section View

Basal Plane View

Figure 1.1: MoS2 monolayer in the 1H phase (left) and in the 1T phase (right), featuring
both basal plane view and cross-section view.
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One fascinating application is the characterization of defects in these 2D materials using Ra-
man spectroscopy. For instance, in a monolayer of MoS2, it has been observed that the Raman
modes E′ and A

′
1 (that are shown in Figure 3.2) undergo frequency shifts. The E′ mode ex-

periences a red shift, while the A′
1 mode undergoes a blue shift, with increasing concentration

of sulfur vacancies [18]. However, Raman spectroscopy has inherent limitations, like a weak
signal compared to other spectroscopies and limited spatial resolution [19]. To overcome these
limitations, techniques have been developed to fulfill the requirements of investigating nanoscale
and sub-micrometer composites, some of these techniques are tip-enhanced Raman spectroscopy
(TERS) and surface-enhanced Raman spectroscopy (SERS) [20]. These techniques offer exciting
opportunities to explore and visualize defects through high-resolution imaging. Specifically, in
TERS where the signal is greatly enhanced by utilizing a metal tip to confine the electromag-
netic field. This combination of Raman spectroscopy with the near-field enhancement results
in a significant amplification of the signal [21–23]. Using TERS, nanoscale defects and wrinkles
on MoS2 have been examined with a spatial resolution of approximately 18 nm. This enabled
the identification of localized inhomogeneities [24]. In ref. [25], TERS and TEPL (tip-enhanced
photoluminescence) nanospectroscopy and nanoimaging were combined and the researchers an-
alyzed the nanoscale heterogeneities including edges, grain boundaries, and nucleation sites of
WSe2 monolayers.

The arrangement of layers significantly influences the characteristics and behavior of TMDC
materials. For example, the 1H phase of MoS2 exhibits semiconductor properties with a di-
rect band gap, whereas the 1T phase of MoS2 is metallic [26]. Moreover, among most of the
chemically distinct bulk TMDCs formed by (Mo or W) and (S, Se, or Te), the 1H phase is the
thermodynamically stable configuration, while the 1T phase can be achieved as a metastable
phase [15, 27]. The electronic properties of TMDCs not only depend on their stacking order but
also on the number of layers. For instance, most TMDCs undergo a transition from an indirect
band gap to a direct band gap semiconductor when they reach the monolayer limit [28, 29]. The
direct bandgap at K point in the Brillouin zone of semiconductor monolayer of MoS2 is demon-
strated in the band structure in Figure 1.2. Building upon this understanding, the present work
focuses on comprehensively investigating the properties of 1H monolayer MX2.

Figure 1.2: The electronic band structure of pristine MoS2 without spin orbit coupling
(left) and with spin orbit coupling (right), as computed from a density-functional theory
calculation using the PBE exchange-correlation functional.
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Experimentally, TMDCs just like graphene can be created through a mechanical exfoliation
technique which is commonly known as the "sticky tape" method. This technique is efficient but
it has limitations in terms of scalability, in which the size and thickness of the flakes are hard to
control so that it restricts its applicability. To address the scalability issue, an alternative method
called liquid-phase exfoliation has been developed. This technique involves the use of lithium
and allows for the production of larger quantities of TMDC flakes [30]. However, it is important
to note that this method may result in a phase transition from the 2H to the 1T structure,
that might not be desirable when investigating the materials’ properties [31]. Another method
is known as molecular beam epitaxy (MBE) that involves the growth of TMDCs on passivated
surfaces [32]. A commonly used and practical method is chemical vapor deposition (CVD). CVD
enables the synthesis of high-quality TMDC films over large areas [33]. The advantage of CVD
is its affordability and the fact that it does not require ultrahigh vacuum chambers [34].

The discussed synthesis processes result in inevitable formation of defects such as vacancies,
intercalation, and substitutional atoms. The type and concentration of defects depend on the
chosen synthesis method. For example, it was shown that for CVD synthesis of monolayer WSe2
a higher defect concentration of mono Se vacancy of approximately 1.48% was measured, fol-
lowed by molecular epitaxy (ME) with around 0.85% and then MBE with around 0.49% [35].
Therefore, it is crucial to investigate and understand the nature of defects in TMDCs not only
to understand their impact on the chemical, optical, and electronic properties but also to pro-
vide better identification of experimental observations. For example, point defects influence
the charge trapping and electron−hole recombination in WSe2 monolayers which is relevant for
building high performance photoactive devices [36]. Also, the introduction of Mo vacancies in
MoSe2 monolayer decreases the band gap, considerably shifting the material from the semi-
conducting character towards the metallic. Moreover, it has been shown by both theory and
experiments that Mo/W defects can induce p−type doping for MoS2/WS2 monolayers, while
sulphur defects induce n−type doping [37, 38], since the sulfur vacancies shift the Fermi level
to the bottom of the conduction band. As an illustration, the unfolded band structure of MoS2
with sulfur divacancies, shown in Figure 1.3, demonstrates the formation of three distinct states,
including two shallow states near the valence band maximum (VBM) and the conduction band
minimum (CBM), as well as a deep state.

This work comprehensively addresses the quantitative description of thermodynamic stability
for point defects in 1H monolayer TMDCs using a first-principles theoretical framework. The
primary objective is to gain insights into how the stability of defects is influenced by temperature,
pressure, and the contact with an electron reservoir, through the use of density functional theory
(DFT) in combination with ab initio atomistic thermodynamics [39]. Additionally, this thesis
focuses on characterizing the local vibrational signatures of these defects through the simulation
of TERS using a newly developed algorithm based on Density-Functional Perturbation Theory
(DFPT) and Time-Dependent Density Functional Theory (TD-DFT).

The thesis is structured as follows:

Chapter 2 provides a detailed overview on the theoretical foundations underlying the electronic-
structure calculations utilized in this study. The chapter primarily emphasizes the significance
of DFT and DFPT methods in understanding the properties of the materials under investiga-
tion. Moreover, the chapter highlights the importance of hybrid functionals in the context of
TMDCs and Hybrid Inorganic Organic Systems, emphasizing their role in accurately capturing
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Figure 1.3: Electronic band structure of a MoS2 monolayer with sulfur divacancies, calcu-
lated without spin orbit coupling and using the PBE exchange-correlation functional.

the electronic and structural properties of these materials.

Chapter 3 describes the theory of Raman spectroscopy and the exploration of near-field methods
like TERS. The enhancement of both homogeneous field and near-field are examined, with a
particular emphasis on the work showcasing enhanced Raman spectroscopy through molecular
point contact. The implementation of TERS using DFPT and its integration with TD-DFT are
also addressed.

Chapter 4 delves into the modeling of defects using the supercell approach in first principles
methods. Various aspects of defect characterization are covered, including the calculation of
formation energy, Gibbs formation energy, and the investigation of charged defects. The chapter
also explores charge compensation schemes and presents a hybrid-DFT study on point defects
in TMDCs, showing their influence on the local vibrational fingerprints through the calculation
of TERS.

8



2 | Electronic Structure Methods

This chapter explores the solution of the electronic many body non-relativistic Schrödinger
equation. The numerical cost to solve Schrödinger equation scales exponentially with the number
of electrons. As a result, several approximate methods, collectively known as ab-initio methods,
have been developed to provide an approximate solution, primarily focusing on ground-state
properties. Some techniques like Hartree-Fock (HF) theory and methods that are based on HF
(Configuration Interaction (CI), Coupled-Cluster (CC) and Møller-Plesset perturbation theory)
approximate the wavefunction with varying levels of electronic correlation. While these methods
provide accurate results, they still require significant computational resources. On the other
hand, methods like DFT is based on the electronic density, instead of wavefunction. These
methods are more efficient for systems comprising thousands of atoms, including bulk and surface
systems.

In this chapter, the theoretical frameworks of these mentioned methods will be briefly discussed,
and an overview of their principles and capabilities is provided.

2.1 The Many-Body Hamiltonian

The many-body non-relativistic Hamiltonian operator Ĥ is1:

Ĥ = T̂n + T̂e + V̂n−e + V̂e−e + V̂n−n (2.1)

Let r⃗i represent the position vector of an electron indexed by i, and let R⃗I denote the position
vector of a nuclei indexed by I and ∇2

I represents the Laplacian operator acting on the coordinate
of particle. The variables ZI and MI correspond to the nuclear charge and nuclear mass,
respectively. Then the different terms are:

• The kinetic energy of the nuclei,

T̂n = −1
2

N∑
I=1

∇2
I

MI

• The kinetic energy of the electrons,

T̂e = −1
2

n∑
i=1

∇2
i

1The electron mass, electron charge and ℏ are set to unity
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• The Coulombic interaction between the nuclei and electrons,

V̂n−e = −1
2

n∑
i

N∑
I

ZI

|r⃗i − R⃗I |

• The Coulombic interaction between the electrons,

V̂e−e = 1
2

n∑
i=1

n∑
j>i

1
|r⃗i − r⃗j |

• The Coulombic interaction between the nuclei,

V̂n−n = 1
2

N∑
i=1

N∑
j>i

ZIZJ

|R⃗I − R⃗J |

The ground-state energy of an atomic system with n electrons can be determined by solving an
eigenvalue problem, defined by Schrödinger equation,

ĤΨ(r⃗i, R⃗I) = EΨ(r⃗i, R⃗I), (2.2)

using the many-electron Hamiltonian, denoted as Ĥ, as defined in equation 2.1. The wave
function Ψ(r⃗i, R⃗I) represents the full many-particle system. The eigenvalue problem of the
Schrödinger equation can be exactly solved numerically for small systems with very few degrees
of freedom. However, it becomes exceedingly challenging and computationally infeasible to
account for all the possible interactions between all the electrons and nuclei in systems with many
electrons. As a result, various approximations are developed to overcome these computational
hurdles, allowing for tractable calculations. The first approximation is the Born-Oppenheimer
approximation, where the motion of the electrons is decoupled from that of the nuclei. The
electron mass is assumed to be very small and this allows to exclude the kinetic energy term of
the nuclei, treating them as stationary and described by fixed coordinates {R⃗I}. An approximate
method to solve the electronic structure will be discussed below.

2.2 Density-functional theory (DFT)

2.2.1 Hohenberg-Kohn theorem

The Hohenberg-Kohn theorem provides a fundamental basis for DFT in understanding electronic
systems [40]. The total energy can be written as a functional of the density E[ρ] and the
ground state energy E0[ρ] is minimized when the electron density is equal to the exact (Born-
Oppenheimer) ground-state density ρ0. In other words, E0[ρ0] is the minimum possible energy
for the system, and any other electron density ρ will have a higher energy than ρ0.

The Kohn-Sham approach [41] was proposed by Kohn and Sham to provide a practical formu-
lation to find E[ρ0].

10



Figure 2.1: The Kohn-Sham self-consistent calculation workflow of DFT; an iterative pro-
cedure that involves several steps to obtain an accurate description of the electronic structure
of a system.

2.2.2 The Kohn-Sham equations

A universal functional F [ρ] is defined as:

F [ρ] = Te[ρ] + Ee−e[ρ] = Ts[ρ] + EH [ρ] + Exc[ρ], (2.3)

where, EH [ρ] the Hartree energy term that is the classical Coulombic interaction between the
electrons in the system, Ts is the non-interacting kinetic energy and Exc represents the exchange-
correlation energy that captures the effects of electron-electron quantum interactions beyond the
Hartree term and the non-interacting kinetic energy term.

Following the work of Kohn and Sham [41], by mapping the interacting system into a non-
interacting system, it is then possible to define,

11



Ts[ρ] = −1
2

N∑
i=1

⟨ϕi|∇2|ϕi⟩ and ρs(r⃗) =
N∑

i=1
|ϕi|2, (2.4)

where ϕi are the single particle orbitals. In the Kohn-Sham scheme, the total energy functional
is given by equation 2.5, where the various contributions are combined as,

EKS [ρ] = Ts[ρ] + EH [ρ] + Eext[ρ] + Exc[ρ]. (2.5)

Here, Eext[ρ] represents the energy arising from the interaction of electrons with an external
potential given by the nuclei. Then, minimization of EKS [ρ] under the constraint of conserving
the number of electrons leads to a recipe to minimize the electron density, which involves solving
a set of N individual Kohn-Sham particle equations,

[−1
2∇2 + veff (r⃗)]ϕi(r⃗) = ϵiϕi(r⃗), (2.6)

where veff = vH + vxc + vext. The above equation can be written in a simplified form as,

ĥKSϕi(r⃗) = ϵiϕi(r⃗). (2.7)

Finally, the total energy can be calculated in terms of the eigenenergies ϵi as,

EKS [ρ] =
N∑
i

ϵi − 1
2

∫
vH(r⃗)ρ(r⃗)dr⃗ −

∫
vxc(r⃗)ρ(r⃗)dr⃗ + Exc[ρ], (2.8)

the three terms on the right-hand side of the equation is aimed at addressing the concern of
double-counting that emerges when summing the eigenvalues.

The Kohn Sham equations 2.6 are solved self-consistently because the Kohn-Sham potential is
dependent on the electron density. The calculation starts by assuming an initial trial density,
often chosen to be the density of a collection of free atoms. With this trial density, the Kohn-
Sham potential can be computed. Using the calculated potential, the Kohn-Sham equations
are solved to obtain a new density. This process is iterated in a self-consistency loop until
the calculation reaches convergence, meaning that the density no longer changes significantly
between iterations. The iterative cycle of updating the density and potential continues until the
desired convergence is achieved, as depicted in details in sketch 2.1.

Looking at equation 2.8, the exchange-correlation functional Exc is yet to be determined. The
accuracy of DFT in the KS formulation relies on finding an appropriate formulation for Exc.
Therefore, finding a reliable and accurate expression for Exc is a major challenge in the devel-
opment of DFT. It is important to note that if the exact functional was known, DFT could
provide an exact description of the ground-state electronic properties of the system. However,
due to the complexity of the exchange-correlation interaction, approximations are necessary.
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2.2.3 Exchange-correlation approximations

Hartree World Local 
Density 

Approximation
(LDA)

 Generalized 
Gradient

Approximation
(GGA)

 Meta 
Generalized 

Gradient
Approximation

(Meta GGA)

Hybrid GGA,
Hybrid Meta 

GGA

Fully 
non-local

Exact

Figure 2.2: Jacob’s Ladder for five generations of DFT Functionals.

Exchange-correlation functionals are described in a hierarchical structure often referred to as the
Jacob’s Ladder, that represents different levels of approximation ranging from the zero exchange-
correlation (Hartree) limit to the exact form of the functional (exact), as described by J. Perdew
in [42] and shown in scheme 2.2. Our focus is on exploring the hybrid inorganic-organic interfaces
and TMDCs, which exhibit a combination of delocalized and localized electronic states. These
systems display a range of interactions, from physisorptive systems primarily influenced by van
der Waals forces, to chemisorptive systems where charge transfer can occur and bonds can be
formed and broken.

Local Density Approximations (LDA):

The local density approximation (LDA) serves as the foundation for more sophisticated func-
tionals due to its simple form. In LDA, the density is approximated as a homogeneous electron
gas, as discussed in the original paper by Kohn and Sham [41], and it is assumed to be locally
dependent on the position r⃗. The energy functional can be expressed as,

ELDA
xc =

∫
ρ(r⃗)ϵxc(ρ(r⃗))dr⃗, (2.9)

where ϵxc is the exchange-correlation energy of the homogeneous electron gas of the defined
density ρ(r⃗) at point r⃗. Therefore, LDA works well for metals since the electrons are nearly
free, but it is less accurate for systems with fast varying electron density like in single atoms
or small to medium molecules and semiconductors. Initially employed for interfaces due to
its artificial energy minimum between subsystems, LDA was later found to underestimate the
adsorption distances compared to experimental observations. Additionally, LDA exhibits a sig-
nificant overbinding effect for intra-molecular bonds in molecules due to the strong variation
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of electron density in space, leading to shorter inter-atomic distances [43–45]. And for peri-
odic systems, the estimation of band gaps is significantly underestimated. LDA introduces a
self-interaction error for electrons, that causing destabilization of highly localized Kohn-Sham
orbitals and delocalization error, in which both concepts will be discussed later.

To enhance the description of the inhomogeneous electron system, the inclusion of the gradient
of the electron density in the expression of the exchange-correlation energy has been done. It
is referred to as the Generalized Gradient Approximation (GGA), it is constructed to take into
account the second-order gradient expansion when the density changes slowly. The inclusion of
the density gradient makes GGA a semi-local functional.

Generalized Gradient Approximations (GGA):

Several Generalized Gradient Approximation (GGA) functionals with different parameteriza-
tions have been developed to improve the accuracy of the exchange-correlation term in DFT
calculations. The GGA functional EGGA

xc has a generalized form, as shown in equation 2.10,
where ρ(r⃗) represents the electron density, and ϵxc(ρ(r⃗),∇ρ(r⃗)) is the exchange-correlation en-
ergy density functional that depends on the electron density and also its gradient, as follows,

EGGA
xc =

∫
ρ(r⃗)ϵxc(ρ(r⃗),∇ρ(r⃗))dr⃗. (2.10)

The various approximations at the GGA level to estimate exchange and correlation energies will
be discussed below.

Performance of GGA Functionals:

GGA functionals showed better performance in the prediction of cohesive energies and lattice
constants in inorganic bulk materials compared to the LDA [46, 47]. PBE is the most popular
and used form of GGA functional in physics applications [47]. It has shown improvement in the
atomization energies compared to LDA, although in some cases it can overestimate or underesti-
mate by approximately 1 eV [48]. When PBE is utilized with solids, it significantly improves the
cohesive energies compared to LDA, although it has a tendency to underestimate the binding
strength, which is the opposite trend of LDA [49, 50]. There were also many tweaked versions
of PBE proposed in literature, such as rPBE [51], PBEsol [52], and revPBE [53]. Each has been
developed to fulfill specific theoretical constraints or to enhance the description of particular
property of the system. rPBE and revPBE have shown improvements in accurately describ-
ing chemisorption [53], while PBEsol tends to slightly overestimate the adsorption energies of
chemisorbed species [54].
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There exists some challenges with Kohn-Sham DFT such as the self-interaction error (SIE), that
originates from the classical coloumb interaction, in which the electron interacts with itself [55].
The incorporation of the HF exchange in HF theory cancels out the self-interaction part of
the Coulomb potential for single particles, but on the other hand HF lacks correlation energy.
In KS-DFT, this cancellation cannot be achieved straightforward because of the use of the
exchange-correlation functionals like LDA and GGA that mimic the exchange potential and
approximate the correlation energy, but does not completely eliminate the self-interaction error.
This deficiency becomes particularly problematic for systems that exhibit strong localization
effects, such as defects or surfaces. In such cases, SIE can result in significant systematic errors.

Another fundamental source of error in KS-DFT is the delocalization error (DE), that is ex-
plained in Appendix A. The concept of DE is closely related to SIE. DE and SIE are equivalent
for systems with one electron. Functionals that eliminate DE also eliminate SIE, while func-
tionals free of SIE can still be affected by significant DE [55, 56]. DE in DFT calculations
causes several problems, for example, overestimation of binding energies, lower reaction barriers
and incorrect representations of reaction rates [57], overestimation of the electric polarizabili-
ties of systems, impacting the accuracy of calculations involving electric field interactions [58],
inaccurate predictions of band gaps [59], affecting the alignment of chemical potentials, which
is essential for studying semiconductor systems electron transport in molecular junctions and
electron transfer at material interfaces [60]. Mitigating this issue is, therefore, essential for
applications shown in this thesis.

LDA and GGA tend to cause delocalization, whereas HF method often leads to localization
of electrons [61]. In order to tackle the problem of electron localization/delocalization, hybrid
functionals have been developed. These functionals combine HF exchange with a local or semi-
local exchange-correlation functional in order to closely achieve accurate behaviour [62].

Hybrid Functionals:

The combination of Hartree-Fock theory, which corrects the self-interaction error, with semi-
local functionals, which incorporate both exchange and correlation effects that are ignored in
HF, is known as (global) hybrid exchange-correlation functionals. A fixed fraction α of the
exact exchange, that can be determined empirically or by employing the adiabatic connection
theorem, is mixed with the standard DFT functionals and result in,

Ehybrid
xc = EDFT

xc + α(EHF
x − EDFT

x ). (2.11)

There exist a number of hybrid functionals, each that has a purpose that depends on the studied
system and the investigated properties. For instance, PBE0 is an extention of the PBE functional
that accounts for 25% of HF exchange [63] and can be expressed as,

EPBE0
xc = EPBE

xc + 1
4(EHF

x − EPBE
x ). (2.12)

Another example is B3LYP, a heavily parameterized functional that relies on molecular data and
accounts for 20% of HF exchange. However, B3LYP is not commonly used for hybrid inorganic-
organic interfaces due to its focus on molecular properties, that causes inconsistencies for metals
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Table 2.1: Lattice constants (Å) for different TMDC materials (MoSe2, MoS2, WS2, and
WSe2) from experimental measurements, and first principles calculations using different
parameter values of ω and α.

Material MoSe2 MoS2 WS2 WSe2
Lattice Constant (Å)

Experimental 3.30 [70] 3.16 [70] 3.15 [71] 3.28 [71]
ω = 0.5, α = 0.5 3.251 3.137 3.137 3.262
ω = 0.472, α = 0.5 3.249 3.135 3.152 3.260
ω = 0.11, α = 0.25 3.262 3.144 3.157 3.271

and interfaces [64].

It is important to note that HF exchange energy present in equation 2.11 is not calculated
based on the optimal HF Slater determinant as in HF theory. Instead, it is evaluated using the
orbitals of the non-interacting KS system. Therefore, the non-local evaluation of EHF

x results
in the exchange-correlation approximation no longer being a local approximation. However,
the long-range (LR) part of this exchange interaction poses computational challenges, particu-
larly for metals and narrow-bandgap semiconductors that require dense k-points sampling [65].
Therefore, Heyd et al. proposed the Heyd-Scuseria-Ernzerhof (HSE) hybrid functional [66],
where only the short-range (SR) exchange is treated by mixing a fraction of the HF exchange.
This is achieved through the partitioning of the electron-electron interaction using a smooth
range-separation function (partitioning the Coulomb operator), as:

1
r

= erfc(ωr)
r

+ erf(ωr)
r

. (2.13)

Where the function erf represents the standard error function (LR), while erfc represents its
complement (SR). The parameter ω is used to control the range of separation. When ω tends
towards zero, the long-range interaction diminishes, while when ω approaches infinity, the short-
range interaction vanishes.

The HSE exchange-correlation approximation then reads,

EHSE
xc = αEHF,SR

x (ω) + (1 − α)EP BE,SR
x (ω) + EP BE,LR

x (ω) + EP BE
c (ω). (2.14)

The HSE functional offers significant advantages for molecular electronics and related fields
by enabling the modeling of molecules attached to conducting surfaces, and it has shown that
it gives good results for structural and electronic property calculations in both molecules and
solids, thus, it is convenient for studying complex systems like surface chemisorption and im-
purities in semiconductors [67, 68]. Moreover, HSE06 functional has shown to provide accurate
characterization of the electronic structure in perfect crystals and a wide range of defects in
group-IV semiconductors [69]. In this thesis, we utilize HSE06, where α = 0.25 with ω = 0.11
Bohr−1. This choice of ω has shown to provide lattice constants closer to experimental values
for monolayer TMDCs, as shown in table 2.1.
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Despite the advantages of HSE06 in accurately describing various properties, there are still
some limitations. For example, cohesive energies are generally underestimated in HSE06 [72].
It has been shown that the combination of DFT (PBE/HSE06) with the van der Waals (vdW)
interactions results in significant improvement in the cohesive properties of ionic solids and
semiconductor [73].

2.2.4 Van Der Waals Interactions (vdW)

vdW forces are also known as dispersion forces that arise from instantaneous fluctuations of
the electronic clouds surrounding atoms and molecules. They were originally proposed by F.
London in the early 1930s, and they play a significant role in intermolecular interactions [74].
This interaction is expressed as a multipole expansion series of the Coulomb potential, where
each term is inversely proportional to the distance between the interacting particles ( 1

R) and
given by the equation:

EV DW = −
∞∑

n=6

Cn

Rn
. (2.15)

The dominant contribution in the above equation comes from the first term (∝ 1
R6 ) that cor-

responds to the induced dipole-dipole interactions and it is attributed to the attractive forces
between particles at large distances. Therefore, to account for long range interactions as vdW
interactions, they can be integrated into DFT in two popular ways:

1. Functionals with non-local correlation: Non-local correlation terms are introduced to these
functionals in order to capture the long range interactions. The electron density and its gradients
at different points in space are considered in the exchange-correlation potential [75, 76].

2. Empirical or semi-empirical corrections: These corrections are added to the DFT energies.
The most common approach is the pairwise-additive dispersion correction, which is applied to
the DFT-optimized Kohn-Sham energy and has the form,

EV DW = −1
2
∑

A ̸=B

fdamp(RAB)C6,AB

R6
AB

, (2.16)

where A and B represent all combinations of atoms in the system, RAB is the interatomic
distance between atoms A and B, C6,AB is the effective interaction parameter between atoms
A and B, and fdamp is a damping function that is empirically determined based on the method
employed.

Various schemes have been developed to determine the C6 coefficients for vdW interactions [77–
80]. The following have been employed in this thesis:

1. TS-vdW: This method focuses on two-body vdW interactions. It proposes a mixing scheme
to determine C6 coefficients for heteronuclear interactions when having the knowledge of
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the corresponding homonuclear coefficients. As such,

C6,AB = 2C6,AAC6,BB

α0
B

α0
A
C6,AA + α0

A

α0
B
C6,BB

, (2.17)

where C6,AA and C6,BB are the homonuclear C6,AB coefficients, and α0
A and α0

B are the
corresponding reference polarizabilities [81].

2. vdWsurf : To account for collective effects in surface systems, such as screening, the pair-
wise vdW interaction described earlier needs to be modified using Lifshitz-Zaremba-Kohn
model (LZK) [82, 83]. Then the expression for the vdW energy in the LZK model is given
by,

Esurf
vdW ≈ −

∫
dV ns

C6,As

R6 , (2.18)

where index A denotes a distant molecule, s represents an individual atom of the surface,
and ns is the number of atoms per unit volume of the surface [84].

3. Many Body vdW Schemes: When the density of a system increases, then the impact of
collective interactions becomes more pronounced. Therefore, the many-body dispersion
(MBD) model [85] offers a more precise and realistic description of interactions in a wide
range of systems compared to two-body interactions described above. MBD considers
the system as a collection of harmonic oscillators. The interaction between oscillators is
truncated at the dipole terms, resulting in a Hamiltonian,

ĤdipHO =
∑

i

p̂2
i

2 +
∑

i

miν
2
i

2 |̂ri − Ri|2 +
∑
j<i

qiqj(r̂i − Ri) · T̂(Rj − Ri) · (r̂j − Rj),

where r̂ and p̂ are the positions and momenta of the oscillators, respectively, qi are the
charges that determine the strength of the interaction between the oscillators, mi is the
mass of the oscillator, νi is the frequency, Ri are the centers of the oscillators, and T̂(Rj −
Ri) is a dipole-dipole interaction tensor.

To use the MBD model, the dipole-dipole interaction tensor needs to be defined. Then
the polarizability is converted from an atomic property to a continuous function. A recent
development, is the non-local MBD correction, that expands its applicability to ionic sys-
tems [86]. MBD-NL introduces a more generalized approach to obtain the polarizability
of a density through the Vydrov-Van Voorhis (VV) functional, instead of atomic polariz-
abilities as in the previous methods. The screened polarizability is then calculated, taking
into account screening effects. This process is repeated until convergence is achieved then
the final T̂ is used and the Hamiltonian is diagonalized inorder to get the vdW energy.

vdW forces have a significant influence on the thermodynamic stability and electronic
properties of TMDCs, where the layers are held together by vdW forces. Specifically,
MBD-NL method has significant impact on hybrid organic-inorganic interfaces and systems
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as shown for benzene adsorbed on Ag(111). For instance, HSE was used with MBD and
showed good agreement with experimentally measured adsorption distance and adsorption
energy [87].

2.2.5 Spin-Orbit coupling (SOC)

Spin-orbit coupling (SOC) refers to the relativistic interaction between the spin of an electron
and its orbital motion. The spin of the electron is quantum mechanically described as the
intrinsic angular momentum, while the orbital motion describes the movement of the electron
within an external potential, such as an electric field or crystal potential. SOC has a profound
impact on the electronic and optical properties of materials. For example, SOC can cause
energy level splitting and lifting of degeneracy in electronic states, that can in turn, lead to the
emergence of novel states and phases, such as excitons [88]. It is particularly strong in transition
metals due to their large nuclear charge and this leads to significant changes in the electronic
and magnetic properties of TMDCs [89].

The SOC correction used in this work is integrated as a correction to the scalar-relativistic
eigenvectors in a post-processing manner. Details of the SOC implementation in FHI-aims and
the derivation of the SOC Hamiltonian from the Dirac equation are explained in reference [90].

2.3 Density Functional Perturbation Theory (DFPT)

In this thesis, DFPT was employed to calculate the response of the electronic structure with
respect to an external electric field perturbation. DFPT is implemented in FHI-aims package
(the details of the implementation are shown in reference [91]). FHI-aims is an ab initio package
that offers an all-electron approach combined with a real-space grid representation of the density.
FHI-aims expresses the Kohn-Sham orbitals ϕi(r⃗) as a linear combination of basis functions. The
basis functions used are localized numeric atom-centered orbital (NAO) basis functions. FHI-
aims provides pre-constructed basis sets for all elements of the periodic table. These basis
sets are organized in tiers, with increasing accuracy achieved by adding radial functions and
hydrogen-like functions [92].

2.3.1 The general procedure of Coupled Perturbed Self-Consistent Field
(CPSCF)

In the context of time-independent perturbation theory, the Kohn-Sham energy functional in
equation 2.5 is augmented with an additional small electronic perturbation denoted as EE [ρ].
This perturbation accounts for the effects of external influences or interactions beyond the basic
Kohn-Sham framework. The corresponding operator for this perturbation that has the form
ĥE = −r · E. By including this perturbation, the modified Kohn-Sham energy functional
captures additional contributions to the total energy of the system.

We can expand the Kohn-Sham Hamiltonian, single particle wavefunction, and energy around
a small electric field with a strength of eγ along the direction γ. The expansions can be written
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as follows:

ĥKS(eγ) = ĥ0
KS + ĥ1

KSeγ + . . . (2.19)
ψp(eγ) = ψ0

p + ψ1
peγ + . . . (2.20)

ϵp(eγ) = ϵ0p + ϵ1peγ + . . . (2.21)

Here, ĥ0
KS , ψ0

p, and ϵ0p represent the zeroth-order terms, while ĥ1
KS , ψ1

p, such that the perturbed
Hamiltonian ĥ1

KS is,

ĥ1
KS = ∂ĥKS

∂eγ
= t̂1s + v̂1

ext + v̂1
H + v̂1

xc + ν̂E (2.22)

Where ν̂E = −r , making use of equations (2.20)–(2.21) in the Schrödinger equation, we obtain:

(ĥ0
KS + ĥ1

KSeγ)(|ψ0
p⟩ + |ψ1

p⟩eγ) = (ϵ0p + ϵ1peγ)(|ψ0
p⟩ + |ψ1

p⟩eγ) (2.23)

By considering the first order of eγ , we arrive at the well-known Sternheimer equation:

(ĥ0
KS − ϵ0p)|ψ1

p⟩ = −(ĥ1
KS − ϵ1p)|ψ0

p⟩ (2.24)

By multiplying the equation with ⟨ψ0
q | and numerically solving equation 2.24 after expanding

the response of the wave functions, we obtain the following expression for the density response
ρ1(r):

ρ1(r) =
∑

p

f(ϵp)(ψ0
p(r)ψ1

p(r) + ψ1
p(r)ψ0

p(r)). (2.25)

The term f(ϵp) corresponds to the occupation numbers of states with eigenvalues ϵp. The
expression sums over all the states p and involves the contributions from both the first-order
wavefunctions ψ1

p and the unperturbed wavefunction ψ0
p.

We can approximate the total energy Etot, knowing that the electric field E = (ex, ey, ez) that
in turn can be expressed as a superposition of homogeneous electrical fields with strengths eγ

aligned along the different Cartesian axes γ, by using a Taylor expansion in the zero-field limit:

Etot(E) ≈ E0
tot +

∑
γ

µγeγ + 1
2
∑
γ,δ

αγδeγeδ + ... (2.26)

Where E0
tot is the energy of the system in the absence of an electric field, µγ is the dipole moment

of the system along the γ direction, αγδ is the polarizability of the system, and higher-order
terms have been neglected. Here, γ and δ are cartesian directions. The polarizability αγδ is
defined as the second derivative of the electronic energy EE [ρ] with respect to the electric field
components eγ and eδ at E = 0:

αγδ = ∂2EE [ρ]
∂eγ∂eδ

∣∣∣∣
E=0

(2.27)
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The corresponding energy to the above mentioned ĥE operator has the form,

EE [ρ] = −
∑

γ

∫
rγeγρ(r)dr, (2.28)

then substituting equation 2.28 in equation 2.27, the polarizability of the system in its ground
state is,

αγδ = −
∫
rγ
∂ρ0(r)
∂eδ

∣∣∣∣
E=0

dr. (2.29)

Where ρ0 is the ground-state density. For periodic systems, the polarization P and polarizability
are defined per the unit cell volume V . This leads to,

αγδ = V
∂Pγ

∂eδ

∣∣∣∣
E=0

= −
∫

u.c
rγ
∂ρ0(r)
∂eδ

∣∣∣∣
E=0

dr, (2.30)

evaluating this expression directly by a definite integral is not possible due to the ill-defined
nature of r̂γ in periodic boundary conditions. Instead, the position operator is replaced by
exploiting the commutation relation

[ĥ0
KS, r] = −∇. (2.31)

Details can be found in ref [91]. The next chapter will delve further into the electromagnetic
theory, presenting both the classical treatment of the electromagnetic field and the quantum
treatment of the system’s polarization, connecting to DFPT.
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3 | Probing Structural Vibrations with Ra-
man Spectroscopy

3.1 Introduction

In this chapter, the principles and theoretical foundations of Raman spectroscopy, including
classical and quantum descriptions are briefly described. In addition to the calculation of Ra-
man intensities, and a practical applications on MoS2 monolayers is presented. TERS and its
applications is then discussed as a higher resolution method that enhances the Raman signal
and overcomes diffraction limit of Raman. The development of local near-field effects from first
principles and the role of substrates in chemical enhancement are then presented.

3.2 Principles of Raman Spectroscopy

The fundamental principle of Raman spectroscopy is the interaction between light and mat-
ter [93]. In this technique, a sample is exposed to light from a source, which excites the sample
and results in scattered photons being emitted in various directions. These scattered photons
can undergo two types of scattering: elastic scattering and inelastic scattering. The dominant
interaction is elastic scattering, known as Rayleigh scattering, where there is no change in fre-
quency, as depicted in scheme 3.1. However, a small fraction of the photons undergo inelastic
scattering, leading to a frequency shift known as Raman scattering.

In Raman scattering, there are two possible indirect transitions, via virtual state: (1) the tran-
sition of the system from its ground state to a higher vibrational excited state, causing a red
shift in frequencies. This shift in the frequency is recognized as the Stokes shift, and attributed
to the Stokes Raman scattering. (2) Anti-Stokes Raman scattering, which involves scattered
photons possessing greater energy than the incident photons. This corresponds to the system
transitioning from a higher vibrational state to the ground state, inducing a blue shift in fre-
quencies.

In a Raman spectrum, the Stokes scattering peaks have a stronger intensity compared to the
anti-Stokes scattering peaks. This is because the ground state, is more populated than the
higher energy state in thermodynamic equilibrium. Consequently, the rate of transitions from
the more populated lower state to the higher state (Stokes transitions) is higher than the rate
in the opposite direction (anti-Stokes transitions).
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Figure 3.1: Schematic representation of a) Stokes, b) Rayleigh and c) anti-Stokes Raman
scattering, the thick lines represent the electronic states while the thin lines correspond to
the vibrational states.

3.2.1 Understanding Raman Scattering: Classical Description and Theory

The classical theory of the Raman effect is based on the concept of molecular polarizability. As
such, distortion in the electron density is caused due to the application of external electric field
on the molecule. This distortion in turn creates an induced electric dipole moment, µ, in the
molecule that is proportional to the product of the polarizability, α, and the strength of the
applied electric field, E, as,

µi = αijEj . (3.1)

Looking at equation 3.1, the polarizability is a tensor of rank 2. One can consider an electric
field in the j direction with the form,

Ej = E0
j cos(2πν0t). (3.2)

The sinusoidal representation of the electric field is based on the assumptions of classical elec-
tromagnetic theory. The assumption of monochromaticity assumes that the wave consists of a
single frequency, allowing us to describe the electric field with a specific frequency. Therefore,
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µi = αijE
0
j cos(2πν0t), (3.3)

where E0
j is the amplitude of the electric field and ν0 is the frequency of the incident field.

Moreover, the polarizability tensor can be expanded in terms of the normal coordinate, u, using
a Taylor series around equilibrium position as follows,

αij = α0
ij +

∑
k

(
∂αij

∂uk

) ∣∣
0uk +

∑
k,l

(
∂2αij

∂uk∂ul

) ∣∣
0ukul + · · · (3.4)

The subscript "0" in the derivative corresponds to the value at the equilibrium position. The
first term α0

ij corresponds to the value of the polarizability tensor at the equilibrium point, uk

and ul correspond to the k-th and l-th normal vibrations of the molecule, respectively.

Considering only the first approximation term for one normal mode n, then: αij = α0
ij + α′

nun,
where α′

n =
(

∂αij

∂un

) ∣∣
0.

We consider that the normal coordinate behaves like a harmonic oscillator, so that it has the
following form un = An cos(2πνnt+ϕn), where νn is the vibrational frequency, with the amplitude
of the normal vibration An, and ϕn is the initial phase of the vibration. Then, we obtain

µi = α0
ijE

0
j cos(2πν0t) + 1

2α
′
NE

0
jAn cos [2π(ν0 ± νn)t± ϕn] . (3.5)

This oscillating dipole moment changes its direction periodically. This oscillation causes the
emission of electromagnetic radiation as scattered light with shifted frequency that is directly
related to the frequency of the dipole’s oscillation.

According to the classical description, Raman scattering involves the interaction of a sinusoidal
electric field with a vibrating molecule, resulting in an equation of a dipole moment that consists
of three terms: the induced dipole moment with the same frequency as the incident light of
frequency ν0, Rayleigh scattering term, an anti-Stokes term at frequency ν0 + νn and a Stokes
term at frequency ν0 − νn.

At this level of approximations, we obtain a condition (selection rules) for the existence of Raman
scattering,

α′
n ̸= 0. (3.6)

In other words, Raman scattering is active only for vibrational modes that produce a change in
polarizability. This selection rule depends on the symmetry properties of the molecule or the
crystal and are determined by group theory [94]. In our investigation, we focus on the dynamic
behavior of solids. In crystal, the normal mode displacement has the form,

un = An(q, ωn) cos(q · r − ωnt), (3.7)

where q and ωn represent the wavevector and frequency of the normal mode, respectively.
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As it was explained earlier that the polarizability tensor αij describes the response of individual
molecules or atoms to an electric field, a similar quantity called the susceptibility tensor χij .
χij describes the collective response of a bulk material to an electric field. Therefore, within the
linear regime, the induced polarization in solids is given as pi = χijEj .

Using the fact that the incident electromagnetic wave is defined as Ej = E0
j cos(kj · r −ωjt), we

arrive at a similar expression for the electric polarization as for the molecules (equation. 3.5),

pi = χ0
ijE

0
j cos(ω0t)

+ 1
2
∂χij

∂un
An(q, ωn)E0

j [cos ((kj − q) · r − (ωj − ωn)t)

+ cos ((kj + q) · r − (ωj + ωn)t)] .

(3.8)

The momentum conservation principle, expressed as ks ± q = kj , where ks represents the
momentum of scattered light and the ± sign relates to Stokes and anti-Stokes processes. The
magnitude of the momentum transfer, q=|kj − ks|, is notably smaller than the typical Brillouin
Zone (BZ) size in crystalline systems. As a result, this interaction is confined to vibrations
occurring at the BZ center (Γ point).

The expression ∂χij

∂un
An(q, ωn) within the given context establishes the definition of the Raman

tensor Rij,n. This tensor quantifies how susceptible χij is to the displacement of the vibrational
mode un. The importance of the Raman tensor becomes apparent when investigating the Raman
active modes, which exhibit non-zero intensity. This intensity, denoted as I, and defined as
follows [95, 96]:

I ∝
∣∣∣eI

i ·Rij,n · eS
j

∣∣∣2 . (3.9)

Here, eI and eS denote the polarization vectors characterizing the incident and scattered light,
respectively. The intensity of a Raman mode originates from the interaction among the compo-
nents of the Raman tensor with the polarization of both the incident and scattered light. To end
up wit a non-zero intensity signal, the Raman tensor has to have a non-zero matrix elements.
The values of these matrix elements are defined by the particular irreducible representation of
the phonon modes. For further reading, the reader is to referred to the comprehensive work by
Peter Y. Yu and Manuel Cardona [97].

3.2.2 Quantum Treatment

As the electromagnetic radiation is treated using classical methods, the system interaction to
the radiation is treated using quantum mechanics. The induced electric dipole moment arises
from a transition between an initial state i and a final state f . The complete transition electric
dipole is represented as follows,

pfi = ⟨ψf |p̂|ψi⟩. (3.10)
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In this equation, |ψf ⟩ and |ψi⟩ correspond to the perturbed wave functions of the initial and
final states of the system, respectively, and the operator p̂ is electric dipole moment operator
for the system, written as,

p̂ =
∑

j

rj . (3.11)

In analogy to the wavefunction expansion discussed earlier (as described in section 2.3), dipole
transition moments can also be formulated as a series expansion:

pfi = p
(0)
fi + p

(1)
fi + p

(2)
fi + . . . . (3.12)

Where,

p
(0)
fi = ⟨ψ(0)

f |p̂|ψ(0)
i ⟩ (3.13)

p
(1)
fi = ⟨ψ(1)

f |p̂|ψ(0)
i ⟩ + ⟨ψ(0)

f |p̂|ψ(1)
i ⟩ (3.14)

p
(2)
fi = ⟨ψ(1)

f |p̂|ψ(1)
i ⟩ + ⟨ψ(2)

f |p̂|ψ(0)
i ⟩ + ⟨ψ(0)

f |p̂|ψ(2)
i ⟩ (3.15)

The transition moment p(0)
fi corresponds to a direct transition between the unperturbed states

f and i. The first-order is associated with conventional Rayleigh and Raman scattering phe-
nomena. While, the second-order term components are related to hyper Rayleigh and Raman
scattering effects. In this work, we focus on the first order transition moment and using equa-
tion 3.11, it becomes,

p
(1)
fi =

∫ [
ψ

(1)∗
f (r)ψ(0)

i (r) + ψ
(0)∗
f (r)ψ(1)

i (r)
]

r dr. (3.16)

Now, ψ(1)∗
f (r)ψ(0)

i (r)+ψ(0)∗
f (r)ψ(1)

i (r) resembles the first-order electronic density, ρ(1)
fi , associated

with the transition between the initial state and the final state, then,

p
(1)
fi =

∫
rρ

(1)
fi (r)dr. (3.17)

This is analogous to the polarizability term introduced (equation 2.29) in the DFPT (section 2.3),
that is the method of focus in this work.

3.2.3 Example: MoS2 monolayer

As an illustration, in figure 3.2, the Raman spectra of MoS2 monolayer and bulk are shown. The
two prominent peaks are the ones that correspond to the E2g/E

′
2g mode and to A1g/A

′
1g modes.

The primes refer to the monolayer modes. E2g/E
′
2g is the in-plane vibration of the S and Mo
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Figure 3.2: Left: Schematic representation of phonon active modes and their symmetry
labels in bulk and monolayer. Right: The relative Raman spectra are presented, normalized
with respect to the intensity of the Raman mode associated with the polarizability tensor
element zz of MoS2, for both bulk and monolayer structures. The Raman intensity accounts
for the zz and xy polarizability tensor components, showcasing the corresponding results.
The calculations are performed using PBE+MBD.

atoms, while in A1g/A
′
1g Mo atoms move in opposite directions in the out of plane direction,

where this mode acts red shifted in the monolayer. It is shifted from 410.8 cm−1 in the bulk to
402 cm−1 in the monolayer, indicating a change in the vibrational properties of the lattice due
to the reduction in dimensionality.

The calculation of the polarizability tensor was performed using DFPT with the PBE exchange-
correlation functional. As it was demonstrated above, that the arrangement of polarizations has
a notable impact on the interactions between the electric field vectors and the Raman tensors
associated with particular vibrational modes. For the A1g mode, the basis functions of this
mode is z2 in the D3h symmetry group. While, for the E2g mode, the choice of polarization
along the xy direction results in a non-zero dot product in equation 3.9. More details about the
the Raman tensor for D3h symmetry which TMDCs belong to is found in reference [98]

The calculation of Raman intensity was done through a python script, that I have wrote during
my PhD that is distributed with the FHI-aims program package under the name "get_vibrations.py".
This script was based on previous existing infrastructure.
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3.3 Principles of Tip-enhanced Raman spectroscopy (TERS)

Figure 3.3: Schematic representation of various optical imaging techniques. (a) Far-field
microscopy: Traditional microscopy technique where the resolution is limited by the diffrac-
tion limit of light. (b) Synge’s idea of metal surface with aperture (c) Tip-enhanced Raman
spectroscopy (TERS).

The diffraction limit is defined as the minimum resolvable distance between two point-like objects
based on the interference pattern formed by diffracted light. To overcome this limit, extensive
efforts has been made to enhance the resolution of Raman spectroscopy. These efforts date back
to the 1920s, first with Synge who proposed an enhancement of resolution by using a metal plate
with a small illuminated opening [99]. Pohl et al. in 1983 managed to successfully implemented
Synge’s idea by using a metal-coated quartz crystal tip with a small aperture [100]. They have
achieved a sub-diffraction-limited imaging with a spatial resolution of 25 nm. However, the de-
velopment of scanning probe microscopy techniques such as atomic force microscopy (AFM) [101]
and scanning tunneling microscopy (STM) [102], enabled the invention of a new technique called
Near-field scanning optical microscopy (NSOM) [103, 104]. This technique combines scanning
probe microscopy with optical microscopy and thus allows for a sub-diffraction-limit resolution.
It uses a metal-coated optical fiber tip as a near-field probe [105, 106]. Another practical method
was developed to overcomes limitations of NSOM called Scattering scanning near-field optical
microscopy (s-SNOM) [107]. It utilizes a nanoparticle at the focal point of light as a comple-
mentary element to the aperture. It avoids the issues associated with the aperture tip [108] and
it allows for spatial resolution determined by the size of the tip apex radius [109, 110]. Further
trials have been investigated to enhance the s-SNOM technique such as TERS [21–23], which
combines Raman spectroscopy with near-field enhancement for highly sensitive imaging.

TERS utilizes what is called the localized surface plasmons (LSPs) [111], which are activated by
scattering at irregularities on the tip apex, that in turn offers enhanced Raman spectroscopy.
To explain the concept of LSP, the valence electrons of the metal at the tip apex start to
oscillate collectively when an electric field matches the LSPs’ frequency at resonance. These
oscillations, can be mathematically described as a quasi-particle called plasmon. For metal
nanopartiles since the valence electrons are those who undergo the collective oscillation is then
called localized surface plasmon (LSP). The amplification of the TERS signal is influenced by
factors like electron density, effective mass, apex radius of the tip, and the choice of metal.
Normally the metal is either silver or gold [112, 113]. These factors predominantly contribute
to the electromagnetic enhancement in TERS.
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In addition to the electromagnetic enhancement provided by LSPs, there is another contribution
known as the chemical enhancement in TERS. The chemical enhancement in TERS can be
attributed to several factors: (1) charge transfer between the molecule and the metal tip, (2)
orbital hybridization between the molecule and the tip in the electronic ground state, and (3)
resonance between the external field and a molecular electronic transition. It is important
to note that the separation between chemical and electromagnetic enhancement is not a clear
cut [114–116]. These enhancements will be further explored and quantified in sections 3.4 and
3.5.

Figure 3.4: Raman spectra of Pyridine, in red using homogeneous field and in blue using
near field with tip at 4 AA above the center of mass using PBE+TS-VDW and tight settings,
in the FHI-aims code.

3.3.1 Accounting for Local Near-Field Effects in Ab Initio DFPT

To simulate TERS, a combination of DFPT and time-dependent density functional theory
(TDDFT) is employed. DFPT, as discussed in chapter 2, allows for the computation of the
electronic density’s response to an electric field, which determines the non-resonant vibrational
Raman cross sections. On the other hand, TDDFT enables the calculation of the near-field
distribution for various atomistic tip geometries. By combining DFPT and TDDFT, it becomes
possible to account for the near-field effects, considering the different tip geometries. Details
will be discussed in subsection 3.4 and an example is given in the next subsection.
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3.3.2 Example: Pyridine

Figure 3.4 shows the Raman spectra of Pyridine obtained using both homogeneous and near
field method that will be presented in the next section. This method is an approximation to
TERS spectroscopy, where the PBE+TS-VDW exchange correlation functional is used, and only
the αzz component of polarizability is taken into account. We use the method developed and
described in section 3.4 to compute TERS. This just serves as pedagogical example. For the
TERS simulation, the Pyridine center of mass molecule was placed 4 Å below the tip. The
homogeneous field Raman spectrum of Pyridine has six Raman-active modes in this direction,
which are demonstrated in figure 3.4.

New modes become Raman active with TERS, which are in-plane modes and labeled as a, b,
and c in the figure. This suggests that TERS is useful in enhancing Raman scattering and
making previously inactive modes active, which could provide more insights into the molecular
properties and structure of molecules and materials. More details are given in the next section.

3.4 Paper I: First-Principles Simulations of Tip-Enhanced
Raman Scattering Reveal Active Role of Substrate
Influence High-Resolution Images

As mentioned previously, TERS is a high resolution imaging technique operating at sub-atomic
scales. It enables the enhancement of Raman scattering signals through a highly localized
electromagnetic field. Theoretically, most implementations depend on simplistic approximations
of the local electric field that in turn lead to inaccuracies in the interpretation of experimental
data. To overcome this hurdle, a novel method is proposed in this work that is based on TD-
DFT and DFPT. TD-DFT provides the distribution of the local field generated by the metalic
tip. On the other hand, DFPT enables the computation of density response taking into account
the realistic local electric fields experienced by the molecules due to the tip instead of just a
homogeneous field.
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ABSTRACT: Tip-enhanced Raman scattering (TERS) has emerged as a powerful tool to
obtain subnanometer spatial resolution fingerprints of atomic motion. Theoretical calculations
that can simulate the Raman scattering process and provide an unambiguous interpretation of
TERS images often rely on crude approximations of the local electric field. In this work, we
present a novel and first-principles-based method to compute TERS images by combining
Time Dependent Density Functional Theory (TD-DFT) and Density Functional
Perturbation Theory (DFPT) to calculate Raman cross sections with realistic local fields.
We present TERS results on free-standing benzene and C60 molecules, and on the TCNE
molecule adsorbed on Ag(100). We demonstrate that chemical effects on chemisorbed
molecules, often ignored in TERS simulations of larger systems, dramatically change the
TERS images. This observation calls for the inclusion of chemical effects for predictive theory-
experiment comparisons and an understanding of molecular motion at the nanoscale.

The atomic motion in materials and molecules drives
structural changes and chemical reactions, thus, being of

fundamental importance in areas as diverse as nanotechnology
and biochemistry. Usually, vibrational modes are characterized
indirectly through vibrational spectroscopy techniques that are
incapable of resolving the motion of individual nuclei.
Visualizing such motions with high spatial and temporal
resolution is a long-sought goal that would allow an
unambiguous understanding of certain physical and chemical
processes.1 For individual molecules adsorbed on certain
substrates, this visualization has been recently addressed by tip-
enhanced Raman scattering (TERS).2

TERS spectroscopy is a powerful technique developed in the
last two decades that seamlessly integrates the chemical
specificity provided by Raman spectroscopy with the spatial
sensitivity of scanning probe microscopy (SPM).3−6 Similar to
other surface-enhanced techniques, the working principle of
TERS relies on using the strongly localized plasmonic field
produced at the tip apex by an external electromagnetic field,
which enhances the Raman signal by several orders of
magnitude.7,8 Unlike conventional spectroscopic techniques,
where the spatial resolution is limited by the Rayleigh
diffraction limit, near-field-enhanced techniques do not present
this optical restriction. Indeed, depending on the shape of the
tip apex and other experimental parameters, TERS setups can
lead to subnanometer spatial resolution.9 TERS has been used
to monitor catalytic processes at the nanoscale,10 study
plasmon-driven chemical reactions,11,12 characterize 2D
materials,13−15 and probe redox reactions at the solid/liquid
interface.16,17 Arguably, the most impressive achievement
obtained with TERS is the real space visualization of the

vibrational modes of a single molecule, reported a few years
ago.2

Regarding the physical processes underlying single-molecule
TERS and the associated simulation protocols, there are still
many points that need clarification. Besides the enhancement
due to the strong localization of plasmonic electromagnetic
fields (EM), there are three other possible enhancement
mechanisms normally discussed in the literature and referred
to as “chemical mechanisms”:18 (i) the enhancement due to
the chemical interaction (e.g., orbital hybridization) between
molecule and substrate or molecule and tip in the electronic
ground state (chem-GS); (ii) the enhancement due to a
resonance of the external field with a molecular electronic
transition (chem-R); and (iii) the enhancement due to a
charge transfer caused by the excitation-induced charge
reorganization between the molecule and substrate or tip
(chem-CT). While the EM mechanism is believed to be
dominant in most cases, its relative importance is still under
debate.19−21 For example, when the distance between a tip and
a molecule is small enough to form a molecular point contact, a
dramatic enhancement likely caused by chem-CT has been
reported.22−25

Several methods to simulate TERS spectroscopy have
recently been developed, with the aim of helping to interpret
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the increasing amount of experimental observations. There are
methods based on phenomenological assumptions, which
describe the localization of the near field by a bell-shaped
function with a predefined width2,26,27 or which describe the
local field by an oscillating dipole.28,29 These methods are
relatively easy to implement and computationally inexpensive,
but they are not ab initio and, thus, have limited predictive
power. Other methods incorporate a realistic (classical)
description of the near field,30−32 but the computational cost
becomes prohibitively expensive for medium-sized systems,
and a quantum description is restricted to a small region. All of
these methods have provided valuable insights in specific
situations. However, it is known that the exact atomistic
structure of the tip influences the near field in nanoplasmonic
junctions33−35 and that considering the electronic quantum
effects in the description of nanoplasmonic fields is mandatory
in certain conditions.33,35

In this work, we present a methodology that bridges the gap
between some of the existing approaches. Our methodology
incorporates a realistic description of the near field and retains
a modest computational cost, making it applicable to adsorbed
and large molecules. To achieve this, we employ density
functional perturbation theory (DFPT) to compute the
electric-field response of the electronic density that defines
the nonresonant vibrational Raman cross sections but
incorporate a realistic near-field distribution which we obtain
from time-dependent density functional theory (TD-DFT)
calculations of different atomistic tip geometries. In this way,
we can capture the chem-GS and EM Raman enhancement
mechanisms in our calculations at a cost comparable to
phenomenological methods for medium and large systems but
within a first-principles framework.

We consider a system composed of a molecule placed
between a substrate and a metallic tip that lies at some position
above the molecule (see Figure 1). If the distance between the
tip and the substrate is larger than a few angstroms, there is no
overlap of the corresponding charge densities, and therefore
the interaction between the two components is dictated
essentially by classical electrostatics.36 We study the effect
induced on this system by a time-dependent transverse
electromagnetic field, hereafter termed the external far field.
Within the dipole approximation, this field is homogeneous. By
formally separating the tip Hamiltonian from that of the rest of
the system, we can write

= · + · +H t H E t H E t V t( ) ( ) ( ) ( )f f
0
sm sm

0
tip tip int

(1)

where the labels “sm”, “tip”, and “int” refer to the substrate plus
molecule subsystem, the tip subsystem, and the interaction
between subsystems, respectively. H0 refers to the unperturbed
Hamiltonians, are the corresponding dipole operators, and
E̅f(t) = (λxn̂x + λyn̂y + λzn̂z) cos(ω0t), where λx,y,z are the
electromagnetic field strengths, ω0 is the electromagnetic field
frequency, and n̂x,y,z are unit vectors along each Cartesian
direction. In the expression above, it is implicit that we work in
a Coulomb gauge.

To move forward, we make further assumptions. The first
assumption is that the tip is not influenced by the presence of
the molecule and substrate (justified by the previously assumed
long distance between these components and a neutral
molecule−substrate subsystem). This allows the calculation
of the time-dependent electronic density ρtip by the real-time
propagation of the Kohn−Sham states of the isolated tip under
the influence of an external field in TD-DFT, assuming a
dipolar light−matter coupling. Then, the (electrostatic)
interaction between the tip and the rest of the system can be
computed as

=
| |

=r R r
r R

r r
r RV t

t
t( , ; ) d

( , ; )
( , ; )int sm tip

tip tip

sm
tip sm tip

(2)

where rsm refers to the positions of the electrons belonging to
the substrate−molecule subsystem and Rtip refers to the
position of nuclei of the tip subsystem. In eq 2, we defined the
time-dependent electrostatic potential of the tip, Φ̂tip (often
called Hartree potential), which is a central quantity for the
current method. Indeed, under the current assumptions, the
effect exerted on the substrate by the tip can be described by
its Hartree potential. The ‘;’ symbol in eq 2 has been used to
emphasize the parametric dependence of Φ̂tip on the position
and spatial arrangement of the nuclei in the tip, Rtip.

The second assumption is that the strength of the external
far field is small, such that the response of the tip lies in the
linear regime; i.e., one can perform a Taylor expansion of Φ̂tip
around zero-field strength (λ = 0) and truncate it at first order.
The linear response regime was confirmed for the calculations
presented throughout the paper (see Figure S4) and can be
also verified in experimental setups. Then, considering that the

Figure 1. Schematic depiction of the proposed method. The full system and its corresponding full Hamiltonian, Ĥ (left), are approximated by that
of the substrate−molecule subsystem, Ĥsm (center), which includes the perturbative terms associated with the external far field, Ef, and the local
field generated by the tip plasmonic oscillations, Φ̂tip, obtained from TD-DFT calculations. The calculation of TERS spectra proceeds through
density-functional perturbation theory for the calculation of polarizability tensors.
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system is at the ground state before an excitation by the laser
field, Φ̂tip(t = 0) = Φ̂GS

tip , and that responses are local in the
frequency domain in the linear regime,37 we can write the
substrate−molecule Hamiltonian in a particular Cartesian
direction α as,

= + + +
=

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑ
R

H H
( ; )sm

0
sm

GS
tip sm tip 0 tip

0

(3)

where Φ̃tip(ω0; Rtip) denotes a time Fourier transform of Φ̂tip(t;
Rtip) evaluated at ω0. In the last line, a perturbation of the
substrate−molecule subsystem is neatly defined. The first term
inside the square brackets describes the dipole interaction
between the substrate with the homogeneous far field, while
the second term describes the interaction with the local field
generated by the tip. The latter term gives rise to the EM
enhancement mechanism and the modified selection rules
present in TERS spectroscopy. See a more detailed derivation
of eq 3 in Section I of the Supporting Information (SI).
Equation 3 is suitable to be treated within the time-independent
DFPT in order to find the static polarizability of the molecule
and substrate, α, which enables the calculation of the
nonresonant Raman signal.38 In this work we calculate
harmonic nonresonant Raman intensities, IRaman as

I
Q

( )i
zz

i

Raman
2

(4)

where αzz is the zz component of the polarizability tensor and
Qi and ωi represent the eigenmode and eigenfrequency of the i-
th vibrational normal mode, respectively. In this work, we
consider exclusively the αzz component since it is the direction
normally regarded as the most relevant in TERS experi-
ments2,25 and allows us to compare with previously reported
spectra.26,29 However, the method can be used to describe any
polarization dependence of the incoming and detected light by
including other components of the polarizability tensor in the

calculation of the Raman signal.25,39,40 Furthermore, it is
possible to combine this approach with more sophisticated
approximations of the Raman signal that can capture the
anharmonicity of the vibrational modes, which could be
relevant for more flexible molecules.41,42

In Figure 1, we show a schematic depiction of the proposed
method. The electronic oscillations created by the external
field generate an oscillating Hartree potential, Φ̂tip, whose
gradient is the so-called local (longitudinal) electric field, and
its maximum intensity is situated a few angstroms below the tip
apex.43 The advantage of centering the approach on Φ̂tip rather
than the local field and its gradient is, besides its mathematical
simplicity, the fact that all the terms in the multipolar
expansion are automatically incorporated and no origin-
dependence problems arise. All magnetic contributions are
ignored as usually done for nonmagnetic materials.44 We note
that the enhancement of the incident field is included, while
the enhancement of the scattered field is ignored. To obtain
the correct dependence of the enhanced Raman intensity with
respect to the local field, the incorporation of dipole
reradiation effects are required.31,45 Approximate corrections,
based on the dressed tensor formalism, can be incorporated by
choosing a coordinate origin and performing a Taylor
expansion with respect to the incident fields.44,46 Within the
formalism presented in this paper, a modified version of the
latter approach would lead to an unphysical origin dependence.
Thus, and similarly to most of the existing methods to simulate
TERS images,2,20,29,47 the predicted signal intensity reported in
this work follows a |E|2 dependence instead of the expected |E|4
for large tip-molecule distances.18,31,48

We start by analyzing the local Hartree potential generated
by different Ag tip geometries. We considered tetrahedral tips
with a one-atom apex (tip-A) and a three-atom apex (tip-B) as
shown in Figure 2a,e, respectively.22 The fields Φ̃tip were
calculated using the Octopus code49,50 with the LDA
exchange-correlation functional (see simulations details in
Section II in the SI). The use of an arguably small model tip
structure to study plasmonic near-field distributions from an
atomistic first-principles perspective is justified by the fact that

Figure 2. Energy and spatial dependence of the tip Hartree potential from TD-DFT simulations. Panel (a) shows the structure of the tip-A model.
Panel (b) shows the normalized Φ̃tip along the (x = 0, y = 0, z) line. Panels (c) and (d) show normalized two-dimensional cuts at 3.22 eV and z
equal to 4 and 6 Å below the tip apex. Panels (e)−(h) are analogous to panels (a)−(d) for the tip-B model. In all plots the origin is defined at the
center of the tip apex position.
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the plasmon peak of Ag clusters is well separated from the
interband transitions even for small clusters.51−53 Figure 2b,f
shows the magnitude of Φ̃tip as a function of the laser energy
and distance from the tip apex. In both cases, the maximum
Φ̃tip is found at 1.4 Å below the tip apex and at 3.22 eV. The
intensity of the potential decays to its half-value at 4 and at 5 Å
below the tip apex for tip-A and tip-B, respectively. We
analyzed larger tip sizes and verified that the overall shape of
Φ̃tip is not significantly altered and the plasmonic peak
approaches the visible range in agreement with previous
studies51 (Figure S3 in the SI). The two-dimensional cuts of
Φ̃tip for tip-A and tip-B, presented in the remaining panels of
Figure 2, show that the field maximum is found exactly below
the apex of tip-A and below the three atoms that constitute the
tip apex for tip-B. Interestingly, at 6 Å below the tip apex, the
shape of Φ̃tip of the two models becomes indistinguishable,
which suggests that, for substrate−tip distance greater than 6
Å, the fine details of the apex should be negligible in TERS
imaging experiments. In passing, we note that at 4 Å below the
tip apex the distribution of the local field resembles that of a
2D Gaussian function to some extent. However, a Gaussian
profile can neither adequately describe the rapid change of
intensity at the center of the distribution nor capture any radial
asymmetry (see Section III in the SI).

We proceeded by computing TERS spectra for the free-
standing benzene molecule. Benzene has been investigated
several times as a proof-of-concept molecule26,29 and it allows
us to compare the current method with others proposed in the
literature. We calculated Raman intensities with the FHI-

aims54 code and the LDA functional, where the DFPT
implementation55 has been extended to include the local field
as prescribed by eq 3 and to account for plasmonic terms in
the electronic-density response of metallic clusters.56 We
consider a benzene molecule in a flat orientation, as depicted
in Figure 3a, and compute the TERS spectra for different tip−
molecule distances, d, as shown in Figure 3b. In these
calculations, tip-A was used, and its apex was aligned to the
center of the benzene molecule. We remark that only the signal
coming from the αzz component of the polarizability tensor is
shown. By analyzing the projected density of states of the
benzene−tip system (see Section III in the SI) we concluded
that, for distances larger than 3 Å, the assumption that there is
no chemical interaction between the two subsystems is valid.
Moreover, by analyzing the molecularly induced dipole at
different tip−molecule relative positions, we verified that we
are within the applicability realm of first-order perturbation
theory at these molecule−tip distances (see Section II in the
SI).

The inhomogeneity of the local field induces changes in the
TERS spectra in two distinctive ways compared to the
standard (homogeneous field) Raman spectrum. On one
hand, the intensity of the peaks at 1015 and 3121 cm−1 (a1g) is
enhanced with respect to the homogeneous field case. On the
other hand, the a2u mode at 654 cm−1 which is Raman inactive
becomes active in the TERS spectrum, which denotes a new
selection rule arising from the spatial variation of the local field.
In Figure 3 panels (c)−(e), we show the normal mode
eigenvectors of selected vibrational modes, and in panels (f)−

Figure 3. TERS simulation of gas-phase benzene from local-field DFPT calculations. (a) Sketch of the simulation setup. (b) Simulated harmonic
TERS spectrum of the benzene molecule for different tip−molecule distances, d, compared to the homogeneous-field case. Only the signal coming
from the αzz component is shown for all cases. The observed enhancement is nonlinear with the molecule−tip distance since higher-order
derivatives of the local potential start to contribute to the signal at the shortest distances.44 (c−e) Normal mode eigenvectors of selected vibrational
modes with their respective symmetries and frequencies. (f−h) TERS images of the selected vibrational modes for a molecule−tip apex distance of
4 Å. See Figure S12 in the SI for the TERS image of the 1015 cm−1 peak.
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(h), their corresponding TERS images. The images were
obtained by computing the TERS spectra at different lateral
positions of the tip with respect to the molecule at a constant
height of 4 Å. The intensities of the corresponding vibrational
mode were then plotted in a 2D heat map. While the images of
the modes located at 828 and 3121 cm−1 show distinctive
patterns that are comparable to the ones obtained by other
methods, the results for the mode located at 654 cm−1

obtained by our approach differs significantly.26,29 Although
all of the methods would agree if the local field would be
modeled by a given set of parameters, this example

demonstrates the advantage of employing a parameter-free
method, with easy-to-verify assumptions.

An interesting application of TERS spectroscopy is the
determination of relative molecular orientations.9,44,57 Here,
we evaluated the possibility of identifying the orientation of the
C60 molecule using the current framework. In Figure 4, we
report the TERS spectra of C60 in three different orientations.
While we observe that the local field causes a nonuniform
enhancement of peak intensities, the peaks that are active in
the calculations with a homogeneous field, i.e., the Hg and Ag
modes, are not sensitive to the specific molecular orientation.

Figure 4. (a) Depiction of C60 molecular orientations. Pentagon (green), hexagon (red), and vertex (blue) refer to the molecular geometries with
the corresponding face closest to the tip. (b) TERS spectra of the C60 molecule with the tip apex placed at 4 Å above the “X” mark in (a). The
intensities of the spectra are normalized with respect to the intensity of the Ag(2) peak. (c) TERS images for the Ag(2), Gg(5), and Hg(2)
vibrational modes. In all cases, the intensities are normalized to the corresponding spectrum maximum.
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Conversely, some of the new peaks that emerge due to the
local field, such as Gg(5) and Hg(2), present a more
pronounced orientation dependence. Indeed, the correspond-
ing TERS images, depicted in Figure 4, display characteristic
patterns that could be used to identify the molecular
orientation in sufficiently sensitive TERS experiments.

Finally, we consider the tetracyanoethylene (TCNE)
molecule as a representative of strong interaction with metallic
substrates.58 TCNE is a strong electron acceptor due to the

four cyano-group low-energy orbitals conjugated to the central
C−C bond59 and has been investigated as a room temperature
molecular magnet.60 To study the impact of chem-GS
enhancements on TERS spectra, we consider three scenarios:
(i) The TCNE molecule with its optimized geometry in the
gas phase (TCNEgas), (ii) the molecule adsorbed on Ag(100)
(TCNE@Ag(100)), and (iii) the molecule in the gas-phase
but fixed at the adsorbed geometry (TCNEads). The Ag(100)
surface was modeled by a 3-layer 4 × 4 cluster, and we

Figure 5. (a) Sketch of simulation setup of TCNE adsorbed on a Ag(100) cluster. (b) Simulated TERS image of TCNE in isolation (TCNEgas,
black), of TCNE in isolation but at the adsorbed geometry (TCNEads, orange), and of TCNE at the Ag(100) cluster discussed in the text
(TCNE@Ag(100), red). Tip apex was placed on the molecular center of mass at a distance of 4 Å. (c, f, i, and l) Normal mode displacement
vectors of selected vibrational modes of TCNE@Ag(100). The surface has been deleted for clarity. (d, g, j, and m) TERS images of the depicted
normal modes for TCNEads. (e, h, k, and n) TERS images of the depicted normal modes for TCNE@Ag(100). In all cases a molecule−apex
distance of 4 Å was employed. Frequency within square brackets in panel (m) denotes the lack of an equivalent normal mode eigenvector in the
TCNEads calculation.
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employed the PBE functional in our DFPT calculations (see
more details and convergence tests in Section II of the SI). The
size limitation of the cluster models employed here is dictated
only by technical issues regarding the implementation of
DFPT for systems with fractional occupations, which can be
easily overcome in the near future. In fact, we have recently
computed TERS images of semiconducting systems containing
nearly 200 atoms.61 Still, a few algorithmic hurdles need to be
overcome to further increase the applicability of the method, as
implemented in the FHI-aims code. For instance, the
formulation of the DFPT response in real space and with
the presence of a local field under periodic boundary
conditions needs to be addressed.

TCNE is a planar molecule in the gas-phase. Upon
adsorption with a flat orientation, the TCNE molecule arcs
with the CN groups pointing toward the Ag atoms, and the
nitrogen atoms coordinate Ag atoms that form a 3 × 3 square,
as depicted in Figure 5a. The TCNE molecule becomes
negatively charged upon adsorption, exhibiting an elongated
central C−C bond.59 We estimated the molecular charge to be
0.6 e using a procedure described elsewhere.62 The TCNEgas,
TCNEads, and TCNE@Ag(100) TERS spectra, calculated
according to eq 4, are presented in Figure 5b with black,
orange, and red curves, respectively. The TCNEgas spectrum
presents three main peaks. The ones at 144 and 557 cm−1

correspond to out-of-plane modes, while the vibrations at 2239
cm−1 correspond to the in-plane CN stretching mode. The
TCNEads spectrum also presents three major peaks at 207,
555, and 2119 cm−1, which correspond to analogous
vibrational modes. However, due to the deformation of the
molecular geometry, some of the vibrational frequencies are
considerably red or blue-shifted. In addition, this spectrum
presents several satellite peaks of relatively low intensity. The
TCNE@Ag(100) spectrum is around 2 orders of magnitude
more intense than the other spectra due to chem-GS
enhancement. While the peak at 2127 cm−1 preserves the
CN stretch character and is considerably enhanced, the modes
at around 200 and 550 cm−1 mix with other normal modes and
show a relatively smaller intensity enhancement. A new high-
intensity peak appears at 1235 cm−1 and corresponds to the
central C−C stretching mode.

In the remaining panels in Figure 5, we present TERS
images for selected vibrational modes. To make a legit
comparison and to isolate the effect caused by chem-GS
enhancement, we only compare TCNEads with TCNE@
Ag(100) (same molecular geometry), and in the evaluation of
eq 4, we use the normal modes associated with the TCNE@
Ag(100) structure. The TERS images of the central C−C
stretching mode are shown in panels (d) and (e) and present
comparable shapes with most of the Raman signal localized in
the vicinity of the molecular center. However, the TCNEads
image shows two clearly separated spots with the highest
intensity at each side of the molecule along the central C−C
bond axis. The intensity at the center of the molecule is
relatively small, as shown in the 1D spectra. In panels (g), (h),
(j), (k), (m), and (n) we present other vibrational modes that
show TERS activity, including out-of-plane and in-plane
molecular motions. The TERS images when including the
Ag atoms are remarkably different even though we are
considering the same geometry and nuclear displacements in
the calculations. This observation proves that the symmetry of
the normal modes does not exclusively determine TERS
images and chem-GS effects can play a decisive role in

determining the shape and intensity of the image. Moreover,
neither a normal-mode analysis, a simple symmetry argument,
nor a frequency comparison between TCNEads and TCNE@
Ag(100) calculations seems to be able to predict, a priori, the
impact of the chem-GS enhancement on the shape of the
TERS images. We also verified that adding a negative charge to
the TCNEads calculations does not reproduce the TCNE@
Ag(100) results (see Figure S14 in the SI). This highlights
once again the necessity of a first-principles calculation
including the substrate.

In summary, we have presented a new first-principles
method to compute TERS spectra and images that retains
computational efficiency. The method does not rely on
simplistic models for the tip geometry and its generated field
and is able to capture EM and chem-GS types of Raman signal
enhancement. It enables the calculation of TERS spectra and
images at a substantially reduced computational cost. In fact, as
shown in SI, Section V, we estimate a 4 orders of magnitude
reduction in computational cost with respect to full real-time
TD-DFT simulations.63,64 We presented results for three
molecules: Two that physisorb on metallic substrates (benzene
and C60) and one that chemisorbs (TCNE). For the former
cases, we showed that the predicted TERS images differ from
simplified approaches unless specific parameters are calibrated
and confirmed that TERS spectroscopy can be used determine
molecular orientations, even for highly symmetric molecules.
For the latter, we showed that the chemical interaction
between the molecule and the substrate leads to drastic
changes in the TERS images, which reveal that the chemical
enhancement shows atomic-scale variation.

The method proposed in this paper can be seamlessly
coupled to ab initio (path integral) molecular dynamics
simulations, to capture anharmonic and finite temperature
(quantum) anharmonic effects.41,65,66 A calculation of the
Raman intensities from a TD-DFT evaluation of the
frequency-dependent polarizability tensors is also possible
and would give access to resonant Raman scattering, thus
capturing the chem-R enhancement mechanism.63,67 More-
over, by using methods with lower computational cost, such as
density functional tight-binding,68 one could in principle
converge the calculations with respect to the tip size.

The accuracy of the method we propose remains to be fully
benchmarked, since a reference theoretical TERS calculation
including all effects of light−matter coupling in the semi-
classical limit69,70 has not yet been reported in the literature.
Nevertheless, this method bridges an important gap in terms of
accuracy and computational cost among existing approaches to
TERS simulations, facilitating the interpretation of TERS
experiments for realistic complex systems. We hope that the
reported results motivate new single-molecule TERS experi-
ments on inorganic−organic interfaces composed of chem-
isorbed molecules relevant to electronic and light-harvesting
applications.71−73
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I. THEORY

A. Systems in the Presence of a Near Field

Consider a system perturbed by a transverse electromagnetic field. Under the long-

wavelength approximation, the system is described by a Hamiltonian of the form

Ĥ = Ĥ0 − µ̂ ·En
⊥(t), (1)

where Ĥ0 refers to the unperturbed Hamiltonian, µ̂ the system dipole operator, and En
⊥(t) =

(λxn̂x +λyn̂y +λzn̂z) cos(ω0t), where λx,y,z are the electromagnetic field strengths and n̂x,y,z

are unit vectors in each Cartesian direction. For clarity, in the following we consider the

perturbation along a particular Cartesian direction α, since they are separable, but the

derivation is easily generalized. Moreover, we consider, for the current derivation, that

nuclei are clamped in space.

We shall consider that our system can be divided in two clearly distinguishable parts that

we name ‘sm’ (i.e. substrate plus molecule) and tip which allows us to write the Hamiltonian

of the full system as

Ĥα = Ĥsm
0 − λαµ̂

sm
α cos(ω0t) + Ĥtip

0 − λαµ̂
tip
α cos(ω0t) + Ĥ int, (2)

where the label ‘int’ refers to ‘sm-tip’ interaction.

We will assume that the tip is not influenced by the presence of the molecule, which allow

us to write a tip Hamiltonian,

Ĥtip
α = Ĥtip

0 − λαµ̂
tip
α cos(ω0t), (3)

and obtain the time-dependent wave function
∣∣Ψtip

α (rtip, t)
〉

without reference to the molecule

subsystem. Moreover, the lack of influence of the molecule on the tip implies that the

interaction is purely electrostatic (charge transfer or dispersion are not possible). This

approximation is reasonable for neutral molecules and for all but very small tip-molecule

distances. Under the previous assumptions the interaction Hamiltonian gets transformed in

an effective interaction Hamiltonian, Ĥ int,eff defined as the following expectation value
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〈
Ψtip

α (rtip, t;Rtip)
∣∣ Ĥ int(rtip, rsm, t)

∣∣Ψtip
α (rtip, t;Rtip)

〉
= Ĥ int

α (rsm, t;Rtip)

= e

∫
dr
ρtipα (r, t;Rtip)

|r̂sm − r|
= eΦ̂tip

α (rsm, t;Rtip)

(4)

where rsm (rtip) refers to the position of electrons that belong to the substrate-molecule

(tip) subsystem, Rtip refers to position of nuclei that belong to the tip subsystem, and the

’;’ symbol has been used to emphasis the parametric dependence. Φ̂tip
α (r, t;Rtip) is the time-

dependent Hartree potential generated by the tip upon interaction with the α component of

the far field, and it depends on the position operator and parametrically on the coordinates

of the tip. It represents the key quantity of the new approach. For reasons that will become

clear later, we shall expand the time-dependent Hartree potential around zero field strength,

Φ̂tip
α (r, t;Rtip) = Φ̂tip

α (r, t;Rtip)|λα=0 + λα
∂Φ̂tip

α (r, t;Rtip)

∂λα

∣∣∣∣
λα=0

+O(λ2)

≈ Φ̂tip
GS(r;Rtip) + λα

∂Φ̂tip
α (r, t;Rtip)

∂λα

∣∣∣∣
λα=0

(5)

where we used the fact that in the absence of an external field, the tip is in the electronic

ground state (GS). Since we consider a continuous laser and using the fact that linear

responses are local in the frequency domain (i.e. the density oscillates predominantly at the

frequency of the external field), we can conveniently write

∂Φ̂tip
α (r̂, t;Rtip)

∂λα

∣∣∣∣
λα=0

= ℜ
[
∂Φ̃tip

α (r, ω0;R
tip)

∂λα

∣∣∣∣
λα=0

]
cos(ω0t) (6)

where Φ̃tip denotes the Fourier transform the tip Hartree potential. We note that since we

are interested in the simulation of time-independent TERS spectroscopy which represents

a steady-state excitation, we have the freedom to arbitrarily define the initial time and

therefore keep either the real or imaginary part in Eq. 6. However, for later consistency, we

have chosen the former and will use this fact later on.

By introducing Eq. 4, 5 and 6 into Eq. 2 and collecting all the terms that depend on the

molecular degrees of freedom and are linear on λ, we arrive at the following expression for
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the molecular Hamiltonian

Ĥsm
α = Ĥsm

0 + Ĥ int
α (r̂sm, t;Rtip) − λαµ

sm
α cos(ω0t)

=Ĥsm
0 + Φ̂tip

GS(r;Rtip) + λα

{
− µsm

α + ℜ
[
∂Φ̃tip

α (r, ω0;R
tip)

∂λα

∣∣∣∣
λα=0

]}
cos(ω0t)

(7)

We remark that the previous expression is origin independent and that Eq. 3 presented

in the main text represents its time-independent version.

B. Time Independent Density Functional Perturbation Theory

In the framework of Kohn–Sham (KS) DFT, the total energy can be expressed as func-

tional of the electron density, ρ, as

E(0)[ρ] = Ts[ρ] + Eext[ρ] + EH[ρ] + Exc[ρ] + Enn[ρ] (8)

where Ts, Eext, EH, Exc, and Enn are the kinetic energy of non-interacting electrons, the

external energy due to the the electron-nuclei electrostatic attraction, the Hartree energy,

the exchange-correlation energy, and the nuclei-nuclei electrostatic interaction energy , re-

spectively.

The ground-state total energy is obtained variationally under the constraint that the

number of electrons is constant which leads to the Kohn–Sham single-particle equations

ĥKSψp = ϵpψp, (9)

where ψp and ϵp are the KS single particle states and energies, and

ĥKS = t̂s + ν̂ext + ν̂H + ν̂xc (10)

is the KS single particle Hamiltonian. All the terms on the right hand-side of the previous

equation are single-particle operators which represent the kinetic energy, t̂s, the external

potential, ν̂ext, the Hartree potential, ν̂H and the exchange-correlation functional, ν̂xc. The

ground-state electronic density is computed by ρGS(r) =
∑

p f(ϵp)|ψp(r)|2 where f is the

occupation function.
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We now consider a perturbation due to an external electromagnetic field, in the framework

of time independent perturbation theory. The energy functional gets an extra term, EE[ρ],

and the perturbed KS single-particle Hamiltonian can be expressed as

ĥKS(ϵα) = ĥ
(0)
KS + ĥ

(1)
KSλα + . . . (11)

where λα is the strength of the external field along the direction α, ĥ
(1)
KS is the first order

response of the Hamiltonian operator given by

ĥ
(1)
KS = +ν̂

(1)
ext + ν̂

(1)
H + ν̂(1)xc + ν̂E, (12)

and ν̂
(1)
E is the (still not specified) coupling operator between the system and the external

electromagnetic field. By introducing analogous expansions for the single-particle states

(ψp = ψ
(0)
p + ψ

(1)
p ϵα + . . . ) and their eigenenergies (ϵp = ϵ

(0)
p + ϵ

(1)
p λα + . . . ) , one reaches the

well-known Sternheimer equation which reads

(ĥ
(0)
KS − ϵ0)ψ

(1)
p = −(ĥ

(1)
KS − ϵ1)ψ

(0)
p . (13)

The solution of the Sternheimer equation gives direct access to the density response defined

as

ρ(1)α (r) =
∂ρ(r)

∂λα
=

∑

p

f(ϵp)[ψ
(1)
p (r)ψ(0)

p (r) + ψ(0)
p (r)ψ(1)

p (r)], (14)

and allows for the calculation of the induced dipole as

µind
α =

3∑

β=1

λβ

∫
drρ

(1)
β (r)rα =

∑

β

λβααβ, (15)

in which we identify the components of the polarizability tensor as

ααβ =
∂µind

α

∂λβ
=

∫
drρ

(1)
β (r)rα. (16)

It is central to the following developments that we arrived to Eq. 16 without determining

the specific nature of the perturbation, ν̂E, besides the assumption that it is weak enough to

allow the omission of electrical non-linear effects. We now consider different suitable forms

for ν̂E.
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1. Homogeneous Field Perturbation

In most of the Raman experiments the frequency of the (monochromatic) external elec-

tromagnetic field falls in the visible range. In these cases, the field remains approximately

constant across the molecular dimensions and it is valid to apply the long-wavelength ap-

proximation. Thus, for this homogeneous and time-independent field, EE is expressed as

EE[ρ] = −λ ·
∫
drρ(r)r, (17)

and the corresponding single-particle operator becomes

ν̂E = −r. (18)

2. Linear Field

The next step towards the inclusion of spatial-dependent fields is to consider a field with

a non-vanishing gradient. The extra energy term becomes

EE[ρ] = −
∑

α

λα

[ ∫
drρ(r)rα −

∑

β

1

2

∫
dr
∂λα
∂rβ

ρ(r)rαrβ

]
, (19)

and the single-particle operator is given by

ĥ
(1)
KS = ν̂

(1)
ext + ν̂

(1)
H + ν̂(1)xc − rα −

∑

β

1

2

∂λα
∂rβ

rαrβ. (20)

It is clear to see that this approach becomes impractical rather quickly if one wants to

consider higher-order derivatives. Moreover, if the field is not strictly linear, the previous

expression becomes origin dependent since the value of ∂λα

∂rβ
is position dependent.

3. Inclusion of Near Fields

We now consider that the Hamiltonian is given by Eq. 7, but in its time independent

form. The perturbation up to the first order is given by

−µα + ℜ
[
∂Φ̃tip

α (r, ω0;R
tip)

∂λα

∣∣∣∣
λα=0

]
(21)
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and the energy gain can be expressed as

EE[ρ] =
∑

α

λα

[
−

∫
drρ(r)rα +

∫
drρ(r)ℜ

[
∂Φ̃tip

α (r, ω0;R
tip)

∂λα

∣∣∣∣
λα=0

]]
. (22)

The first order response of the Hamiltonian operator is given by

ĥ
(1)
KS = ν̂

(1)
ext + ν̂

(1)
H + ν̂(1)xc − rα + ℜ

[
∂Φ̃tip

α (r, ω0;R
tip)

∂λα

∣∣∣∣
λα=0

]
. (23)

We note that in this case, the ground-state KS Hamiltonian ĥ0KS also gets modified by

the addition of the Φtip
GS term.

Summary of approximations and assumptions in the derivation of Eq 7

What follows is a point-by-point summary of the approximation and assumptions em-

ployed in the previous section:

• Eq. 1: Dipole coupling between the system and the far-field.

• Eq. 2: The interaction between the tip and substrate is dictated by classical electro-

statics.

• Eq. 3: the tip is not influenced by the presence of the substrate.

• Eq. 5: the external far field strength is small enough, such that the response of the

tip lies in the linear regime.

• Eq. 11: the external far field strength is small enough, such that the response of the

substrate is linear with respect of the local field strength.

II. METHODS

A. DFT and DFPT calculations

All the electronic DFT and DFPT calculations were carried out using FHI-aims code1

with the ‘light’ default settings for numerical grids and basis sets. The calculations for the

benzene molecule were carried out with LDA exchange correlation functional as parame-

terized by Perdew and Wang2. The calculations for the TCNE molecule in the gas phase
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and adsorbed on Ag(100) were carried out with the PBEexchange-correlation functional in-

stead, to have a better description of the charge transfer between the metal substrate and

the molecule. A pair-wise van der Waals correction specifically tailored for hybrid organic-

inorganic systems was used in all the calculation containing the Ag(100) surface3. The

Ag(100) cluster was modeled by a 3-layer 4 × 4 cluster where only the first two top layers

were allowed to relax and the atoms on the bottom one were kept fixed in their bulk posi-

tions. Selected calculations were repeated with a 3-layers 5× 6 cluster model, see discussion

in section IV. The cluster models were created using the atomic simulation environment

(ASE)4 using a 4.157 Å lattice constant for Ag. The geometries were relaxed within FHI-

aims up to a maximum residual force component per atom of 0.005 eV/A. In Fig. S1,

the minimum energy structures of the TCNE molecule adsorbed in the cluster models are

depicted.

We compared the projected density of stated (PDOS) of the cluster calculations with

the ones obtained from periodic calculations using a 3-layer Ag 3 × 4 slab and a k-grid of

4 × 4 × 1. As shown in Fig. S2, the PDOS of TCNE on the cluster model is in reasonable

agreement with the periodic calculations and markedly different from the gas phase PDOS.

The calculation of the Raman intensities were performed by the evaluation of Eq. 4 in

the main text by a symmetric finite difference approach. All the atoms in the molecule were

displaced by 0.002 Å along all Cartesian directions. All the presented TERS images were

computed with 0.5 Å × 0.5 Å resolution after verifying with the benzene molecule that using

a 0.25 Å× 0.25 Å resolution does not result in significant changes on the image.

B. TD-DFT calculations

The real-time TDDFT calculations were carried out with the Octopus code5,6 , employing

the adiabatic local density approximation (ALDA) to describe exchange-correlation effects

unless stated otherwise. The field perturbation was introduced by a Dirac delta perturbation

in time, also known as ‘kick ’, at the initial time with field strength k, E = −ℏk/eδ(t), which

causes the initial wavefunction to instantaneously acquire a phase factor. We utilized a time

step of 0.0065 atomic units of time to integrate the time-dependent Kohn-Sham equations

of motion and run the simulations for 30000 steps, saving the Hartree potential every 10

steps in cube file format. We employed field strengths between 5×10−4 Å−1 and 1.5×10−3
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FIG. S1: Top and lateral view of 4 x 4 (top) and 5 x 6 (bottom) cluster models employed

to study the adsorption of the TCNE molecule adsorbed at Ag(100).

Å−1, and verified to be within the linear-response regime (see Fig. S4 ). The derivative of

Φtip with respect to the field strength was obtained as

∂Φ̃tip(r, ω)

∂λfarγ

=

∫
dteiωtϕtip(r, t)∫
dteiωtℏk/eδ(t)

,

=

∫
dteiωtϕtip(r, t)

ℏk/e
.

(24)

In all the TERS calculations the plasmonic frequency was chosen, i.e. ω = 3.22eV .

III. VALIDATION TEST

In Fig. S3, we show Φ̃tip obtained for different tip sizes. The overall shape of Φ̃tip below

the tip apex is not significantly modified. However, the plasmonic peak approaches the

visible range in agreement with previous studies7.

S9



-4 -3 -2 -1 0 1 2 3

0

1

2

3

4

5

P
D

O
S

 (
a
rb

. 
u
n
it
s)

-4 -3 -2 -1 0 1 2 3

0

1

2

3

4

5

P
D

O
S

 (
a
rb

. 
u
n
it
s)

C PDOS N PDOS Ag PDOS

-4 -3 -2 -1 0 1 2 3

E - E
Fermi

(eV)

0

1

2

3

4

5

P
D

O
S

 (
a
rb

. 
u
n
its

)

Periodic

Cluster

Gas Phase

FIG. S2: Projected density of states of TCNE molecule adsorbed at Ag(100) periodic slab

(top), TCNE molecule adsorbed at Ag(100) cluster (center), and TCNE molecule in the

gas phase (bottom). Carbon, nitrogen and silver atomic PDOS are depicted by black, red

and blue curves, respectively. A baseline depicted as a gray line has been added for clarity

in all the panels.

In Fig. S4 we show the dependence of Φ̃tip with respect to the kick strength. At all the

considered positions below the the tip apex, a linear dependence is observed

We studied the dependence of the molecular induced dipole, µind, with respect to the kick

strength by performing TD-DFT simulations with a kick for a system composed of tipA and

a benzene molecule at 4 Å below it. Fig. S5a shows the three different tip-molecule relative

positions considered for this test. To isolate the molecular contribution from the much larger

tip contribution, we computed µind by integrating a region containing only the molecule (see

Fig. S5b). We verified that in this region, the electronic density integrates to the number of

electrons in the molecule. In Fig. S5, we show the dependence of µind with respect to the kick
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FIG. S3: Comparison Φ̃tip for different tip sizes. a) Tip smaller than tip-A (20 Ag atoms)

b) tip-A (35 Ag atoms) c) Tip bigger than tip-A (84 Ag atoms). The tip apex was set at

the origin of coordinates as depicted in Figure 2a in the main text.
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FIG. S4: Linearity of Φ̃tip with respect to the kick strength. Dots corresponds to Φ̃tip

values at different distances, d, below the tip apex. Dashed lines are linear fits of the data

points.

strength and find a linear dependence. This confirms that we are within the applicability

realm of first-order perturbation theory. Moreover, the change of intensity of the induced

dipole follows the same trend as the TERS image presented in the main text (see Fig3 g)

with a maximum at d=2.5Å.

To analyze the shape of the local electromagnetic field, ∂Φ̃tip/∂z, we fitted it by a Gaus-

sian function defined as

f(x, y) = A0e
−( 1

2σ2
x
(x−x0)2+

1

2σ2
y
(y−y0)2)

+B0, (25)
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FIG. S5: a) Visual representation of the benzene molecule and the the 3 lateral positions

of the tip apex considered for this test. b) Electronic density along the z-direction (main

tip axis) integrated along the orthogonal xy plane. Molecular induced dipoles, µind, were

obtained by integrating the electronic density for ∞ < z < −1.8 Å (gray area) c)

Dependence of |µind| at 532 nm with respect to the kick strength at different tip-molecule

relative positions.

where (x0, y0) are the coordinates of maximum, and A0 and B0 are a normalization constant

and an offset, respectively.

Fig. S6 and S7 show two-dimensional Gaussian fits of ∂Φ̃tip/∂z for tip-A model structure

at 4 Å and 1.5 Å below the tip apex, respectively. On the former case, the Gaussian fit

reproduces to some extent the reference TD-DFT data, but the fit presents a more moderate

increase at its center and underestimates the maximum intensity by 20%. On the latter case,

a Gaussian fit completely misses the rapid variation and sign change of local field observed

in the reference data. In Fig. S8 and S9, we show analogous plots for the tip-B model

structure. While a Gaussian fit for the data at 1.5 Å is clearly inadequate, at 4.0 Å the

fit looks acceptable besides the fact that it cannot capture the radial asymmetry present in

the reference data. We remark that in this work only tip-molecule distances greater than

4 Å have been considered.
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FIG. S6: Gaussian fit of a two-dimensional slice of ∂Φ̃tip/∂z for tip-A model structure at

4 Å below the tip apex. a) Normalized two-dimensional heat map. Dashed lines represent

0.5 isocontours. b) One dimensional cuts along x=0 Å and y=0 Å. Solid black line and

gray dashed line represent the reference and Gaussian fit data, respectively. The tip apex

was set at the origin of coordinates as depicted in Figure 2a in the main text.

FIG. S7: Same as figure S6 for a slice taken at 1.5 Å below the tip apex.
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IV. ADDITIONAL TERS IMAGES

In Fig. S12 and S14, we show further TERS images for the benzene and TCNE molecules,

respectively.
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FIG. S12: TERS simulation of gas-phase benzene from local-field DFPT calculations.

Normal mode displacements (a) and TERS images (b) of the the 1015 cm−1 (a1g) mode for

a molecule-tip apex distance of 4 Å.

To further verify the convergence of the TERS calculations with respect to the cluster

size, we performed TERS simulations at some representative tip-molecule relative positions.

In Fig. S13, we show the position dependence of the TERS signal along the molecular axis

for six vibrational normal modes. In all cases, the results obtain with the small cluster are

in semi-quantitative agreement with the ones obtained with the larger cluster.

V. COMPUTATIONAL SAVING OF THE PROPOSED METHOD

The reduced computational cost of the DFPT calculation with respect to the full real-time

TDDFT simulations can be easily verified by comparing the two methods. However, as two

different implementations are used for both methods, a completely fair, code-independent

comparison is not possible at the moment. Instead, we state the cost of a typical calculation

of each type with both codes, operating at optimal conditions of parallelization in CPUs.

The timing for the TDDFT run (using the Octopus code) with a Dirac-delta perturbation to

calculate the polarisability of a system comprising a silver tip A plus a benzene molecule (47

atoms) is of 324 core-hours (Intel Xeon IceLake-SP processors), in the Raven supercomputer
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FIG. S13: a) Schematic depictions of the axis along which the TERS calculations were

performed. b)-g) Normalized TERS intensity for selected vibrational modes.

installed at the Max-Planck Computing and Data Facility (https://docs.mpcdf.mpg.de).

The computational cost of the DFPT calculations (using the FHI-aims code) on the equiv-

alent system and machine is 0.02 core hours. While it is true that the DFPT calculation

needs as input the Hartree potential obtained from the TDDFT run, the same potential

can be used for any tip position, while each tip position demands a separate TDDFT cal-

culation. The comparison of the cost demonstrates an approximately 15000-fold increase

in computational efficiency, which will become larger for tip models containing more metal

atoms. Furthermore, while the DFPT calculations have a N log(N) scaling with respect

to the number of atoms (N) up to systems with an ≈ size of around 1000, the TDDFT

implementation scales as N3.
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FIG. S14: Simulated TERS images of TCNE in isolation, but at the adsorbed geometry

with the addition of 1 electron to the molecule without further geometry relaxation

(TCNEads-1e). a), b), c) and d) Normal mode displacements of selected vibrational modes

of TCNE@Ag(100). The surface has been deleted for clarity. e), f), g) and h) TERS

images of the depicted normal modes for TCNEads. In all cases a molecule-apex distance

of 4 Å was employed. Frequency within square brackets in panel e) denotes the lack of an

equivalent normal mode eigenvector in the TCNEads1e calculation.
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3.5 Paper II: Charge Transfer-Mediated Dramatic
Enhancement of Raman Scattering upon Molecular Point
Contact Formation

The pursuit of significant enhancement in Raman scattering using plasmonic nanostructures has
garnered considerable interest, particularly in the context of surface- and tip-enhanced Raman
scattering/spectroscopy (SERS and TERS). Recently, a breakthrough in low-temperature TERS
experiments have accomplished sub-molecular spatial resolution that facilitates the direct ob-
servation of individual vibrational modes in their real spatial context [21–23, 112]. In this work,
a low-temperature TERS experimental was realized, which measures the evolution of Raman
scattering of a single C60-molecule in a tip-substrate junction as the tip-substrate distance is
varied. Two distinct transport regimes are observed: the tunneling regime and the molecular
point contact (MPC) regime.

A drastic enhancement of the Raman intensity was observed in the case of MPC for different
substrates (coinage and transition metal surfaces), and with the help of DFT calculations, this
enhancement was attributed to charge-transfer excitation. The DFT calculations provided valu-
able insights into the Raman enhancement mechanisms observed in current-carrying molecular
junctions. This work provides insights that highlight the complex nature of the Raman en-
hancement mechanisms and gives a deeper understanding of the interactions between the tip,
molecule, and surface in TERS experiments.
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ABSTRACT: Charge-transfer enhancement of Raman scattering
plays a crucial role in current-carrying molecular junctions.
However, the microscopic mechanism of light scattering in such
nonequilibrium systems is still imperfectly understood. Here, using
low-temperature tip-enhanced Raman spectroscopy (TERS), we
investigate how Raman scattering evolves as a function of the gap
distance in the single C60-molecule junction consisting of an Ag tip
and various metal surfaces. Precise gap-distance control allows the
examination of two distinct transport regimes, namely tunneling
regime and molecular point contact (MPC). Simultaneous
measurement of TERS and the electric current in scanning
tunneling microscopy shows that the MPC formation results in
dramatic Raman enhancement that enables one to observe the
vibrations undetectable in the tunneling regime. This enhancement is found to commonly occur not only for coinage but also
transition metal substrates. We suggest that the characteristic enhancement upon the MPC formation is rationalized by charge-
transfer excitation.

KEYWORDS: Tip-enhanced Raman spectroscopy, Single-molecule spectroscopy, Current-carrying molecular Junction,
Plasmonic nanocavity

Giant enhancement of Raman scattering using plasmonic
nanostructures has attracted increasing interest because

of its potential for ultrasensitive chemical analysis, known as
surface- and tip-enhanced Raman scattering/spectroscopy
(SERS and TERS).1 In particular, single-molecule SERS/
TERS is a powerful tool to study molecular systems in
nanoscale environments. Remarkably, advanced low-temper-
ature TERS experiments recently demonstrated Raman
imaging with the submolecular spatial resolution reaching
∼1.5 Å, enabling to visualize individual vibration modes in real
space.2,3 The exceptional sensitivity of TERS can be obtained
when a plasmonic tip is brought in close proximity to the
adsorbed molecule anchored on a flat metal surface (below a
few Å gap distance). In such extreme junctions, atomic-scale
structures (corrugation) on metal nanostructures play a crucial
role to generate atomically confined electromagnetic fields
through excitation of localized surface plasmon resonance
(LSPR).4−6 Also, quantum mechanical effects, for example,
electron tunneling across the junction, have a significant
impact on the gap plasmon,7 which will be related to the
enhancement mechanisms in TERS. In addition to the
electromagnetic enhancement effect through the LSPR
excitation, chemical interactions between molecule and metal
cluster(s) can also largely contribute to the Raman scattering

enhancement.8 This chemical enhancement effect was found to
be particularly important when the molecule is fused between
two metal nanoclusters,9 which may be manifested as a
dramatic change of SERS/TERS spectra in plasmonic
nanojunction fused with molecules.10,11 In addition, a
correlation between electric current (conductance) and
Raman spectra of molecular junctions was also reported in
SERS of mechanical break junction12,13 and “fishing-mode”
TERS14 experiments, which is accounted for by molecular
orientation in the junction. However, the exact mechanism is
still imperfectly understood. More recently, we found that
atomic-point contact formation in plasmonic scanning
tunneling microscope (STM) junctions results in dramatic
Raman enhancement, and the exceptional sensitivity is
demonstrated for an ultrathin oxide film on the Ag(111)
surface15 and even for a Si(111)-7 × 7 surface.16 Here, we
show that the dramatic Raman enhancement is operative also
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for molecular point contact (MPC) using single C60 junctions
and propose that the underlying mechanism is rationalized by
charge transfer enhancement.
We first show TERS of C60 molecules adsorbed on the

Ag(111) surface. Figure 1a depicts schematically the TERS
experiment in the STM junction consisting of an Ag tip, an
ordered monolayer of C60 molecules, and the Ag(111) surface
kept at ∼10 K (see Supporting Information for details). The
junction is illuminated by a narrowband continuous-wave laser
at a wavelength (λext) of 532 or 633 nm, which generates a
tightly confined field at atomic-scale protrusions existing on
the tip apex.17 Figure 1b shows the STM image of C60 islands
on the Ag(111) surface recorded under illumination (λext =
532 nm) with an incident power density (Pinc) of 0.33 mW
cm−2 at the junction. The STM appearance represents the
lowest unoccupied molecular orbital (LUMO) when a hexagon
of C60 is facing toward the surface,18 which is in agreement
with previous simulations.19 The stationary tripod shape also
indicates the absence of rotation of the C60 molecules.
Although no far-field Raman signal is detected, the intense
Raman peaks from the C60 molecules can be observed when
the Ag tip is brought into the tunneling regime (Figure 1c).
The Raman intensity (IRaman) linearly depends on the Pinc (see
Figure S1 in Supporting Information), indicating a sponta-
neous Raman process. The IRaman is affected by the tip
conditions, whereas the peak positions are not significantly
shifted (see Figure S2 in Supporting Information). We
estimated the spatial resolution to be <1 nm by recording
TERS at the edge of a C60 island (Figure 1d,e).
The TERS peaks of C60 are assigned according to previous

Raman studies of a solid-state sample at 20 K and the isolated

C60 molecule20,21 as well as the DFT simulations conducted for
the experimental configuration (see Figure S3 in Supporting
Information). The calculated frequencies of the Raman active
C60 vibrations on Ag(111) and in the gas phase are listed in
Table S2 (Supporting Information). An isolated C60 molecule
has in total 174 vibrational degrees of freedom and the
icosahedral symmetry yields 10 distinct Raman-active modes
(2Ag + 8Hg). The TERS spectrum involves all of the Raman
active modes, and the relative intensities between the Ag and
Hg modes are also similar to those observed in a solid state for
λext = 514 nm,22 whereas most of the modes are red-shifted
compared to those in a solid state. Red-shifts of C60 vibrations
were also observed in SERS on a rough Ag substrate.23 The
observed red-shifts on the Ag(111) surface are confirmed by
the DFT simulations (see Table S2 in Supporting Informa-
tion), which can be attributed to softening of the C60 modes
due to the electronic density rearrangement through orbital
hybridization between C60 and Ag(111). As can be seen in
Figures S4 and S5 (Supporting Information), the unoccupied
molecular states strongly hybridize with the surface, and the
LUMO is partially filled. This may be the origin of the
vibrational red-shifts because electron transfer to an antibond-
ing orbital delocalized over the entire molecule causes
expansion of the molecule and hence softening of the
intramolecular bonds.
The TERS peaks in Figure 1c have a shoulder (the Hg(7)

mode appears to be split). This could arise from lifting of
vibrational degeneracies for the Hg modes due to contact with
the surface (see Table S3 in Supporting Information).
However, because the Ag modes are not degenerate, the
shoulder might involve interference between the electronic and

Figure 1. (a) Scheme of the TERS experiment. (b) STM image of C60 molecules on Ag(111) under illumination at λext = 532 nm at 10 K (Vbias =
0.6 V, jSTM = 100 pA; inset: Vbias= 0.1 V, jSTM = 2.6 nA). (c) TERS spectra obtained over a C60 molecule in the island at λext = 532 nm (Ag tip, λext =
532 nm, Pinc = 0.33 mWμm−2, 10 K, scale bar = 500 cps). (d) STM image of the edge of a C60 island where the Raman spectra of (e) are acquired
(Vbias = 10 mV, jSTM = 10 pA). (e) TERS spectra acquired across the edge of the island. The location is indicated in (d) (Vbias = 10 mV, jSTM = 10
pA, λext = 633 nm, Pinc = 0.5 × 105 W cm−2, 10 K, scale bar = 500 cps). All acquisition parameters are listed in Table S1.
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vibrational Raman scattering pathways, yielding a Fano-like
line shape.24 Furthermore, the TERS spectrum shows more
vibrational modes in addition to the 10 Raman-active modes of
free C60. The peak at 347 cm−1 was observed in the previous
SERS experiment,23 which can be assigned to the C60-surface
“bouncing” mode based on the DFT simulations. The other
peaks that are Raman nonactive in the isolated C60 molecule
appear due to symmetry-lowering caused by the adsorption
onto the surface.
Next, we examine the gap-distance dependence of single-C60

TERS including reversible formation and breaking of MPC. As
depicted in Figure 2, a single C60 molecule on Ag(111) is
transferred to the Ag tip apex (hereafter denoted as C60-tip),

and then it is moved toward the bare Ag(111) surface until the
molecule contacts the surface and subsequently it is retracted.
The middle panel of Figure 2c displays a waterfall plot of the
TERS spectra recorded as a function of relative displacement
of the tip−surface distance (Δz) when the C60-tip approaches
the surface. The vertical and horizontal axis corresponds to Δz
and Raman shift (Δν), respectively, and the color scale
represents IRaman. A remarkable observation is the abrupt
increase of the TERS intensity when the C60-tip contacts the
surface. The MPC formation is evident in the STM current
(jSTM) simultaneously recorded with the TERS spectra. The
jSTM shows a well-known jump-to-contact behavior that occurs
when the junction is fused by a point contact.25 The symmetric

Figure 2. (a) STM images before and after picking a single C60 molecule from the island (Vbias = 0.5 V, jSTM = 50 pA, 10 K, scale bar = 2 nm). (b)
Schematic of the Δz-dependent TERS measurement in a single C60 molecule junction. (c) Δz-dependent TERS spectra measured on the Ag(111)
surface recording one cycle of C60-tip approach and retraction (λext = 532 nm, Pinc = 0.33 mWμm−2, 10 K). The left panel shows the simultaneously
obtained jSTM−Δz curve. Although the Vbias is nominally set to zero, the jSTM occurs due to a photovoltage (estimated to be ∼1 mV). The right
panel shows the intensity of the Ag modes as a function of the Δz. The color scale correspods to 600−12000 cps. The top and bottom panels show
the TERS spectra in the tunneling and MPC regime, respectively. The scale bar corresponds to 200 (top) and 5000 cps (bottom).

Figure 3. (a−c) Δz-dependent TERS spectra measured on the Au(111), Cu(111), and Pt(111) surfaces, respectively (Au(111): λext = 532 nm, Pinc
= 0.33 mWμm−2, Vbias = 0 V, 10 K, Cu(111): λext = 633 nm, Pinc = 0.45 mWμm−2, Vbias = 0 V, 10 K, Pt(111): λext = 633 nm, Pinc = 0.45 mWμm−2,
Vbias = 0 V, 10 K). The color scale corresponds to (a) 600−200 000 cps, (b) 0−16 000 cps, (c) 1500−5000 cps. The top and bottom panels show
the TERS spectra in the tunneling and MPC regime, respectively. The scale bar corresponds to 100 (top) and (a) 10 000, (b) 5000, (c) 1000 cps
(bottom).
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behavior of the TERS spectra and the jSTM−Δz curve with
respect to the turning point indicates that the process is
reversible. The TERS intensity is not dependent on the
amount of the direct current flowing in the junction (see
Figure S6 in Supporting Information).
In Figure 2c, some of the vibration modes exhibit a

continuous peak shift as a function of Δz, which is more
pronounced after MPC formation. The DFT calculations
predict that a mechanical deformation of C60 results in blue-
shifts for all vibrational modes (see Table S4 in Supporting
Information), whereas the electronic charge rearrangement
caused by the MPC formation results in red-shifts as discussed
above. In experiment, we observe that some vibrational peaks
are red-shifted as the Δz decreases (e.g. Hg(7), Hg(8), and
Ag(2), see Figure S7 in Supporting Information), while some
peaks are blue-shifted (e.g., Hg(5)) when the MPC is further
squeezed, implicating complex contributions from the
mechanical deformation and the charge density rearrangement.
In order to demonstrate that the MPC-induced Raman

enhancement is not a peculiar phenomenon of the Ag tip−
C60−Ag(111) junction, we performed the same experiment on
the Au(111), Cu(111), and Pt(111) surfaces (Figure 3a−c,
respectively). On Au(111), the TERS intensity in the
tunneling regime becomes smaller than that on Ag(111) due
to the reduced field enhancement compared to Ag. The
Cu(111) surface interacts with C60 more strongly than
Ag(111) and Au(111), while the plasmonic enhancement is
expected to be similar to Au in the visible range. In addition, as
an example of transition metals, we used the Pt(111) surface
that is not generally used in TERS due to its weaker plasmonic
resonance in the visible regime compared to coinage metals.26

Indeed, the TERS intensity on Pt(111) is very weak in the
tunneling regime (Figure 3c). However, for all these surfaces
the intense Raman signals appear abruptly upon MPC
formation. We evaluated the enhancement factor ρMPC for
the Ag(2) peak on each substrate, which is defined as the ratio
between the intensity at 1 Å above and below the MPC:
ρMPC,Ag(111) = 15.4 ± 0.4, ρMPC,Au(111) = 275 ± 15, ρMPC,Cu(111) =
29.3 ± 2.6, ρMPC,Pt(111) = 78.8 ± 6.4. The exact enhancement
factors are affected by the LSPR properties of the junction, the
excitation wavelength, and possibly the adsorption geometry of
C60 on the tip. However, these results indicate that the
exceptional sensitivity of MPC-TERS can be commonly
obtained for different metal substrates.

In order to further examine the impact of the contact surface
on the TERS enhancement at the MPC, we measured a
double-C60 junction on Ag(111) (Figure 4a). As can be seen in
Figure 4b, both jSTM−Δz curve and TERS intensity do not
exhibit an abrupt change. The jSTM−Δz curve is in agreement
with previous experiments on Cu(111).27 The absence of a
jump-to-contact behavior in the contact regime is explained by
a gradual transition of the interaction between two C60
molecules from the attractive (van der Waals) to repulsive
(Pauli) range.28 This result shows that chemical interactions at
the MPC play a critical role in the enhancement mechanism.
The enhancement in SERS/TERS can be generally classified

into electromagnetic (EM) and chemical effects. The former is
determined by the plasmonic properties of metallic nanostruc-
tures. Theoretically, the chemical effects can be further
classified into (1) chemical interactions (orbital hybridization)
in a molecule−metal system at the electronic ground state,
which changes the static polarizability, (2) charge transfer
resonance including excited states of a hybrid molecule−metal
system (CT), or (3) resonant transition within molecular
orbitals (resonance Raman, RR).8 The continuous increase of
the TERS intensity in the tunneling regime will be dominated
by the EM enhancement.
The MPC-induced enhancement will be explained by

chemical effects rather than EM enhancement because an
abrupt increase of the gap plasmon is unlikely.5,6,29 We first
considered a change in the static polarizability whose square is
proportional to the Raman intensity. To this end, we simulated
the static polarizability tensor using a generalized-gradient
density functional approximation (see Section 9 in Supporting
Information). Although the computed value of the zz
component of the polarizability tensor depends on the tip−
C60 geometry (see Table S5 in Supporting Information) and
the magnitude of the lateral lattice vectors of the simulation
cell (see Table S6 and Figure S8 in Supporting Information),
its change before and after MPC formation does not rationalize
the observed enhancement factors. Therefore, we believe that
the abrupt Raman enhancement at the MPC is explained by an
additional charge-transfer contribution. This mechanism is
associated with the local electronic structure of the system.
Scanning tunneling spectroscopy (STS) shows that a
significant change of the local electronic structure occurs
upon the MPC formation. As can be seen in Figure 5a, the STS
intensity exhibits a peak around zero-bias at the MPC, which is

Figure 4. (a) Schematic of the Δz-dependent TERS measurement in a C60−C60 junction. (b) Δz-dependent TERS spectra obtained for one
approach and retraction cycle of a monolayer C60 film on Ag(111) (λext = 532 nm, Pinc = 0.33 mWμm−2, Vbias = 0 V, 10 K), together with the
simultaneously obtained jSTM−Δz curve (left) and the intensity of the Ag modes (right). The color scale corresponds to 750−1100 cps.
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absent in the tunneling regime and indicates the increase of the
density of states (DOS) around the Fermi level. A significant
change in the local DOS may be consistent with the DFT
simulations (Figure 5b−d, see also Section 5 in Supporting
Information). Figure 5c,d displays the calculated projected
DOS for the C60-tip and the MPC. The C60 states at the MPC
are further broadened than those for the C60-tip configuration.
In the tunneling regime (Figure 5c), relatively narrow
molecular states may lead to a strong wavelength dependence
for the RR process. Similarly, resonant CT into the excited
states may not be efficient because the transition is limited
within the reach with the visible excitation. These processes
will be largely affected upon the MPC formation (Figure 5d).
The broadened molecular states may lead to additional RR and
CT channels and the latter involves transition from the
continuum states of both tip and surface to the molecular
states (and vice versa).30,31 The MPC-induced enhancement
occurs for a different excitation wavelength (see Figure S9 in
Supporting Information), which may be consistent with widely
spread resonant channels. The charge-transfer mechanism is
also consistent with the result of the double-C60 junction
because the change of the DOS is less pronounced due to the
weak interaction between two molecules, which results in a
reduced orbital hybridization in the junction and thus hampers
the additional charge-transfer enhancement. The charge-
transfer enhancement at the MPC will be generally operative
for other metallic substrates as orbital hybridization and a
concomitant change of the DOS upon MPC formation is
commonly expected.32,33 Additionally, the chemical enhance-
ment mechanism induced by charge transfer could be further
modified if the applied Vbias results in the redistribution of the
electron density within the molecule in the junction.34,35

The selection rule with an extremely confined field is
another important subject in TERS. However, significant
mixing of the normal modes, caused by adsorption of C60 on

the surface (and/or tip), hampers to clarify the symmetry of
the vibration modes (see Table S3 in Supporting Information).
Additionally, the detailed information on the field distribution
in the junction is also not available. A strong local field-
gradient might break the conventional selection rule that is
based on the dipole approximation.36 In the present case,
however, the quadrupole or magnetic dipole active modes are
not clearly observed. The contribution of the local field
gradient may not be significant for relatively large molecules
physically adsorbed on flat surfaces.37 In order to discuss the
accurate selection rule, it is desirable to perform extended
atomistic first-principles calculations which can provide a
consistent treatment of atomistic structures, orbital hybrid-
ization and charge density responses (polarizability) as well as
propagation of the EM fields in a unified manner, like the
Maxwell−time-dependent DFT scheme.38

In summary, we investigated TERS of current-carrying
molecular junctions including a single C60, and how Raman
scattering evolves as a function of the gap distance. The
transition from the tunneling to MPC regime was continuously
monitored by moving C60-tip toward various single-crystal
metal surfaces. By recording simultaneously TERS and the
electric current in STM, we showed that the abrupt Raman
enhancement occurs when the MPC is formed. This
enhancement is commonly observed for different substrates
exhibiting distinct plasmonic properties and the interaction
with C60, namely Ag(111), Au(111), Cu(111), and Pt(111).
We deduced that the MPC-induced Raman enhancement is
rationalized by the chemical effects. Among the three distinct
chemical enhancement effects, the DFT calculations predicted
that the electronic charge rearrangement at the ground state
(i.e., change of the static Raman polarizability) cannot account
for the observed enhancement factors. Therefore, we proposed
that the characteristic enhancement at the MPC originates
from additional charge-transfer and resonance Raman channels
in the hybrid tip−C60−surface system caused by renormaliza-
tion and broadening of the local electronic states. This
mechanism was further corroborated by examining the double-
C60 junction where the charge transfer enhancement is
significantly reduced due to the weak chemical interaction
between the molecules. The exceptional sensitivity of MPC-
TERS may extend the possibility of TERS to investigate
catalytic and electrode reactions on transition metal surfaces.
Our approach will also pave the way for studying light−matter
coupling in nonequilibrium quantum transport systems39

where Raman scattering can address fundamental physics in
molecular optoelectronics40 and optomechanics.41
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Figure 5. (a) Scanning tunneling spectra obtained for a C60-tip in the
tunneling and MPC (black: set-point of Vbias = −300 mV, jSTM = 5 nA,
Vmod = 5 mV at 883 Hz, red: set-point of Vbias = −300 mV, jSTM = 27
μA, Vmod = 5 mV at 883 Hz). (b) Models of C60-tip and MPC used in
the DFT calculations. (c,d) Calculated projected density of states for
C60-tip and MPC. The arrows show possible resonance paths in the
system (blue arrow: CT, red/green arrows: molecular resonance).
The gray areas represent the molecular unoccupied states that can be
reached with λext = 532 nm.
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1. Materials and methods 

Sample preparation: All experiments were performed in ultra-high vacuum chambers (base pressure 

<5×10-10 mbar). The Ag(111), Au(111) and Cu(111) surfaces were purchased from MaTeck GmbH 

and were cleaned by repeated cycles of Ar+ sputtering and annealing up to 670 K, 600 K and 700 K, 

respectively. C60 was purchased from Sigma-Aldrich and used without further purification. The 

molecules were evaporated at ~610 K from a K-cell evaporator onto the substrates held at room 

temperature. 

STM measurement: We used a low-temperature STM from UNISOKU Ltd. (modified USM-1400) 

that is operated with Nanonis SPM Controller from SPECS GmbH. The bias voltage (Vbias) was 

applied to the sample, and the tip was grounded. The tunneling current (jSTM) was collected from the 

tip. We have used Ag tips fabricated by focused ion beam milling.1 

TERS measurement: The excitation laser was focused to the STM junction with an Ag-coated 

parabolic mirror (numerical aperture of ~0.6) mounted on the cold STM stage. The parabolic mirror 

was precisely aligned using piezo motors (Attocube GmbH) that allows three translational and two 

rotational motions. In the Raman measurements we used a solid-state lasers for 532 nm (Cobolt) and 

a HeNe laser for 633 nm, with a diameter of 2 mm. This results in a beam waist <2 μm using sources 

in the visible range. The incident beam is linearly polarized along the tip axis (p-polarization). The 

scattered photons are collected by the same parabolic mirror and detected outside of the UHV 

chamber with a grating spectrometer (AndorShamrock 303i). The spectra presented in this work have 

not been background corrected or any further data treatment. 

 

Scheme S1. Experimental set-up of the TERS measurement, with the dimensions and focal length 

of the parabolic mirror. The side view highlights the hollow tip holder, leaving a free path to/from 

the parabolic mirror (PM) for the the in- and out-coming beams. 

 

DFT calculations: All the electronic structure calculations were carried out using FHI-aims; a 

numeric atom-centered orbitals, all-electron code, 2  the PBE exchange correlation functional 

augmented with pairwise van der Waals interactions was used. 3  When appropriate a specific 

modification of these corrections, aimed for surface adsorption calculations,4  was used. “Light” 
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settings for numerical grids and basis sets were employed unless specified. The Ag(111) surface was 

represented by a (6 x 5) orthogonal surface unit cell containing three layers. A vacuum of 80 Å and a 

3 x 3 x 1 k-point grid were used. Two pyramidal Ag tip structures were considered. The Tip A 

structure has five Ag layers with only one atom at the tip apex representing a total of 35 Ag atoms. 

Tip B was created by taking out one Ag atom from Tip A to produce a new tip with three atoms at 

the apex. The molecular point contact (MPC) structures were modeled using the Tip B structure, the 

C60 molecule and the Ag(111) surface. The MPC structure at equilibrium was constructed by placing 

the C60 molecule between the surface and the tip at the corresponding equilibrium adsorption 

distances. Compressed MPC structures were also considered by displacing the tip and the molecule 

towards the surface. All the geometries were relaxed keeping fixed the top two layers of the tip 

structures and the bottom layer of the surface. In Fig. S3 we present all the structures models 

considered in this work. Harmonic frequencies of vibration were obtained through a symmetric finite-

difference evaluation and subsequent diagonalization of the dynamical matrix. Atoms were displaced 

between 0.002 and 0.005 Å in all cartesian directions. The Raman active modes were identified from 

symmetry considerations and corroborated for the isolated molecule by computing the non-resonant 

vibrational Raman spectrum through density-functional perturbation theory calculations considering 

a homogeneous electric field perturbation, see Table S1, S2, and S3.5 The response of electronic 

densities to homogeneous electric fields was calculated the isolated C60 molecule, the C60 molecule 

on a tip apex, the C60 molecule on the Ag(111) surface and for the C60 molecule in contact with both 

tip and surface, see Fig. S4. This quantity is directly related to the static polarizability of the 

molecule.5 
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Figure 
λext 

(nm) 

Acquisition 

time (s) 

Number of 

spectra 

Grating 

(l/mm) 

Pinc 

(mWμm−2) 

1 (d) 532 15 1 1200 0.33 

1 (e) 633 5 1 600 0.5 

3 532 5 60 600 0.33 

4 (a) 532 4 50 600 0.33 

4 (b) 633 2 48 600 0.45 

4 (c) 633 4 30 600 0.45 

5 (b) 532 2 60 600 0.33 

S1 532 4 1 600 - 

S2 532 30 1 1200 0.33 

S7 (a) (b) (c) 532 2 30 600 0.33 

Table S1. Acquisition parameters of TERS.  
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2. Incident laser power dependence of TERS in the tunneling regime: C60 on Ag(111) 

As shown in Fig. S1, TERS intensity of a C60 molecule on Ag(111) linearly depends on the incident 

laser power, indicating that the process is a spontaneous Raman scattering. 

 

Figure S1. (a) Stokes Raman spectra at four different Iinc, under 532 nm illumination of a C60 film on 

Ag(111), measured with a clean Ag Tip (Initial set point: Vbias=50 mV, jSTM =2 nA, Pinc = 0.31×105 

W cm-2 ). (b) Log plot of Stokes intensity of Ag(2) vs. Pinc, showing a power dependence with n=1. 
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3. Tip condition dependence of TERS for a C60 molecule on Ag(111) 

We found that the TERS intensity depends on the tip conditions. Figure S2 shows the TER spectra 

recorded for a C60 molecule on Ag(111) under different tip conditions modified by poking the tip 

apex into the bare surface in a controlled manner. This procedure will change the atomic-scale 

structure of the tip apex. The change of the apex structure may be reflected in different spectral 

fingerprint at <200 cm-1 which can be assigned to the phonons of the Ag tip. It is likely that the 

different atomistic structures at the apex have a significant impact on the field enhancement and 

distribution in the STM junction.6, 7 

 

Figure S2. TER spectra recorded for a C60 molecule on the Ag(111) surface under different tip 

conditions (Vbias=0.1 V, jSTM=2.5 nA, λext=532 nm, Pinc=0.33×105 W cm−2, texp=30 s). The intensity is 

normalized by the Rayleigh line. 

  



S8 

 

4. Models of C60-tip used in the DFT calculations 

Figure S3 shows the different structural models used for the DFT simulations. 

 

Figure S3. (a) Isolated C60 molecule. (b) C60 adsorbed on the Ag(111) surface. (c) Fused C60 tip with 

one atom at the tip apex (Tip A). (d) Fused C60 tip with three atoms at the tip apex (Tip B). (e) MPC 

structure at equilibrium. (f) MPC structure compressed by 1.5 Å. 
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5. Projected electronic density of states 

Projected electronic density of states (PDOS) were simulated for the different structures in Fig. S3 

and are presented in Fig. S4. Additional calculations with the HSE06 exchange correlation functional8 

were performed and confirmed the results obtained with the PBE exchange correlation functional (see 

Fig. S5). Moreover, the LUMO of the C60 molecule is in resonance with the Fermi-level of the system, 

a phenomenon normally referred to as Fermi-level pinning. In these situations, the lack of band-gap 

renormalization upon adsorption 'cancels out' with the band-gap underestimation by the PBE 

functional and  leads to a fortuitous cancellation of errors. As a result, it is obtained a better description 

of the orbitals than might be expected otherwise 

 

Figure S4. (a) Two-dimensional cuts of the spatial distribution of electronic density corresponding 

to the LUMO of isolated C60 molecule (left) and of the C60 molecule adsorbed on the Ag(111) surface 

(right). (b) Atom-projected electronic density of states (PDOS) for the different configurations (see 

Fig. S3). C atoms, Ag surface atoms and Ag tip atoms are depicted with solid black line, gray area, 

and dashed brown line, respectively. The Fermi energy is marked by a vertical green dashed line in 

each panel. 
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Figure S5. Same as Fig. S4 using the HSE06 exchange correlation functional. 
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6. Detailed analysis of the Raman active modes of C60 on Ag(111) and C60-tip 

According to group theory, the normal modes belong to the following representations 

Γ = 2𝐴g + 3𝐹1g + 4𝐹2g + 6𝐺g + 8𝐻g + 𝐴u + 4𝐹1u + 5𝐹2u + 6𝐺u + 7𝐻u, 

where subscripts g (gerade) and u (ungrade) represent the symmetry of the eigenvector under the 

action of the inversion operator and the symmetry labels refer to irreducible representations.9 The 

icosahedral symmetry yields 10 distinct Raman-active modes (2Ag+8Hg) and 4 infrared active modes 

(4F1u) up to first order. Calculated vibrational harmonic frequencies for the gas-phase C60 and C60 on 

Ag(111) are reported in Table S1 (red background), in good agreement with the experimentally 

observed values (blue background). The comparison with the experimentally obtained frequencies in 

solid state (ref. 21 in the main text) offers information regarding the nature of the observed shifts. It 

can be seen that the coupling of the C60 molecule with Ag atoms breaks the 5-fold degeneracy of the 

Hg modes while the Ag modes do not present appreciable mixing (see also Table S2). The third 

column describes the calculated frequencies for the C60 monomer relaxed geometry upon adsorption 

on Ag(111), without taking into account the change in the electronic structure, by removing the 

substrate after relaxing the geometry. The forth column contains additionally the contribution of the 

surface, taking into account hybridization (electronic charge rearrangement). In all cases the 

vibrational frequencies are red-shifted in comparison to the isolated molecule showing an overall 

softening of the vibrational modes. 

 Mode Solid 

state 

(Ref. 

21) 

Gas 

Phase 

(Sim.) 

C60-Ag(111) 

only Relaxed 

(Sim.) 

C60-Ag(111) 

relaxed+CT 

(Sim.) 

C60 in an island 

(Exp.) 

Hg(8) 1577.5 1565 (5) 1552-1559 1530-1550 1576.4 ± 0.2 

Ag(2) 1470.0 1477 (1) 1464 1461 1466.1 ± 0.1 

Hg(7) 1426.5 1426 (5) 1423 1377-1417 1435.4 ± 0.3 

Hg(6) 1251.0 1248 (5) 1238-1249 1240-1244 1255.5 ± 0.5 

Hg(5) 1101.0 1104 (5) 1099-1105 1082-1103 1103.0 ± 0.7 

Hg(4) 775.0 775 (5) 769-773 763-769 768.1 ± 0.1 

Hg(3) 711.0 702 (5) 703-704 621-699 711.6 ± 0.7 

Ag(1) 497.5 491 (1) 487 488 492.4 ± 0.02 

Hg(2) 432.5 424 (5) 425-428 405-416 423.3 ± 0.4 

Hg(1) 273.0 258 (5) 258-259 255-266 273.8 ± 0.02 

Table S2. Theoretical (red) and experimental (blue) vibrational harmonic frequencies. Only the 

modes that are Raman active in gas phase are presented. Numbers in parenthesis show the degeneracy 

of each mode in the gas phase and frequency intervals indicate the extent in which the degeneracy of 

the modes is broken. All mode frequencies in cm-1. 
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In Table S3, the calculated vibrational frequencies of C60 adsorbed on the tips with slightly 

different geometries (Tip A and B in Fig. S3)  are presented. The first column show results that only 

account for the effect of the relaxed geometry (deformation) of the C60 molecule adsorbed on Tip A, 

while column 2 also includes the effect of the electron transfer from Tip A. Similar data is presented 

in columns 3 and 4 for Tip B. The effect of mechanical deformation of an isolated C60 molecule is 

presented (C60 hexagon compressed) in the fifth column, in order to estimate the effect of such a 

deformation in the fused junctions. The molecule was deformed by bringing the six C atoms of 

opposing hexagonal rings of the molecule closer by 0.2 Å. These positions were fixed and all other 

degrees of freedom of the molecule were relaxed. In column 6, the frequencies calculated for the 

contact structure with Tip B are shown. The calculated frequencies of C60 upon adsorption on the tip 

show small differences for subtle variations of the tip apex structure, resulting from slightly different 

adsorption geometries of C60, which eventually affect the electronic charge rearrangement between 

the molecule and the tip. This will account for the experimentally observed variations between 

different tips (Table S3). 
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Frequency (cm-1) Mode decomposition 

1550 Hg(8) (36 %) + Hu (60 %) 

1550 Hg(8) (22 %) + Hu (56 %) 

1547 Hg(8)  

1546 Hg(8) (46 %) + Hu (47 %) 

1546 Hg(8) (45 %) + Hu (47 %) 

1530 Hg(8) (52 %) + Hu (40 %) 

1530 Hg(8) (56 %) + Hu (37 %) 

1461 Ag(2) 

1417 Hg(7) (15 %) + T1u (50 %) + G1u (17 %) 

1396 Hg(7) 

1396 Hg(7) (55 %) + T1u (26 %) 

1395 Hg(7) 

1378 Hg(7) 

1377 Hg(7) 

1244 Hg(6) 

1244 Hg(6) 

1243 Hg(6) 

1240 Hg(6) 

1240 Hg(6) 

1103 Hg(5) 

1100 Hg(5) 

1094 Hg(5) (40 %)+Gg (50 %) 

1094 Hg(5) (44 %)+Gg (52 %) 

1094 Hg(5) (22 %)+Gg (72 %) 

1094 Hg(5) 

1094 Hg(5) (36 %)+Gg (63 %) 

1083 Hg(5) 

1082 Hg(5) 

769 Hg(4) 

769 Hg(4) 

767 Hg(4) 

766 Hg(4) 

763 Hg(4) 

488 Ag(1) 

699 Hg(3) (26 %) + T3u(2) (68 %) 

699 Hg(3) (35 %) + T3u(2) (64 %) 

699 Hg(3) (37 %) + T3u(2) (56 %) 

689 Hg(3) (69 %) + T3u(2) (26 %) 

681 Hg(3) 

681 Hg(3)  
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621 Hg(3) (33 %) + T3u(2) (13 %)  

416 Hg(2) 

411 Hg(2) 

411 Hg(2) 

405 Hg(2) 

405 Hg(2) (75 %) 

266 Hg(1) 

258 Hg(1) 

258 Hg(1) 

255 Hg(1) 

255 Hg(1) 

Table S3. Normal modes decomposition for Raman active modes in the C60 on Ag(111). This 

decomposition was obtained by a projection of the normal modes calculated for the surface-adsorbed 

molecule on the modes calculated for the isolated molecule, which have the labeled symmetries. Only 

modes that contribute more than 10 % to a particular isolated-molecule mode are reported. Numbers 

in bold indicate the limit of the intervals reported in Table S2. Similar mixing is observed for the C60 

on Tip B and C60 on Tip A (not shown). 
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Table S4. Calculated (red columns) and experimental (blue columns) frequencies of C60 vibrations for different contact situations (calculation) and 

for different tips (experiment). Only the modes which are Raman active in the gas phase are presented. Units in cm-1.

Mode C60–Tip 

A 

(only 

relaxed) 

C60–Tip 

A 

(relaxed

+ charge 

trans. 

C60–Tip 

B 

(only 

relaxed) 

C60–Tip 

B 

(relaxed

.+ 

charge 

trans.) 

C60  

hex. 

compress

ed 

C60–Tip B 

on Ag(111) 

contact 

equilibrium 

 

Ag tip #1 on 

Ag(111) 

Ag tip #2 on 

Ag(111) 

Ag tip #3 on 

Ag(111) 

tunneling MPC tunneling MPC tunneling MPC 

Hg(8) 1560-

1566 

1535-

1561 

1555-

1563 

1536-

1557 

1566-1580 1507-1537 1572.7 

± 1.4 

1537.9± 

0.8 

1594.2 

± 1.1 

1586.6 

± 0.7 

1590.0 

± 0.5 

1587.4 

± 0.7 

Ag(2) 1474 1471 1470 1465 1486 1447 1465.4 

± 0.1 

1459.8 

± 0.1 

1477.5 

± 0.2 

1468.4 

± 0.2 

1479.0 

± 0.2 

1469.7 

± 0.3 

Hg(7) 1403 1370-

1410 

1368 1370-

1400 

1427 1366-1384 1424.2 

± 1.0 

1410.7 

± 0.5 

1414.7 

± 1.1 

1411.3 

± 0.4 

1455.9 

± 1.8 

1414.2 

± 0.2 

Hg(6) 1241-

1251 

1244-

1247 

1239-

1253 

1236-

1246 

1242-1264 1231-1245 1260.0  

± 2.2 

1262.0 

± 1.2 

N.A. 1264.5 

± 1.6 

1267.1 

± 0.9 

1262.8 

± 1.2 

Hg(5) 1100-

1106 

1096-

1103 

1098-

1106 

1081-

1104 

1109-1110 1070-1092 1105.7 

± 1.5 

1110.0 

± 2.3 

1110.6 

± 1.4 

1104.0 

± 0.4 

1105.3 

± 0.8 

1102.2 

± 0.9 

Hg(4) 773-776 770-774 768-775 763-772 770-783 753-767 773.6 ± 

1.4 

764.1 ± 

0.6 

773.8 ± 

0.8 

768.4 ± 

0.3 

775.7 ± 

0.4 

768.4 ± 

0.3 

Hg(3) 702-703 670-695 702-703 688-701 700-703 624-674 712.5 ± 

3.0 

704.8 ± 

3.1 

726.4 ± 

3.0 

723.6 ± 

13.6 

702.8 ± 

3.8 

704.0 ± 

0.6 

Ag(1) 490 490 489 488 494 489 488.4 ± 

0.2 

488.0 ± 

0.1 

491.6 ± 

0.3 

488.4 ± 

0.1 

492.4 ± 

0.2 

487.0 ± 

0.2 

Hg(2) 424-426 416-420 424-427 399-424 419-427 395-399 412.6 ± 

0.9) 

411.6 ± 

1.2 

428.4 ± 

1.5 

417.4 ± 

0.3 

420.4 ± 

0.5 

421.3 ± 

0.2 

Hg(1) 258-259 258-263 258-259 253-256 247-268 255-259 266.6 ± 

0.6) 

273.3 ± 

0.1 

270 ± 

0.3 

268.3 ± 

0.1 

266.2 ± 

1.3 

269.1 ± 

0.1 
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7. ∆z- dependent TERS of a C60-tip on Ag(111)  at small Vbias 

Various ∆z-dependent TERS measured with increasing Vbias show that at this regime the TERS 

intensity at is not sensitive to changes in the direct current in the STM. 

 

Figure S6. (a–c) ∆z-dependent TER spectra of a C60-tip approaching the Ag(111) surface  at 0.1, 5 

and 15 mV, respectively (λext=532 nm, Pinc=0.33 mWμm−2, 10 K). (d) Simultaneously obtained jSTM–

∆z curves for the three different cases, with jSTM at contact differing by one order of magnitude. (e) 

Intensity of the Ag(1) and Ag(2) modes as a function of the ∆z for the different Vbias (jSTM), showing 

almost no differences.  
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8. Enlarged ∆z-dependent TERS of a C60–tip on Ag(111) highlighting shifting of the 

vibrational modes 

Figure S7 show the enlarged ∆z-dependent TERS of a C60–tip on Ag(111) in Fig. 2c. 

 

Figure S7. Enlarged ∆z-dependent TERS of Fig. 3 (λext=532 nm, Pinc=0.33 mWμm−2, 10 K). 
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9. Simulations of the non-resonant Raman intensity of in the various environments 

The zz component of the polarizability tensor of the systems was calculated through the explicit 

application of a homogeneous electric field in the z direction (perpendicular to the surface; see 

orientation of all systems in Fig. S3), with a subsequent finite-difference evaluation of the derivative 

of the dipole moment in the z direction. We applied fields of strengths 10-4 to 10-3 V/Å and converged 

densities down to 10-8 bohr-3, in addition to employing tight settings of the FHI-aims code for these 

calculations. We then calculated the Raman intensities through finite differences of the zz component 

of the polarizability tensor with respect to the displacements along the normal modes. All simulations 

were performed with the PBE density functional and all finite difference derivatives were computed 

by central differences. We assessed that a possible numerical error of up to 20 % can be present in 

the numbers reported. We found that lateral interactions in the periodic simulations could strongly 

affect the calculated intensities. The overall effect of such interaction is a relative decrease of the 

derivative of the zz component of the polarizability tensor with respect to the isolated C60 value (see 

Tables S5 and S6). By comparing to isolated calculations of the systems that do not contain the 

Ag(111) surface, we concluded that unit cells with at least 40 Å of length along the lateral distances 

were necessary  to obtain the numbers  reported in Table S5 which are minimally affected by the 

spurious lateral interaction (see Fig. S8).  

Mode Isolated C60 C60-Ag(111) C60-Tip A C60-Tip B MPC at 

equilibrium 

Ag(1) 1.0 1.6 8.0 1.9 0.1 

Ag(2) 1.0 4.7 33.1 7.7 0.2 

Table S5. Derivative of the zz component of the polarizability tensor. The z axis is parallel to the 

surface normal and the derivatives were computed with respect to the displacements along Ag(1) and 

Ag(2) normal modes. Values are reported using the gas phase value as reference. A 46.981 Å x 40.687 

Å x 104.795 Å simulation box was employed. 

Mode Isolated C60 C60-Ag(111) C60-Tip A C60-Tip B MPC at 

equilibrium 

Ag(1) 1.0 0.6 1.3 0.6 0.03 

Ag(2) 1.0 2.1 6.3 2.2 0.06 

Table S6. Same as Table S5 for 14.681 Å x 15.251Å x 104.795 Å simulation box. 
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Figure S8. Derivative of the zz component of the polarizability tensor (
𝜕𝛼

𝜕𝑄
) with respect to Ag(1) (red) 

and Ag(2) (blue) normal modes as a function of the lateral lattice vectors magnitude obtained for the 

C60-Tip B model. Infinite lateral lattice vectors refers to calculations performed without periodic 

boundary conditions. 
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10. Wavelength dependence of MPC-TERS 

Figure S9 shows the waterfall plot of the TERS spectra recorded for Ag(111) and Au(111) at the 

excitation wavelength of 633 nm. For both surfaces, the strong Raman enhancement can be observed 

in the MPC regime. The enhancement factors are estimated to be ρMPC, Ag(111)~32.1 and ρMPC, 

Au(111)~40.9. 

 

Figure S9. (a–b) ∆z-dependent TERS spectra measured on the Ag(111) and Au(111) surface with 

λext=633 nm  (Ag(111): λext=633 nm, Pinc=0.45 mWμm−2, Vbias = 0 V, 10 K, Au(111): λext=633 nm, 

Pinc=0.45 mWμm−2, Vbias = 0 V, 10 K). 
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4 | Characterization of Point Defects in TMDC
Monolayers

The significance of Raman and TERS techniques, particularly, the utilization of near-field
techniques, has been emphasized in the previous chapter. One of the many capabilities of these
techniques is to offer detailed information on the characteristic of defects within the crystal
structure. In connection with these techniques, the electronic structure techniques discussed in
chapter 2 need to be utilised in order to model and compute the basic properties of defected
monolayers.

Previous studies have classified defects based on their dimensionality, with zero-dimensional
defects including point defects like vacancies and adatoms, one-dimensional defects including
line defects like dislocations, and two-dimensional defects including grain and phase boundaries
[117]. This research primarily emphasizes the investigation and analysis of point defects.

Point defects can also be classified based on the electronic states associated with them like
shallow, deep, donor and acceptor. A shallow defect state is when the energy levels are located
very close to the valence or conduction band edges. The shallow dopant can be p−type (creates
an energy level just below the conduction band) and n−type (creates an energy levels just above
the valence band). On the other hand, defects states with energy levels located within the band
gap are called deep states [118].

This chapter focuses on the theory for calculating the formation energies of neutral and charged
point defects. It covers the techniques employed to mitigate artifacts arising from charged
point defects images in the supercell. Additionally, the chapter explores the incorporation of
temperature and pressure effects to investigate the stability of point defects, followed by a study
of point defects in TMDC monolayers and explanatory characterization of their vibrational
properties, through the TERS techniques presented at the end of this chapter.

4.1 Modeling Isolated Point Defects

This thesis focuses on a specific class of 2D materials called TMDCs (transition metal dichalco-
genides) 1H monolayers. TMDCs consist of a transition metal atom (e.g., molybdenum, tung-
sten) sandwiched between two layers of chalcogen atoms (e.g., sulfur or selenium). These mono-
layers possess a hexagonal lattice structure, with the transition metal atom coordinated by
chalcogen atoms in a trigonal prismatic arrangement. They exhibit remarkable electronic, opti-
cal, and mechanical properties, making them a subject of intense research interest and the focus
of this part of the thesis.

To investigate the behavior of TMDC monolayers, we explore the impact of point defects on their
lattice structure. In the presence of such defects, the translational symmetry of the monolayer
is disrupted. Therefore, to model isolated point defects a larger supercell becomes necessary
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as depicted in Figure 4.1, for WSe2 monolayer with Se monovacancy. In this supercell, a low
concentration (2%) of Se vacancy is present, so that defect-defect interaction is minimized.
The size of the supercell has to ensure that the calculated defect formation energy reaches a
sufficiently accurate and converged value. This indicates that the simulation has reached the
dilute limit, where the interactions between defects are negligible.

Figure 4.1: The model depicts a WSe2 monolayer with a Se monovacancy embedded in a
5×5 supercell (marked in black). The periodicity and spacing of the defect sites are shown
by repeating the supercell .

4.1.1 Calculating the formation energy of Isolated Point Defects

The formation energy of point defects is defined as the energy required to create or remove a
defect, that can be either energetically favorable or costly to the system. The formation energy
not only can provide interpretation on the stability of point defects, but also information about
the equilibrium concentration of point defects.

To calculate the formation energy, the total energy of a defective supercell is compared to the
total energy of a perfect supercell. In addition, the system is modelled to be in contact with
a reservoir that can absorb or donate the atomic species involved in the defect formation. The
chemical potential of the reservoir used in the calculation is usually taken from the elemental
phases of the constituent atoms. That is translated into the following equation,

Ef = Ed(ni + ∆ni) − Ep(ni) +
∑

i

µi∆ni, (4.1)

where Ed and Ep are the total energies of the defective and perfect crystal, respectively, µi is the

90



relevant chemical potential of the ith element that is discussed in the section below for MX2,
and ∆ni is the number of atoms of the ith element that are added/removed to/from the host
crystal.

The above explanation applies to neutral defects but charged defects require an electron reservoir
to maintain charge neutrality. The formation energy in this case is given by the equation,

Ef = Ed(ni + ∆ni) − Ep(ni) −
∑

i

∆niµi + qEF + Ecorr. (4.2)

The term EF accounts for the chemical potential of the electrons (Fermi energy) which were
added or removed from the system in order to create the charged defect, and q is the charge
of the defect. Ecorr is added to eliminate the spurious interactions between charged defects
in the supercell approach due to the long-range Coulomb interactions. This correction term
is important when investigating charged point defects in the dilute limit, due to the fact that
interaction between defects can be significant. There are several correction schemes available
to calculate Ecorr, for example, the ones proposed by Makov, Payne [119] and by Freysoldt
et al. [120, 121], that are essential for accurately simulating charged defects in materials and
minimizing the computational cost. These corrections are based on modelling the electrostatic
interactions of charges with compensating backgrounds, and can be used in a post-processing
manner. In our work, we took a different approach.

4.1.2 Virtual Crystal Approximation and Charged Defects

For simulating charges in the supercell approach the charge is periodically repeated and con-
sequently the electrostatic potential sums up and diverges. In periodic calculations of charged
systems, it is crucial to compensate for the charge to maintain the supercell’s neutrality. This
compensation ensures that the overall charge of the system is balanced, enabling accurate cal-
culations within the periodic framework. For bulk systems, canceling the divergence through
applying a uniform constant background charge density to the supercell is feasible, however,
for surfaces the uniform charge density expands across the vacuum region between repeating
slabs. This can be compensated by the corrections mentioned previously. Instead we utilized
the virtual-crystal approximation (VCA) [122, 123].

VCA is a computational technique commonly used for surface or two-dimensional materials with
charged defects and background charges to eliminate or mitigate the effects of the interactions
between charged defects and the compensating background charge. VCA minimizes these effects
and allows for more accurate calculations. In an all-electron code, the nuclear charges (Z′) of
specific atoms are modified so that the number of effective electrons in the system is adjusted,
while the overall simulation is set to be electrically neutral. To ensure consistency in the calcu-
lations, the formation energy (equation 4.2) is calculated, so that the reference energies of both
the pristine and defected systems are calculated under the same doping conditions. This means
that the pristine system and the defected system are treated in a consistent manner regarding
the doping levels or charge states.
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Extrapolation to dilute limit

In order to eliminate or minimize the artifacts caused by lateral Coulomb interactions, the
formation energies need to be extrapolated to an infinite-sized supercell. As such, the formation
energies for a series of supercell sizes have to be calculated and fitted to a mathematical function
that captures the size dependence.

For charged surface defects in the dilute limit, the VCA allows us to write a simple series
expansion of the spurious Coulomb energy of interaction as [124],

Ef (L) = Ef (L → ∞) + A1
L

+ A2
L2 + A3

L3 . (4.3)

In this formula, Ef (L) is the defect formation energy in a supercell of lateral length L, which
sets the distance between the charged defects. Ef (L → ∞) is the formation energy in an infinite
sized supercell and A1, A2, and A3 are coefficients determined from a fit. This means that the
formation energy of defects with increasing supercell size needs to be calculated. Even though
that represents an additional calculation cost, it tends to be quite feasible (see section 4.3) and
yields a simple correction.

4.2 Thermodynamics of Defect Formation

In the thermodynamics of defects, the Gibbs free energy of formation (G) is a key quantity that
describes the stability and formation of defects in a material expressed as,

∆G = Gd(p, T ) −Gp(p, T ) −
∑

i

∆niµi(p, T ), (4.4)

where Gd(p, T ) and Gp(p, T ) are the Gibbs energy of the system with defect and without defect,
respectively, at pressure p and temperature T . The Gibbs energy of formation accounts for
both the configurational and entropic contribution as Helmholtz free energy F (V, T ) and the
mechanical contribution pV in the following manner G(p, T ) = F (V, T ) + pV = E − TS + pV ,
therefore,

Gd
f (p, T ) = Fd(V, T ) − Fp(V, T ) + p∆V −

∑
i

∆niµi(p, T ) (4.5)

where Fd(V, T ) and Fp(V, T ) are the Helmholtz free energies of the system with the defect and
the pristine system, respectively, and ∆V is the difference in volume between the two systems.

F (V, T ) can be decomposed into several contributions as follows:

F (V, T ) = EDFT(V ) + F el(V, T ) + F h(V, T ) + F ah(V, T ) + Fmag(V, T ). (4.6)

1. EDFT(V ): The ground state total energy of the system computed using DFT calculations.
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Figure 4.2: Geometries of S8 (left) of 2.04 Å bond length and Se8 (right) of bond length
2.33 Å rings structures optimized with HSE06 functional.

It provides the electronic structure and the interaction between atoms in the system.

2. F el(V, T ): The electronic Helmholtz free energy, is the temperature-dependent contribution
from the electronic system, which can be estimated by considering the electronic density
of states (DOS) at the Fermi level [125].

3. F h(V, T ): The harmonic Helmholtz vibrational free energy contribution, it captures the
effects of lattice vibrations on the system. It assumes that the system can be described as
a collection of harmonic oscillators.

4. F ah(V, T ): The anharmonic free energy contribution that captures effects beyond the
harmonic approximation. It takes into account deviations from purely harmonic behavior.

5. Fmag(V, T ): The Helmholtz free energy specific to magnetic materials, it measures the
effects of magnetic ordering, spin interactions, and other magnetic properties of the system.

In our work, we investigate point defects in semi-conductor TMDCs, such that, the anharmonic,
electronic and magnetic contributions are less significant compared to the harmonic contribution
to the free energy. Hence, we only consider the harmonic free energy. Moreover, we are neglecting
cell-volume changes as the point defects we investigate do not introduce significant long-range
lattice distortions or induce structural phase transitions.

4.2.1 Chemical potentials of sulfur and selenium

In this thesis, we focus on the semi-conductor of TMDCs : MoS2, MoSe2, WS2 and WSe2. To
derive the chemical potential of the chalcogen constituents, we use the ideal gas law at constant
temperature, we start by the differential form of the Gibbs free energy:

dG = V dp− SdT. (4.7)

At constant temperature dT = 0, then,

dG = V dp. (4.8)
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Using the ideal gas law that states pV = NkbT , where N is the number of particles. We can
replace V with NkbT/p, obtaining,

dG =
(
NkbT

p

)
dp, (4.9)

integrating both sides of the equation between p0 and p yields:∫
dG =

∫ p

p0

(
NkbT

p

)
dp (4.10)

G−G0 = NkbT ln
(
p

p0

)
. (4.11)

Knowing that G = µN where µ is the chemical potential, we obtain,

µ = µ0 + kbT ln
(
p

p0

)
. (4.12)

For an ideal gas, the chemical potential can be expressed in terms of the molecular partition
function Z as follows [126]:

µ(T, p) = G

N
= F + pV

N
= −kbT lnZ + pV

N
. (4.13)

To find the canonical partition function Z, we assume an ideal gas like behaviour. As such,
particles are indistinguishable and non-interacting.

Z = 1
N ! (ztrans · zvib · zrot · ze · zn)N (4.14)

Here, ztrans, zvib, zrot, ze, and zn are the partition functions corresponding to the translational,
vibrational, rotational, electronic, and nuclear degrees of freedom, respectively. By incorporating
the partition function Z into the chemical potential expression, we can evaluate the contributions
of each degree of freedom to the overall chemical potential using statistical thermodynamics [126].

1. Translational part (ztrans): The partition function for a gas of N atoms or molecules,
confined in a rectangular box, can be derived by considering their translational degrees of
freedom. The energy of the system is given by:

E = h2

8mL2 (n2
x + n2

y + n2
z). (4.15)

Therefore, it can be written as:

ztrans =
∞∑

nx,ny ,nz=1
exp

(
− βh2

8mL2n
2
x

)
exp

(
− βh2

8mL2n
2
y

)
exp

(
− βh2

8mL2n
2
z

)
. (4.16)
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Assuming the dimensions of the box in each direction to be equivalent: nx = ny = nz = n,
then,

ztrans =
[ ∞∑

n=1
exp

(
− βh2

8mL2n
2
)]3

. (4.17)

Since the translational energy levels are closely spaced, we can approximate the sum over
n as an integral. This leads to:

ztrans =
(∫ ∞

0
exp

(
− βh2

8mL2n
2
))3

dn (4.18)

Using the fact that:

∫ ∞

0
exp(−αx2)dx =

√
π

4α (4.19)

This simplifies ztrans to

ztrans =
(

2πmkbTL
2

h2

) 3
2

=
(2πmkbT

h2

) 3
2
V, (4.20)

where m is the total mass of the system, h is Planck’s constant , and V = L3 is the volume
of the box.

2. Rotational part (zrot): The rotational energy levels of a polyatomic molecule can be de-
scribed using the rigid rotor model.

The formula for zrot is given by [126],

zrot =
√
π

σ

(8πIAkbT

h2

) 1
2
(8πIBkbT

h2

) 1
2
(8πICkbT

h2

) 1
2
, (4.21)

where σ is the symmetry number that accounts for any symmetry degeneracies, the
molecule possesses and IA, IB, and IC are the moments of inertia of the molecule along
its principal axes of rotation.

3. Vibrational part (zvib): The vibrational energy of a nonlinear molecule with 3N−6 degrees
of freedom can be described as a harmonic oscillator. Mathematically, it is given by:

Evib(n) =
(
ni + 1

2

)
ℏωi. (4.22)

ni represents the vibrational quantum number for each mode i, ℏ is the reduced Planck’s
constant, and ωi is the frequency of mode i.
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The vibrational partition function, denoted as zvib, is the product of vibrational contribu-
tions for each frequency. It can be expressed as:

zvib =
3N−6∏

i

∞∑
n=0

exp (−βEvib) . (4.23)

Here 3N − 6 refers to the total degrees of freedom of a nonlinear molecule with N being
the number of atoms of a molecule.

Further simplification of the expression, yield,

zvib =
3N−6∏

i

exp
(

−βℏωi

2

)( ∞∑
n=0

exp (−βℏωi)
)n

. (4.24)

Then, using the following geometric series sum formula,

( ∞∑
n=0

exp(−x)
)n

= 1
1 − exp(−x)

The vibrational partition function can be rewritten as,

zvib =
3N−6∏

i

exp
(
−βℏωi

2

)
1 − exp(−βℏωi)

. (4.25)

4. Electronic Part (ze): Molecules can have electrons excited to higher energy states, but
at ordinary temperatures, most molecules are in their ground state, which we consider as
having zero energy. Therefore, the electronic partition function ze is given by:

ze = g1 exp(−βEDF T ) (4.26)

Here, g1 represents the degeneracy of the ground state and it is 1, and EDF T is its energy.

After summing up the contributions of the different degrees of freedom above to the logarithm
part of the chemical potential as shown in equation 4.13 as,

ln
[ 1
N ! (ztrans · zvib · zrot · ze)N

]
(4.27)

Breaking down the simplification of each term results in:
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1.

ln
(
zN

trans
N !

)
= N ln

[(2πmkbT

h2

) 3
2
V

]
−N ln(N) +N

= N ln
[(2πmkbT

h2

) 3
2 kbT

p

]
+N

2.

ln
(
zN

rot

)
= N ln

[√
π

σ

(8πIAkbT

h2

) 1
2
(8πIBkbT

h2

) 1
2
(8πICkbT

h2

) 1
2
]

= N ln
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π

σ

)
+N ln

[(8πkbT

h2

) 3
2

(IA)
1
2 (IB)

1
2 (IC)

1
2

]

3.

ln
(
zN

vib

)
= N ln

3N−6∏
i

exp
(
−βℏωi

2

)
1 − exp(−βℏωi)


= N

3N−6∑
i

ln

 exp
(
−βℏωi

2

)
1 − exp(−βℏωi)


= N

3N−6∑
i

(
ln
(

exp
(

−βℏωi

2

))
− ln (1 − exp(−βℏωi))

)

= N
3N−6∑

i

(
−βℏωi

2 − ln (1 − exp(−βℏωi))
)

4.

ln(zN
e ) = N ln(ze)

= −NβEDF T

By substituting the simplified values into equation 4.13, we obtain:

µ = −kbT ln
[(2πmkbT

h2

) 3
2 kbT

p

]

− kbT ln
(√

π

σ

)
− kbT ln

[(8πkbT

h2

) 3
2

(IA)
1
2 (IB)

1
2 (IC)

1
2

]

+
3N−6∑

i

βℏωi

2 + kbT
3N−6∑

i

(ln (1 − exp(−βℏωi)))

+ EDF T .
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We can add a zero term, +kbT ln p0
p0

, to set a references for the chemical potential:

µ(p, T ) = −kbT ln
[(2πmkbT

h2

) 3
2 kbT

p0

]

− kbT ln
(√

π

σ

)
− kbT ln

[(8πkbT

h2

) 3
2

(IA)
1
2 (IB)

1
2 (IC)

1
2

]

+
3N−6∑

i

ℏωi

2 + kT
3N−6∑

i

ln (1 − exp(−βℏωi))

+ EDF T

+ kbT ln p

p0
.

(4.28)

Now, a comparison can be made between equations 4.12 and 4.28 leads to

µ0(T ) = −kbT ln
[(2πmkbT

h2

) 3
2 kbT

p0

]

− kbT ln
(√

π

σ

)
+N ln

[(8πkbT

h2

) 3
2

(IA)
1
2 (IB)

1
2 (IC)

1
2

]

+
3N−6∑

i

ℏωi

2 − kbT
3N−6∑

i

ln (1 − exp(−βℏωi))

+ EDF T .

(4.29)

While µ0(T ) can be obtained from thermodynamic tables [127], in this study, it was theoretically
calculated using the FHI-aims package.

4.3 Paper III: A Hybrid-DFT Study of Intrinsic Point Defects
in MX2 (M=Mo, W; X=S, Se) Monolayers

The electronic, optical, and mechanical properties of the material can be significantly influenced
by the existence of point defects, especially for 2D materials. Therefore, investigating the char-
acteristics and behavior of defects in 2D materials under different thermodynamic conditions is
crucial for tailoring their properties and developing novel applications. In this section, we show
a comprehensive study of the structural and electronic properties of point defects in monolayer
transition metal dichalcogenides (MX2) with M=Mo/W and X=S/Se.

First, we have studied the electronic structure of these monolayers through DFT calculations. In
particular, we utilize the hybrid HSE06 exchange correlation functional along with many-body
dispersion corrections between atoms that is very important for TMDCs. As such, the energetics
and electronic properties of defects in TMDCs are accurately captured. We have investigated
the stability of neutral defects within DFT, then we considered the simulation of charged defects,
since charged states exert a substantial impact on the stability and characteristics of defects.
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The simulation of charged S monovacancy in MoS2 monolayer was done via charge compensa-
tion scheme based on the virtual crystal approximation (VCA). Furthermore, we have found a
convincing evidence that this S monovacany has a negative charge when MoS2 is supported on
Au(111) substrate.

Furthermore, for a more realistic analysis of point defects in TMDCs we resort to ab initio
atomistic thermodynamics in order to investigate the influence of finite-pressure and finite-
temperature vibrational contributions on the stability and transition between defects. Nev-
eretheless, we have proved that the vibrational contributions to the free energy is significant for
the studied monolayer and cannot be disregarded as the alteration of the stability transition
between adatoms and monovacancies can result in a temperature change of 300-400 K.

Finally, the vibrational fingerprint of defects using tip-enhanced Raman scattering (TERS)
images have been investigated. This technique allowed us to probe the vibrational modes of S
monovacany in MoS2 clusters and provided valuable insights into the local environment in the
vicinity of the defect and the structural changes in the system. This was not achievable using
conventional homogeneous field Raman scattering.

In Figure 4 of the following paper, please note that the legend incorrectly labels the rich and
poor conditions. To clarify, in the legend, the blue color corresponds to rich S-conditions, while
the red color represents poor S-conditions.
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A Hybrid-Density Functional Theory Study of Intrinsic
Point Defects in MX2 (M=Mo, W; X= S, Se) Monolayers

Alaa Akkoush,* Yair Litman, and Mariana Rossi*

1. Introduction

Transition metal dichalcogenide (TMDC) materials are the sub-
ject of intense research, motivated by the possibility of realizing
and exploiting novel material properties with ease. The chemical

composition of these materials is MX2,
where M is a transition metal atom from
groups IV-X and X are chalcogenide atoms,
which are stacked in X–M–X layered
structures in the bulk. The layers are
bonded by van der Waals interactions
and thus easy to exfoliate or grow as single
layers. Semiconductor TMDCs with
M=Mo, W and X= S, Se exhibit an indi-
rect bandgap that becomes a direct gap at
the Brillouin-zone K point in the mono-
layer limit, as a consequence of quantum
confinement.[1,2] In addition, because of
the moderate and quasi-2D electronic
screening,[3] these materials also present
a high exciton binding energy, resulting
in stable excitons at elevated tempera-
tures.[4] These characteristics make these
materials highly desirable for optoelec-
tronic and many other applications.[5–8]

Defects such as vacancies, intercalation,
and substitutional atoms are inevitably
present in TMDC monolayers generated
by any experimental technique[9,10] and

often also created on purpose. Because it is easy to reach a high
concentration of defects in these materials and therefore induce
significant changes in (opto)electronic properties,[11–13] the litera-
ture has given much attention to the characterization of defects
in TMDCs.[14–20] The presence of defects can be detrimental or
advantageous, depending on the targeted property. To cite a few
examples, defect-bound neutral excitons have been shown to
form characteristic features in the photoluminescence spectra
of monolayer TMDCs[21] and chalcogen vacancies have been con-
nected to the dynamics of grain boundaries that strongly impact
electronic transport properties.[22] The presence of defects can
also serve as an anchor to dock organic molecules and build
robust organic–inorganic interfaces with 2D materials that
allow, for example, the fabrication of field-effect transistor
biosensors.[9,23]

Numerous theoretical studies, which we discuss throughout
this article, were carried out on these systems. These studies have
provided a comprehensive understanding of the stability of
intrinsic point defects. Nevertheless, a few important aspects still
deserve a closer examination, such as the vibrational contribu-
tions to the thermodynamic stability at elevated temperatures
with accurate density functional theory (DFT) calculations, the
impact of including many-body van der Waals corrections in cal-
culations, the charge state of defects onmetal-supported TMDCs,
and the local vibrational properties related to the presence of
defects.
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Defects can strongly influence the electronic, optical, and mechanical properties
of 2D materials, making defect stability under different thermodynamic condi-
tions crucial for material–property engineering. Herein, an account of the
structural and electronic characteristics of point defects in monolayer transition
metal dichalcogenides MX2 with M=Mo/W and X= S/Se is investigated
through density functional theory using the hybrid HSE06 exchange–correlation
functional including many-body dispersion corrections. For the simulation of
charged defects, a charge compensation scheme based on the virtual crystal
approximation (VCA) is employed. The study relates the stability and the elec-
tronic structure of charged vacancy defects in monolayer MoS2 to an explicit
calculation of the S monovacancy in MoS2 supported on Au(111), and finds
convincing indication that the defect is negatively charged. Moreover, it is shown
that the finite-temperature vibrational contributions to the free energy of defect
formation can change the stability transition between adatoms and monova-
cancies by 300–400 K. Finally, defect vibrational properties are probed by cal-
culating a tip-enhanced Raman scattering image of a vibrational mode of a MoS2
cluster with and without an S monovacancy.
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In this article, we report our results regarding the thermody-
namic stability of neutral and charged point defects in monolayer
MoS2, MoSe2, WS2, and WSe2 utilizing DFT with a hybrid
exchange–correlation functional (HSE06)[24] and employing
many-body van der Waals corrections (MBD).[25] We pay partic-
ular attention to the vibrational enthalpic and entropic contribu-
tions to the defect formation energies at elevated temperatures.
For charged defects, we adopt the virtual crystal approximation
(VCA)[26,27] scheme to obtain an effective charge compensation
in periodic calculations. We present results with this technique,
together with an analysis of the electronic structure of the charged
systems and a discussion about the charge state of an S vacancy of
monolayer MoS2 adsorbed on Au(111). Finally, we report an anal-
ysis of the variations in space-resolved Raman scattering signals
due to an S monovacancy in a MoS2 cluster.

2. Results and Discussion

2.1. Formation Energies of Point Defects

We have consideredmonolayer 1HMX2, where M stands for Mo,
W and X for S, Se. We have investigated the following common
intrinsic point defects: X monovacancy defects (VX); M monova-
cancy defects (VM); “up and down” divacancies (VX2), where we
removed two X atoms from the top and bottom layers lying on
coincident lattice sites; neighboring divacancies (VX22), in which
two nearest-neighbor X atoms at the same layer are removed; and
X adatoms (AddX), where one X atom is added on top of a host

X atom. These defects are shown in Figure 1. For VX, we have also
considered charged defects (þ1/�1), as discussed in Section 4.4.2.

We calculated the formation energies Ed
f as in Equation (1) for

the various point defects shown in Figure 1, as a function of the
possible chemical potentials of X= S, Se. The chemical potentials
μX were varied between poor and rich X conditions, as defined in
Section 4. We were interested in analyzing the differences
between an evaluation of such energies with the PBEþMBD
and the HSE06þMBD functionals. These results are shown in
Figure 2, where we referenced ΔμX ¼ 0 to the X-rich conditions.
Our results agree with results reported previously in the literature,
such as the ones presented in refs. [16,17,28,29]. When improving
the description of the electronic structure of these systems, by
going from the PBE to the HSE06 functional, the energetic hier-
archy among the various defects remains the same for all systems.
However, the points at which stability transitions are observed
change. In particular, for WSe2 with HSE06 there is no stability
transition between AddX and VX toward the poor X conditions.
We observe the largest differences in formation energies between
PBE and HSE06 for the transition metal vacancies VM in all cases.
This observation could be correlated with differences between PBE
and HSE06 predicted bandgaps. Among all defects studied here,
the PBE bandgaps of VM lie in the range of 0.1–0.4 eV, being the
smallest bandgaps of all defects, as shown in Table S3–S7,
Supporting Information.

The formation energies of AddX and VX are always lower than
those of the other vacancies in either X-rich or M-rich conditions.
AddX appears as the most stable out of all neutral point defects at
X-rich conditions and over the majority of the possible energy
range of μX (as also reported in refs. [17,30,31]). As one could
expect, the formation energy of divacancies amounts to around
twice the formation energy of the monovacancy. However, the
results show that for X= Se, the up and down divacancies
VSe2 are more favorable than neighboring VSe22 in all investi-
gated TMDCs (in agreement with ref. [29]).

The results presented in this section corroborate most previ-
ous work that have investigated defect formation energies in
TMDCs.[16,17,29,32,31] The consideration of many-body van der
Waals effects, absent in most publications in the literature,
shows little impact on these ground-state formation energies.

2.2. Impact of Temperature and Pressure on Defect Stability

In order to obtain more insights on the defect stability at various
thermodynamic conditions, we analyzed the connection of the
transition points between themost stable defects with temperature
and partial pressure. In the calculations, we considered the main
contribution of pressure to stem from the chemical potential term,
and disregarded lattice expansion effects on the TMDCs. We
assume that volume-change contributions will largely cancel when
evaluating formation energies. As shown in ref. [16], however, at
temperatures above 1000 K, the volume changes can amount to
differences of �0.2 eV in the formation energies.

We show in Figure 3 the stability transition lines between VX
and AddX for ML MoS2, MoSe2, and WS2 as a function of tem-
perature and partial S/Se pressure. We calculate these transitions
with and without the temperature-dependent vibrational contri-
butions from the term labeledΔFðTÞ in Equation (11). We do not

Figure 1. The geometries of the point defects under study for MX2,
M=W, Mo and X= Se, S. AddX stands for an X adatom, VX/M stands
for X/Mmonovacancy, VX2 stands for X divacancies at the top and bottom
coincident lattice sites, and VX22 stands for X divacancies at neighboring
sites. We use these labels to refer to the defects throughout this article.
M atoms are green and X atoms are yellow.
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show WSe2 because no stability transition within the boundaries
of the chemical potential are predicted for the HSE06þMBD
formation energies. We note that considering a different allo-
trope for the Se reference could slightly change this picture.

We first focus on the stability ranges obtained without consid-
ering the term labeled ΔFðTÞ in Equation (11). This term is the
vibrational Helmholtz free energy difference between the pris-
tine system and the system containing the defect. This term
is commonly disregarded in these calculations because it tends

to be small in more traditional systems.[33] This means that the p,
T dependence of the data represented in Figure 3 by the full lines
stems only from the terms in Eq. 12. The data presented in
Figure 2 are therefore equivalent to the one presented in
Figure 3. However, Figure 3 makes it clear that while for
MoSe2 the vacancy is stable at much lower temperatures with
respect to the S containing systems, its stability range is narrower
because the monolayer material ceases to be stable also at lower
temperatures when considering equilibrium with the these

Figure 2. Variation of formation energy (eV) of point defects as a function of X chemical potential, referenced with respect to the X-rich conditions.
Dashed lines represent formation energies computed with PBEþMBD and solid lines with HSE06þMBD for a) MoS2, b) MoSe2, c) WS2, and d) WSe2.

Figure 3. Stability transitions between AddX and VX at different temperatures and partial pressures of S or Se (Equation (12)) for a) MoS2, b) MoSe2, and
c) WS2. The full lines represent the boundaries without the vibrational contribution ΔFðTÞ and the dashed lines the full formation energy as in
Equation (11).
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reservoirs. The stability range of VS on MoS2 and WS2 is larger
but starts at higher temperatures. VS in MoS2 shows the largest
temperature stability range.

We then quantify the impact of ΔFðTÞ in the defect formation
energy of all materials shown in Figure 3. We observe that
including ΔF (dashed lines in Figure 3) would increase the tran-
sition temperature between AddX and VX by 300–400 K, for a
given partial pressure. We note that in this case the boundaries
of the chemical potential at each temperature are also different
because the temperature-dependent vibrational contributions to
the bulk and the monolayer must be included in Equation (9).
This naturally raises the question of why AddX defects are rarely
observed in experiments. As AddX defects are the most stable over
a wide range of temperatures and partial pressures, it may be easy
to reach larger concentrations of these defects, making it likely that
two or more such defects come into contact. For MoS2 it was
shown by Komsa and Krasheninnikov[16] that as two AddS defects
meet, it becomes favorable to desorb a S2 molecule, especially at
elevated temperatures. The increased stability of VX at higher tem-
peratures allied to the proposition that multiple AddX defects can
easily desorb could explain why AddS and AddSe are rarely
observed in chemical vapor deposition (CVD)-grown TMDCs,
while monovacancies are very often observed.[34–36]

Therefore, we note that for monolayer TMDCs the vibrational
contributions play an important role on the point defect stability.
We note that probably this effect is more pronounced due to the
high-temperature regimes relevant for these systems. At lower
temperatures, for example, below 600 K, the effect of including
or ignoring ΔF is much less pronounced, as exemplified in
Figure S4, Supporting Information.

2.3. Charged Monovacancies

Next, we proceeded to analyze defects that carry an electric
charge. Because we have established that the qualitative hierar-
chy of defect formation energies is similar for all systems, we
focus on the case of MoS2. In addition, we consider only charged
S monovacancies (VS) because they are the most abundant
charged defects appearing in experimentally relevant condi-
tions.[37,38] In Figure 4 we show the formation energies as calcu-
lated from Equation (2), with varying Ef and for μS ¼ 0.0 eV

(rich S) and μS ¼ �1.3 eV (poor S). We show the data obtained
with the charge compensation scheme discussed in Section 4
including corrections to obtain the dilute limit. We note that
we performed spin-polarized calculations for the charged defects.

In the pristine MoS2 ML, the computed EVBM is at �6.54 eV
and the ECBM is at �4.22 eV (HSE06) with respect to the vacuum
level. These energies are marked in Figure 4. We observe that the
positive charge state is predicted to be stable very close to the
VBM (similar to what was reported in refs. [15,16]), while the
(0/�1) charge transition level is well within the gap and the neg-
atively charged vacancy is stable for Ef values greater than 1.5 eV
above the VBM.

In Figure 5we compare the electronic density of states (includ-
ing spin–orbit coupling) of the pristine MoS2 monolayer, the
neutral S vacancy, and the charged S vacancies. In all cases,
we obtain integer occupation of all energy levels and the ground
state of the charged defects is a doublet. The results shown for the
neutral VS confirm DFT results from other authors,[15,39,40] show-
ing a shallow occupied defect state close to the VBM, and two spin-
degenerate unoccupied states in the gap. All these states are of d
character and arise from the dangling bonds of the Mo 4d orbitals
and the reduced Mo 4d and S 3p orbital hybridization. The split-
ting between the two unoccupied states is due to spin–orbit cou-
pling. A visualization of the state-resolved electronic density of
these defect states is shown in Figure S5, Supporting Information.

We start by discussing the positively charged VS. An unoccu-
pied state with the same character as the shallow occupied state
in the neutral VS appears in the gap. This confirms that the
orbital that lost one electron is the localized vacancy state,
remembering that one spin-channel remains occupied. The
vacancy states deep in the gap show a much larger splitting
and are not anymore spin-degenerate. As shown in Figure S5,
Supporting Information, the states are now grouped by their
dominant spin character, and the splitting could be attributed
to an exchange interaction with the singly occupied state that lost
one electron. We do not observe a structural symmetry breaking
around the vacancy. The three Mo atoms around the vacancy
form an equilateral triangle with a side length of 3.13 Å. This
is consistent with the fact that all vacancy states show the same
character as they had in the neutral case, as shown in Figure S5,
Supporting Information. It is worth noting that this geometry is,
nevertheless, different from the neutral vacancy, where the equi-
lateral triangle defined by the three neighboring Mo atoms sur-
rounding the vacancy has a side of length 3.04 Å in our calculations.

The negatively charged S monovacancy causes a pronounced
symmetry breaking on the electronic and atomic structure, char-
acteristic of the Jahn–Teller effect, as discussed previously in
ref. [15]. Whereas in ref. [15] the authors employed GGA and
metaGGA functionals, we here corroborate the results with
HSE06 and the inclusion of many-body vdW corrections. The
structural distortion causes the Mo atoms close to the vacancy
to form a isosceles triangle where two sides measure 3.04 Å
and one side measures 3.16 Å. The occupied shallow defect state
in the neutral case loses its spin degeneracy and one spin channel
moves in the gap. The four unoccupied defect states from the
neutral vacancy present mixed characters, as shown in Figure
S5, Supporting Information, and one of them is fully occupied.
The other three (unoccupied) states are found very close to the
CBM of the bulk material.

Figure 4. Formation energy of neutral and charged (q ¼ þ1, 0, � 1) VS in
MoS2 computed with HSE06þMBD as a function of Fermi level (Ef ) in
the S-rich (blue) and S-poor (red) conditions. Ef is referenced to the vac-
uum level. The dashed lines mark the position of the VBM and the CBM of
the pristine MoS2 ML.
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The calculated stability of the defects and the electronic struc-
ture predicted in the calculations are consistent. For complete-
ness, we report the density of states of all neutral point defects
under study for MoS2, MoSe2, WS2, and WSe2 computed with
HSE06þMBD including SOC in Figure S6–S9, Supporting
Information.

2.4. MoS2 Monovacancy on Au(111)

In several situations of interest, MoS2 is supported on an Au(111)
substrate.[41,42] The bulk Au Fermi energy is calculated to be
�4.95 eV with HSE06 and the basis sets used here, and there-
fore, it could act as a donating electron reservoir that stabilizes
a negatively charged vacancy on MoS2. Explicitly simulating the
MoS2 monolayer supported by a Au(111) slab requires the use of
large supercells in order to minimize the strain induced by the
lattice mismatch. We have considered a 8� 8 supercell of MoS2
on a 4-layer 9� 9 Au(111) supercell, containing one S vacancy on
the vacuum-facing side of MoS2 (515 atoms), as shown in
Figure 4. The MoS2 ML is stretched by 4.8% in each direction
considering HSE06 lattice constants, which induces a small
but non-negligible strain on the sheet. However, reducing this
number to 1% would require a 12� 12 supercell of MoS2 on
a 4-layer 13� 13 Au(111) surface, at which point the system
becomes too large for obtaining results at this level of theory.
We fully relaxed this structure with the HSE06þMBD (same
settings as previously in this article), including spin polarization.
We fixed the two bottom Au layers during relaxation. Electronic
density of states was calculated with a 4� 4� 1 k-point grid for
increased accuracy. Fully converging the self-consistent field
(SCF) cycle for this structure with HSE06 functional and the
FHI-aims code took around 20 h when parallelized over 2304
cores in the MPCDF Raven machine (Intel Xeon IceLake-SP
8360Y). We could not apply spin–orbit coupling corrections to

this structure with this functional due to technical memory
issues.

We observe a Moiré pattern formation and a nonuniform dis-
tance between the MoS2 layer and Au(111), as also reported in
ref. [42] where they studied similar systems with the PBE func-
tional and dispersion corrections. In this article we are interested
in understanding whether this vacancy can be considered nega-
tively charged. We confirm that the structure is magnetic and the
states with largest spin asymmetries are those of the d-orbitals of
the Mo atoms around the vacancy. We also observe the tell-tale
sign of the pronounced structural distortion around the vacancy,

Figure 5. Electronic density of states calculated with the HSE06 functional for a) pristine MoS2, b) MoS2 with a positively charged VS (q=þ1), c) MoS2
with a neutral VS and d) MoS2 with a negatively charged VS (q=�1).

Figure 6. Top: Structure of the 8� 8 supercell of MoS2 on a 4-layer 9� 9
Au(111), where we highlight the Mo and S atoms around the vacancy.
Bottom: Projected electronic density of states on the highlighted atoms
around the vacancy for spin up and spin down channels. Zero represents
the Fermi level of the calculation (defined by the states from the Au sur-
face, not shown), above that the states are unoccupied.
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with theMo atoms forming an isosceles triangle with two sides of
3.36 Å and one shorter side of 3.04 Å. Finally, when analyzing the
electronic density projected solely on the atoms surrounding the
vacancy, as marked and shown in Figure 6, we observe occupied
states that can be assigned to the vacancy at about �0.5 eV, and
we confirmed that they are of Mo d character. These states are
also singly occupied, as evidenced by the pronounced spin asym-
metry between the channels in this region. All of these observa-
tions, connected to the discussions in the previous section, point
toward a negatively charged vacancy.

Without further analysis we cannot ascertain the amount of
negative charge at the vacancy. Based on the current data we sup-
pose it is at a�1 charge state. Previous studies that considered
a�2 charge state did not find it stable for the monolayer.[16] We
note that the structural symmetry breaking is more pronounced
and different than the one observed for VS(�1) in free-standing
MoS2 in the previous section, which could be due to the struc-
tural strain in this case, or indeed a different charge state. We
also note that the metallic substrate is known to induce a consid-
erable gap renormalization on the TMDC monolayers due to
screening.[43] A reduction of the bandgap would likely favor
the VS(�1) state. Further studies addressing some of these short-
comings and reducing the cost of these large calculations will be
the subject of a future work.

2.5. Local Vibrational Fingerprints

Raman spectroscopy is a widely used method to characterize the
fundamental vibrational properties of 2D materials.[44] We were
interested in exploring the feasibility of using tip-enhanced
Raman scattering (TERS) signals to obtain a local description
of vibrational properties of the vacancies. The cluster models
we use for these calculations do not show the characteristic
Raman active E1

2g (in-plane vibrations) and A1g (out-of-plane
vibrations) vibrational modes of monolayer MoS2

[44,45] due to
local distortions, but many modes with similar characteristics
are present. We show the nonresonant harmonic Raman spectra
of the pristine cluster, and the one containing the vacancy in
Figure 7. The Raman intensities shown in Figure 7 were calcu-
lated considering only the square of the variation of αzz

component of the polarizability tensor with respect to the normal
modes of the system. The cluster was oriented such that the z
axis was perpendicular to the surface plane. Because of the pres-
ence of the edges, the clusters show many active Raman modes.
The most intense peak for both systems, lying at 393 cm�1,
corresponds to a mode that resembles the A1g mode in the
periodic structure, and this is the mode that we chose to
further characterize by means of a simulation of spatially
resolved TERS.

We calculated the tip-enhanced Raman intensity according to
the methodology proposed in ref. [46], over a region of 9� 9 Å2

covering the defect area. These results are presented in
Figure 8. We observe that while the Raman spectra of the
systems with and without the vacancy shown in Figure 7 are
very similar, the TERS signals of the pristine system and the
vacancy-containing system are substantially different around
the vacancy, despite their very similar frequency and overall
character. This result shows the possibility of identifying
specific vibrational fingerprints of defects in 2D materials even
at low defect concentrations.

We note that our calculations do not include excitonic states,
but these could be included, at least approximately, by perform-
ing linear-response time-dependent (TD)-DFT calculations with
an appropriate functional,[47] instead of density functional pertur-
bation theory calculations within this method. Probably, such a
combination would still be considerably more efficient than a full
real-time TD-DFT calculation of the TERS signal.

3. Conclusions

We presented a hybrid DFT study of point defects on semicon-
ductor TMDC monolayers MX2. An analysis of the ground-state
formation energy of neutral defects showed that adatom defects
are the most stable defects at X-rich conditions and through a
wide range of chemical potentials. TMDCs containing X= S
show a small range of S monovacancy stability toward S poor
conditions, while this range is reduced for TMDCs containing
X= Se. A comparison of these formation energies obtained with
the PBEþMBD and the HSE06þMBD functionals shows that
only quantitative changes in the energy hierarchy of defect for-
mation energies take place. The largest difference was observed
for the Mo andWmonovacancies, which could be correlated with
the extremely small bandgap predicted by PBEþMBD for these
systems. Comparing the results obtained in this study and pre-
vious results in the literature that did not employ many-body van
der Waals corrections, we also conclude that these have a minor
quantitative impact on formation energies. This is not surprising
because the main contribution to the defect formation energy in
monolayer TMDCs stems from breaking or making covalent
bonds. These corrections could have a larger impact in multilay-
ered systems.

Analyzing the transitions between VX and AddX at tempera-
ture versus partial pressure diagrams, we concluded that VS is
the most stable defect only at very elevated temperatures
(>1000 K) for a wide range of partial pressures. VSe is stable
at lower temperatures, but its temperature stability range is nar-
rower due to the threshold imposed by the equilibrium with the
reservoirs. We also explicitly quantified the effect of vibrational

Figure 7. Raman spectra of the MoS2 cluster with and without the sulfur
vacancy. The mode shown in the inset is the one marked with an asterisk
for the pristine cluster. The mode resembles the A1g mode of the periodic
structure.
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contributions of the TMDC to the formation free energy. We find
that these contributions stabilize AddX defects and destabilize
VX defects. Disregarding such contributions would lead to a pre-
diction of the stability crossover points between AddX and VX
that would be underestimated by 300–400 K in all materials—
an effect probably exacerbated by the high temperatures at which
this transition occurs. These elevated temperatures are neverthe-
less relevant for some TMDC growth techniques such as chemi-
cal vapor deposition.

For charged defects, we find that the virtual crystal approxi-
mation (VCA) in an all-electron electronic structure infrastruc-
ture is a simple and powerful technique that allows the
simulation of charged defects in these 2D systems within a peri-
odic 3D setup. We combined it with a straightforward extrapo-
lation correction for the remaining lateral interactions between
charged defects to reach the dilute limit. With this technique,
we could confirm the stability of the negatively charged S
vacancy in MoS2 with a (0/�1) charge transition level within
the gap, and characterized the accompanying Jahn–Teller
distortion at the electronic and the atomic structure levels.
We then analyzed the electronic and atomic structure of the
S monovacancy on a MoS2 monolayer supported on Au(111)

with the HSE06þMBD functional. This analysis and a compar-
ison to the results of the S monovacancy in the free-standing
monolayer led us to conclude that the vacancy is negatively
charged in this structure. The VCA scheme can be extended
to mimic the charge compensation at the Au substrate instead
of within the layer and this is the subject of ongoing work. Many
of the techniques discussed here could be used in a high-through-
put workflow to augment or complement existing data in data-
bases of defects in 2D materials.[19]

In the future, we plan to conduct a deeper analysis of the spe-
cific phonon modes that play a role on the stabilization and desta-
bilization of different defects, and their real-space characteristics.
In that respect, the exploratory tip-enhanced Raman scattering
calculations presented in this work are very encouraging. We
believe that a better characterization of the local Raman signal
around defects in 2D materials and the possibility of a direct
experiment-theory comparison in real space can give unique
insights into the atomic motions that accompany charge locali-
zation, exciton trapping, and polaron formation. We consider
such insights particularly interesting to guide the chemical
design of organic–inorganic interfaces based on 2D materials
for optoelectronic and sensor technologies.

(a)

(b)

Figure 8. TERS image of the vibrational modes labeled with an asterisk in Figure 7 in the MoS2 cluster corresponding. a) Pristine system. b) System
including the S monovacancy. The position of the S vacancy is marked with a black circle and the pink dots are just visual markers to delimit the image
area. Intensities are reported taking into account only the term corresponding to the polarizability variation.
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4. Computational Section

Basic Parameters: Our calculations have been performed using the FHI-
aims[48] program package and periodic boundary conditions. In order to
approximate the dilute limit, we aimed at minimizing the interaction
between defects in neighboring supercell images. As shown in Figure
S1, Supporting Information, the variation of the defect formation energy
between a 5� 5 supercell and a 7� 7 supercell did not exceed 0.03 eV in
all studied monolayers. As discussed in the next section, for MoS2 further
corrections to the infinite-size limit brought a further 10meV correction.
We thus chose a 5� 5 supercell to perform most calculations in this work
and added a vacuum region of around 100 Å to decouple periodic images
in the direction perpendicular to the monolayer surfaces. For charged
defects we employ further corrections, as explained in section 4.2.

Electronic structure properties and geometry optimizations were
obtained with the Perdew, Burke, and Ernzerhof (PBE)[49] and the HSE06
exchange–correlation functional as proposed by Heyd, Scuseria and
Ernzerhof[50,51] with 25% exact exchange and the screening parameter
ω= 0.11 Bohr�1. Van der Waals (VDW) interactions were accounted for
using a many-body dispersion (MBD) model[52] (HSE06þMBD and
PBEþMBD). We performed spin polarized calculations and employed
intermediate defaults for basis sets and numerical grid settings in the
FHI-aims code.[53] A k-grid of 4� 4� 1 was used for geometry optimiza-
tions, total energy evaluations and electronic-structure property calcula-
tions. We have included the effect of spin–orbit coupling, known to
substantially affect the energy bands of TMDCs.[54] We employed a “post-
processing” correction, applied only after the electronic ground state den-
sity is converged.[55] The HSE06þMBD optimized (experimental) in-
plane lattice constants of MoS2, MoSe2, WS2, and WSe2 primitive cells
are 3.14 (3.16[56]), 3.26 (3.30[56]), 3.16 (3.15[57]), and 3.27 (3.28[57]) Å,
respectively. To calculate phonons, the PBEþMBD functional in FHI-aims
was employed with “tight” computational settings. The same van der
Waals corrections as mentioned earlier (PBEþMBD) were applied.
These settings allowed for the determination of vibrational contributions
to the formation energy of defects.

TERS signals were computed using density functional perturbation theory
(DFPT) with the local-density approximation (LDA) functional to compute the
density response with respect to a localized electric near-field produced from
the response of an Ag tetrahedral tip to an external electric field (Figure 9a).
Details of the methodology are presented in ref. [46]. Technical problems
prevent the near-field response calculation of periodic systems in FHI-aims,
thus we employed a cluster approximation. To find a suitable cluster model,
we investigated three possible structure forms: hexagonal, rhombic, and tri-
angular (details in Supporting Information), with different types of hydrogen
passivation at the edges. We fixed the positions of theMo atoms at the edges
of the clusters at their bulk positions. The choice of the clusters is motivated

by studies in the literature such as refs. [58,59], where MoS2 nanoclusters
grown on Au(111) were characterized. We selected the cluster with the widest
bandgap upon optimization at the PBEþMBD level. This was a hexagonal
cluster of 109 atoms of Mo and S with�43% S coverage on the edges shown
in Figure 7b. Moreover, we confirmed that passivating the cluster edges
increased the energy gaps between the highest occupied and the lowest unoc-
cupied molecular orbital due to the removal of the dangling bonds, as previ-
ously discussed in a DFT study that explored different sizes of MoS2
nanoflakes.[60]

Defect Formation Energy: The formation energy of a defect can provide
information about their stability under different thermodynamic condi-
tions. We define this formation energy for neutral defects Edf as follows
Edf ¼ Edðni þΔniÞ � EpðniÞ �

X
i

Δniμi, (1)

where Ed and Ep are the total energy of the defective system and the pris-
tine system, respectively, μi is the chemical potential, and Δni is the num-
ber of atoms of type i that have been added/removed.

For charged defects, the formation energy gains an extra term that
accounts for the equilibrium with an electron reservoir (Fermi energy)

Edf ¼ Edðni þΔniÞ � EpðniÞ �
X
i

Δniμi þ qEf (2)

where q is the electron charge and Ef is effectively an adjustable parameter
that depends on the specific conditions under consideration, and is com-
puted relative to the valence band maximum (VBM) of the defect-free sys-
tem. We only considered charged defects consisting of X vacancies.

In simulations of charged defects in (free standing) 2D materials using
supercells with 3D periodic boundary conditions, we encounter the challenge
of performing a charge compensation technique that does not generate spu-
rious interactions. If such interactions do arise, they must be corrected.[61–64]

The virtual-crystal approximation (VCA)[26,27,65] has been successful in simu-
lating charged defects at bulk systems and surfaces in the past, and removes
the spurious interaction of the charged defect with a homogeneous compen-
sating background charge in surface or 2D-material simulations. In this
approximation, when working in an all-electron code like FHI-aims, we mod-
ify the nuclear charges (Z

0 ¼ Z þ ΔZ) of certain atoms to modify the num-
ber of effective electrons in the system, while the simulation as a whole
remains neutral. The nuclear charges are modified as the following

ΔZ ¼
(
þ jqj

N for n� type doping
� jqj

N for p� type doping
(3)

where jqj is the absolute value of the desired defect charge of the defect and
N is the number of atoms for which the nuclear charge is modified. We note
that when doping the system in this manner, the reference energies of the
pristine and defected systems appearing in the expression of Equation (2)
must be calculated with the same conditions of doping to give a consistent
reference. Here, we compensate charges within the TMDC monolayer (ML)
itself by modifying the nuclear charge of transition metal atoms through the
VCA recipe. We correct the remaining lateral interactions of the charged
defects by performing VCA calculations for increasing L� L supercells with
L ¼ 4, 5, 6, 7, 10 at the PBEþMBD level, fitting aEd

f ð∞Þ þ b=Lþ c=L2 þ d=L3

function to the formation energies.[26] This correction is added to the
HSE06þMBD formation energies calculated with the 5� 5 supercell
and amounts to about �30meV for neutral S vacancies and þ200meV
for the charged S vacancies as shown in Figure S2, Supporting Information.

In all expressions above, the chosen values of the chemical potential μi
are central to the formation energy analysis. We discuss how to model
them in the section below.

Boundaries of Chemical Potentials μ: ML of TMDCs can exist in different
conditions of excess of a particular constituent atom. In the calculations, we
take these possible environments into account by varying the chemical poten-
tial μi between two extremes: rich X (poor M) and poor X (richM) conditions.

For MX2 MLs, one can consider the thermodynamic equilibrium con-
ditions as

Figure 9. a) Schematic drawing of a TERS setup with an Ag tetrahedral tip
over a vacancy defect on an MoS2 cluster. The orange ellipse denotes the
local electric field. b) Geometry of the MoS2 cluster used in this study
for the calculation of the TERS signals. White circles denote hydrogen
atoms.
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μM þ 2μX ¼ EML
MX2

μX ¼ 1
2 EML

MX2 � μM
� � (4)

where EML
MX2 refers to the total energy of the primitive unit cell. The lower

bound of μX takes place for M-rich conditions, here modeled by the chemi-
cal potential (atomization energy) of M in a bulk BCC structure μM ¼ μBulkM .
With that we obtain

μmin
X ¼ 1

2
EML
MX2 � μBulkM

� �
(5)

The upper bound of μX (X-rich environment) is taken as the chemical
potential of X in an 8-membered homoatomic ring molecule. This is a
common reference in the literature.[66,67] The S8 ring is a predominant
S allotrope in the solid and gas phase,[68] while Se8 is one of three pre-
dominately reported Se allotropes in the literature.[69,70]

Therefore

μmax
X ¼ 1

8
ES8=Se8 (6)

These considerations lead us to

μmin
M ¼ EML

MX2 � 2μX
� �

(7)

We note that the expressions above automatically determine the
boundaries of μM. The final boundaries of chemical potentials that we con-
sider are

EML
MX2 � 2ðES8=Se8=8Þ ≤ μM ≤ μBulkM (8)

and

1
2

EML
MX2 � μBulkM

� �
≤ μX ≤ ES8=Se8=8 (9)

The ranges of chemical potentials (μX � μmax
X ) that we have considered

for each system are shown in Table 1.
Temperature and Pressure Contributions to Formation Energy: In the fol-

lowing, we consider the temperature and partial pressure contributions on
the defect formation energies. We consider the Gibbs energy of formation
as Gðp, TÞ ¼ FðV , TÞ þ pV ¼ E � TSþ pV , where F is the Helmholtz free
energy, V is the total volume of the system, p stands for pressure, T is the
temperature, and S is the entropy. The free energy of defect formation
(here considering the case of neutral defects) is given by[61,71]

Gd
f ðp, TÞ ¼ Gdðp, TÞ � Gpðp, TÞ �

X
i

Δniμiðp, TÞ (10)

We consider harmonic vibrational contributions to the Helmholtz vibra-
tional free energy FðTÞ, and a fixed volume. For the reference molecules
(chemical potential) we take all vibrational frequencies ωi and for the peri-
odic systems we consider those at the Γ point of the Brillouin zone of the
system supercell. Separating this term explicitly in Equation (10) we obtain

Gd
f ðp, TÞ ¼ ΔE þΔFðTÞ �

X
i

Δniμiðp, TÞ (11)

where ΔE is the difference between defect and the pristine ground state
total energy and ΔFðTÞ is the difference between the respective Helmholtz
free energies. For the chemical potential μiðT , pÞ, we can approximate the
partition functions of the rotational, translational and vibrational degrees
of freedom of the reference molecular reservoir.[72] This leads to the pre-
viously reported expressions[61,71]

μðp, TÞ ¼ 1
Nat

�
�kT ln 2πM

h2

� �3
2 ðkTÞ52

p0

� �
� kT ln π

1
2

σ

� �

� kT ln 8πkT
h2

� �3
2I

1
2
AI

1
2
BI

1
2
C

h i
þ kT

P
i
ln 1� exp � ℏωi

kT

� �	 


þ kT ln p
p0
þ Eref þ

P
i

ℏωi
2

�
(12)

where Nat is the number of atoms in the molecule or unit cell, M is the
total mass of the molecule, ωi are the harmonic vibrational frequencies, p
is the partial pressure of the species for which the chemical potential is
being calculated, σ is a molecule-dependent symmetry factor, and I are the
moments of inertia along the principle axis of rotation of the molecule. The
rotational and translational terms are absent for solid-state references. We
take p0= 1 atm and Eref as the atomization energy of the chemical species
under consideration, for the given standard reference. For S and Se our
standard references were the S8 and Se8 molecules in the gas phase and
for Mo and W, the BCC bulk structure. We note that other gas-phase allo-
tropes of S and Se are more stable at elevated temperatures.[68]
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S1. SIMULATION DETAILS

A. Supercell Convergence

In order to identify the appropriate size of the supercell that prevents any potential interaction between defects,
we have computed the formation energy difference of V X for the studied TMDC’s with respect to various supercell
sizes (fig.S1). The calculation is carried out using the PBE+MBD functional.
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FIG. S1: Formation energy convergence of V X in MX2 mono layers with supercell size.

B. Charge Correction
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FIG. S2: Formation energy of VS (-1) in blue and neutral VS in black created in MoS2 monolayer using PBE,
calculated via the VCA. Solid lines show the defect formation energies extrapolated to the dilute limit of a single

defect in an extended material (1/L → 0) where L is the multiple of the lattice constant.

C. Structure Optimization

TABLE S1: Geometry Relaxation with HSE06+MBD, a. shows the bond length between X and its corresponding
additional X atom on top, b. shows the change between M −M bond lengths of the equilateral triangle upon the

introduction of X vacancy.

(a)AddX

MoS2 MoSe2 WS2 WSe2

1.93 2.23 1.94 2.24

(b)VX

MoS2 MoSe2 WS2 WSe2

0.10 0.17 0.15 0.22

D. Cluster Search

Different cluster shapes and sizes have been investigated in our search to find an optimal structure. Mainly, we
show three types of clusters with different edge atoms (fig.S3). We show in the table S3 the bandgap using HSE06
and PBE for these clusters. In this work we have considered the hexagonal structure with 43% S edges based on
band gap calculations as in table S2. The cluster was passivated by hydrogens to ensure a higher band gap and no
edge electron states dominance as shown for the chosen cluster S3.
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FIG. S3: MoS2 cluster structures that has been investigated in this work

Systems Rhombic 50% S Triangular 100%
S

Triangular 100%
Mo

Hexagonal 100%
S

Hexagonal 43% S
(VS)

Hexagonal 100%
Mo

Egap[eV] (PBE) 0.139 0.045 0.024 0.014 0.226 (0.218) 0.0266
Egap[eV]
(HSE06)

0.093 0.141 0.177 0.030 0.676 (0.662) 0.274

TABLE S2: HOMO-LUMO bandgap of MoS2 clusters using HSE06 and PBE functionals.

E. Band Gaps of Point Defects in MX2

Systems MoS2 MoSe2 WS2 WSe2
Egap[eV] (PBE) 0.358 0.329 0.408 0.121
Egap[eV] (HSE06) 0.694 0.621 0.871 0.730

TABLE S3: The bandgap variation between HSE06 and PBE of VM point defect in MX2.

Systems MoS2 MoSe2 WS2 WSe2
Egap[eV] (PBE) 1.760 1.381 1.619 1.435
Egap[eV] (HSE06) 2.194 1.935 2.242 1.813

TABLE S4: The bandgap variation between HSE06 and PBE of AddX point defect in MX2.
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Systems MoS2 MoSe2 WS2 WSe2
Egap[eV] (PBE) 1.201 1.048 1.125 1.219
Egap[eV] (HSE06) 1.768 1.546 1.736 1.475

TABLE S5: The bandgap variation between HSE06 and PBE of V X point defect in MX2.

Systems MoS2 MoSe2 WS2 WSe2
Egap[eV] (PBE) 1.151 1.069 1.017 0.836
Egap[eV] (HSE06) 1.688 1.512 1.603 1.374

TABLE S6: The bandgap variation between HSE06 and PBE of V X2 point defect in MX2.

Systems MoS2 MoSe2 WS2 WSe2
Egap[eV] (PBE) 0.963 0.908 1.200 1.068
Egap[eV] (HSE06) 1.525 1.458 1.675 1.440

TABLE S7: The bandgap variation between HSE06 and PBE of V X22 point defect in MX2.
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F. Impact of Temperature on the Formation Energy of Defects

FIG. S4: Variation of formation energy (eV) of point defects for MX2 monolayers as a function of temperature
calculated with the HSE06+MBD functional at a S and Se partial pressure p = 10−14 atm. The dashed lines

represent the formation energy without the vibrational contribution ∆F (T ) of the TMDCs and the solid lines the
full formation energy.
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G. Density of States of S Monovacancy in MoS2 at Different Charge States

FIG. S5: Density of states and state-resolved electronic density of an MoS2 monolayer containing (a) a neutral S
monovacany, (b) a positively charged S monovacancy and (c) a negatively charged S monovacancy, employing the

HSE06 functional and including SOC.
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H. Density of States of Point Defects in MX2 (HSE06)

FIG. S6: Density of states of MoS2 monolayer for the pristine and point defects under study using HSE06 exchange
correlation and SOC.
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FIG. S7: Density of states of MoSe2 monolayer for the pristine and point defects under study using HSE06 exchange
correlation and SOC.
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FIG. S8: Density of states of WS2 monolayer for the pristine and point defects under study using HSE06 exchange
correlation and SOC.
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FIG. S9: Density of states of WSe2 monolayer for the pristine and point defects under study using HSE06 exchange
correlation and SOC.



5 | Conclusion

The motivation behind this thesis stems from the revolutionizing impact of 2D TMDC ma-
terials within the realm of materials science. In a quest to understand local vibrational fin-
gerprints within these systems, I have discussed the significance of Raman spectroscopy as a
widespread technique in fundamental research and materials characterization. Moreover, I have
described how to calculate non-resonant Raman intensities using first principles methods like
DFPT through the calculation of the electronic response to external electric field. This is the
method used in this work. I have provided a case study that focused on pristine MoS2 bulk and
monolayer.

I have discussed the fact that Raman spectroscopy is subject to limitations such as the diffraction
limit, which restricts the lateral resolution to approximately half the wavelength of the excitation
laser. The small cross sections of Raman signals also poses challenges in observing molecules in
nanoscale samples due to reduced interactions. To address these limitations, TERS is a novel
method that offers access to physical, chemical, and dynamical properties at the nanoscale.

The enhancement mechanisms induced by TERS are primarily categorized into two components:
chemical enhancements and electromagnetic enhancements. Chemical enhancement arises from
the interaction between the molecule and the substrate or tip in the electronic ground state
(chem-GS), the resonance between the applied electric field and molecular electronic state (chem-
R), as well as charge transfer phenomena between the molecule and the substrate or tip (chem-
CT).

Within the framework of the work towards this thesis, I have contributed to a paper (section 3.4)
where a novel method based on first principles was introduced for calculating TERS. This
method overcomes limitations of previous theoretical approaches that mainly rely on crude
approximations of the local field. The presented method combines TD-DFT and DFPT in order
to provide a realistic description of the electrical near field, with low computational costs. The
method primarily focuses on describing the (EM) enhancements and chem-GS. This research
highlights the significant role of chem-GS effects in shaping and intensifying TERS images,
in particular for chemisorbed molecules, which is often overlooked in existing literature. For
future developments, the evaluation of frequency-dependent polarizability tensors using TD-
DFT would account for chem-R. Additionally, the development of a model enabling molecular
point contact holds promise for significant enhancements through charge transfer. In fact, the
importance of the enhancement of Raman scattering through charge transfer, was the subject of
another paper, presented in section 3.5, to which I have contributed. A remarkable enhancement
of Raman scattering upon the formation of a molecular point contact (MPC) of single C60
molecule junction using Ag tip adsorbed on Ag surface was observed. The findings provide
valuable insights into the role of charge transfer in Raman scattering enhancement and shed
light on the involvement of resonance Raman channels.
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With these tools in hand, I could investigate the applications of TERS in two-dimensional
TMDCs monolayers. In particular, I utilized TERS to study and understand the properties of
defects in these materials. This was part of a comprehensive study, presented in section 4.3,
where I have discussed the theoretical methods to characterize neutral and charge point defects
in TMDC monolayers. I have explored the thermodynamics of defect formation theoretically
and applied it to semi-conductor monolayer TMDCs like MoS2, MoSe2, WS2, and WSe2. This
gave insights into the stability and relevance of different point defects, especially on vibrational
contributions to defect stability. My focus was directed towards the examination of the sulfur
monovacancy in MoS2 through TERS. The TERS images revealed distinct variations in the
vicinity of the defect that were not observable through traditional Raman techniques. The
TERS calculations presented in this study offer encouraging results for future investigations.
These findings lay the groundwork for a more extensive and detailed characterization of the
local Raman signal surrounding defects in 2D material.

For future research, exploring molecules on defective surfaces could be promising, for example
to investigate the behavior of molecules in the vicinity of such defects. This can provide insights
into the adsorption, reactivity, and structural modifications of such a system. By combining
experimental techniques, such as TERS, with advanced theoretical modeling discussed above,
a potential for a comprehensive understanding of these molecular-surface interactions can be
provided. As an example, MoS2 produced via chemical vapor deposition with varied defect den-
sities was subjected to 4-aminothiophenol (ATP), biphenyl-4-thiol (BPT) and 4-nitrothiophenol
(NTP) molecules. The study employed x-ray photoelectron, Raman and photoluminescence
spectroscopy to show that these molecules effectively repaired defects in single-layer MoS2 and
BPT functionalization led to increased photoluminescence intensity [128].
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A | Appendix

Electron Delocalization:

The energy of the system in DFT has to follow Perdew-Parr-Levy-Balduz (PPLB)129,130 condi-
tion, that states that the total energy E(N), should follow a linear relationship as a function of
the number of electrons, N , interpolating between integer values. PPLB holds true for the exact
functional, however, when it is violated delocalization/localization error arises129,130. PPLB can
be mathematically expressed as:

Einteger
gap = [E(N + 1) − E(N)] − [E(N) − E(N − 1)] = I −A (A.1)

where Einteger
gap represents the energy of the gap, I and A are the ionization energy and the

electron affinity, respectively.

Alternatively, the energy of the gap can also be expressed as the difference between the left and
right energy derivatives with respect to the electron number at the integer point N 131:

Ederiv
gap = ∂E

∂N

∣∣∣∣
N+δ

− ∂E

∂N

∣∣∣∣
N−δ

(A.2)

It has been demonstrated that when the exchange-correlation energy can be expressed as a
specific function of electron density or the Kohn-Sham reduced density matrix, it is possible to
differentiate this functional explicitly as,

ϵLUMO = lim
δ→0

∂E

∂N

∣∣∣∣
N+δ

ϵHOMO = lim
δ→0

∂E

∂N

∣∣∣∣
N−δ

ϵHOMO and ϵLUMO represent the Kohn-Sham eigenvalues associated with highest occupied molec-
ular orbital and lowest unoccupied molecular orbital, respectively. Therefore, Ederiv

gap = ϵKS
gap =

ϵLUMO − ϵHOMO. However, the exact PPLB condition can be expressed as:

lim
δ→0

∂E

∂N

∣∣∣∣
N+δ

= ϵHOMO = −I

and
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lim
δ→0

∂E

∂N

∣∣∣∣
N−δ

= ϵLUMO = −A

The above leads to the fact that Einteger
gap = Ederiv

gap . However, inherent delocalization or local-
ization errors are present, for example, LDA and GGA tend to produce convex energy E(N)
(delocalization). As a result, these methods typically predict ϵHOMO that are too high and
ϵLUMO that are too low, leading to an underestimation of the Ederiv

gap . While, HF method often
yields concave energy and leads to localization of electrons61.
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