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TOPOLOGICAL K-THEORY OF QUASI-BPS CATEGORIES OF

SYMMETRIC QUIVERS WITH POTENTIAL

TUDOR PĂDURARIU AND YUKINOBU TODA

Abstract. In previous work, we studied quasi-BPS categories (of symmetric
quivers with potential, of preprojective algebras, of surfaces) and showed they
have properties analogous to those of BPS invariants/ cohomologies. For ex-
ample, quasi-BPS categories are used to formulate categorical analogues of the
PBW theorem for cohomological Hall algebras (of Davison–Meinhardt) and of
the Donaldson-Thomas/BPS wall-crossing for framed quivers (of Meinhardt–
Reineke).

The purpose of this paper is to make the connections between quasi-BPS cate-
gories and BPS cohomologies more precise. We compute the topological K-theory
of quasi-BPS categories for a large class of symmetric quivers with potential. In
particular, we compute the topological K-theory of quasi-BPS categories for a
large class of preprojective algebras, which we use (in a different paper) to com-
pute the topological K-theory of quasi-BPS categories of K3 surfaces. A corollary
is that there exist quasi-BPS categories with topological K-theory isomorphic to
BPS cohomology.

We also compute the topological K-theory of categories of matrix factoriza-
tions for smooth affine quotient stacks in terms of the monodromy invariant
vanishing cohomology, prove a Grothendieck-Riemann-Roch theorem for matrix
factorizations, and check the compatibility between the Koszul equivalence in
K-theory and dimensional reduction in cohomology.

1. Introduction

The BPS invariants are integer virtual counts of semistable (compactly sup-
ported) coherent sheaves on a smooth complex Calabi-Yau 3-fold. They are fun-
damental enumerative invariants which determine many other enumerative invari-
ants of interest for Calabi-Yau 3-folds, such as Gromov-Witten, Donaldson-Thomas
(DT), or Pandharipande-Thomas invariants [PT14, Section 2 and a half].

Let X be a smooth Calabi-Yau 3-fold, let v ∈ H ·(X,Z), let σ be a stability con-
dition, let Mσ

X(v) be the good moduli space of σ-semistable (compactly supported)
sheaves on X of support v, and let Ωσ

X(v) be the corresponding BPS invariant. An
important problem in enumerative algebraic geometry is to define a natural BPS co-
homology theory for Mσ

X(v) which recovers Ωσ
X(v) as its Euler characteristic. Even

more, one could attempt to construct a natural dg-category

(1.1) BPSσX(v)

which recovers a 2-periodic version of BPS cohomology (via periodic cyclic homology
or topological K-theory [Bla16]), and thus also the BPS invariant Ωσ

X(v). The BPS
cohomology, the BPS category (1.1), and the K-theory of (1.1) (BPS K-theory) are
alternatives to their classical counterparts for Mσ

X(v). By dimensional reduction,
one also obtains a BPS cohomology/ category/ K-theory for moduli of semistable
sheaves on a surface. One may hope that the constructed BPS theories are more
tractable than their classical counterparts, and that they will have applications in
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noncommutative algebraic geometry (by the construction of new spaces of interest,
see [PTe, PTd]) and in geometric representation theory (in the study of quantum
groups and their representations, see [Soi16, VV]).

Locally, the spaces Mσ
X(v) can be described as good moduli spaces of representa-

tions of certain Jacobi algebras constructed from a symmetric quiver with potential
[JS12, Tod18]. One could then attempt to construct the BPS category (1.1) in two
steps: first, construct a BPS category for symmetric quivers with potential; second,
glue these categories and obtain (1.1).

The purpose of this paper is to complete the first step for a large class of sym-
metric quivers Q = (I,E) with a potential W . There are natural candidates for the
category (1.1): the quasi-BPS categories (introduced in [Păda])

(1.2) S(d)v ⊂ MF(X(d),TrW )

which share numerous properties analogous to BPS invariants/ cohomology. Here,
d = (di)i∈I ∈ NI is a dimension vector, v ∈ Z is a weight, X(d) = R(d)/G(d) is the
stack of dimension d representations of Q, and the potential W induces a regular
function

TrW : X(d)→ C.

The BPS cohomology of (Q,W ) is the cohomology of a perverse sheaf

BPSd ∈ Perv(X(d)),

where X(d) is the good moduli space of X(d). Let d :=
∑

i∈I d
i be the total

dimension. The following is a corollary of the main theorem of this paper.

Theorem 1.1. (Corollary 6.4) Let Q = (I,E) be a symmetric quiver, let d ∈ NI

be a dimension vector, and let W be a quasi-homogeneous potential of Q. Assume
v ∈ Z is coprime with d and let i ∈ Z. Then

(1.3) dimQK
top
i (S(d)v) 6

∑

j∈Z

dimQH
j(X(d),BPSd)

inv.

If Q has an even number of edges between any two different vertices and an odd
number of loops at every vertex, then equality holds in (1.3).

The moduli of sheaves on Calabi-Yau 2-surfaces is locally described by the moduli
of representations of a preprojective algebra of a quiver. We show that quasi-
BPS categories for preprojective algebras are a categorification of preprojective
BPS cohomology. In [PTd], we use local results proved in this paper (about étale
covers of moduli of representations of preprojective algebras) to construct natural
categorifications (1.1) of the BPS invariants for local Calabi-Yau 3-folds X = S×C,
where S is a K3 surface.

1.1. Cohomological DT theory. We briefly review cohomological DT theory.
If there are no strictly σ-semistable sheaves of support v, then Ωσ

X(v) equals the
Donaldson-Thomas invariant DTσ

X(v) [Tho00]. Joyce-Song [JS12] introduced a per-
verse sheaf ϕJS on Mσ

X(v) whose Euler characteristic recovers the DT invariant:
∑

j∈Z

(−1)j dimHj(Mσ
X(v), ϕJS) = DTσ

X(v).

The cohomology H ·(Mσ
X(v), ϕJS) has some advantages over [Sze16, Section 7.3], and

is more computable [Sze16, Section 6.2] than singular cohomology of Mσ
X(v).

If there are strictly σ-semistable sheaves, then DTσ
X(v) may not be an integer.

It is thus more natural to search for categorifications of the BPS invariant Ωσ
X(v),
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such as a BPS cohomology theory which recovers Ωσ
X(v) as its Euler characteris-

tic. Davison–Meinhardt [DM20] defined BPS cohomology for all symmetric quivers
with potentials (thus for all local models), and Davison–Hennecart–Schlegel Mejia
[DHSMb] defined it for X = TotSKS , where S is a Calabi-Yau surface. For a general
CY 3-fold, up to the existence of a certain orientation data, the BPS cohomology
is defined in [Tod23c, Definition 2.11].

By dimensional reduction, we also regard BPS cohomology as a cohomology the-
ory for good moduli spaces of objects in categories of dimension 2, for example of
the good moduli spaces P (d) of the classical truncation of the quasi-smooth stack
P(d) of dimension d representations of the preprojective algebra of Q◦. For a quiver
Q◦, there is a perverse sheaf

BPSpd ∈ Perv(P (d))

whose cohomology is the BPS cohomology of the preprojective algebra Q◦.

1.2. Categorical DT theory. We are interested in constructing a category (1.1)
which recovers (and has analogous properties to) the BPS invariants/ cohomology.
If there are no strictly σ-semistable sheaves of support v, such a category will recover
the DT invariants by taking the Euler characteristic of its periodic cyclic homology,
see [Tod] for a definition for local surfaces and [HHR] for work in progress addressing
the general case.

In previous work, we introduced and studied quasi-BPS categories:

• for symmetric quivers with potential (1.2),
• for preprojective algebras, which we denote by

(1.4) T(d)v ⊂ D
b(P(d)),

• for points on smooth surfaces [Păd22, PTc], and
• for semistables sheaves on K3 surfaces [PTd].

These categories have analogous properties to BPS cohomology. Indeed, there
are semiorthogonal decompositions of the categorical Hall algebras (of symmetric
quivers with potential, and thus also of preprojective algebras, or of K3 surfaces)
[Păda, Theorem 1.1] and [Păd23, PTe, PTd], or of Donaldson-Thomas categories
(of symmetric quivers with potential) [PTa, PTe] in products of quasi-BPS cate-
gories. These semiorthogonal decompositions are analogous to the PBW theorem
for cohomological Hall algebras [DM20, DHSMb], or of the DT/ BPS wall-crossing
of Meinhardt–Reineke for framed quivers [MR19]. For weights v ∈ Z as in Theorem
1.1, we proved categorical versions of the Davison support lemma for BPS sheaves
[PTb, PTe, PTd]. However, we observed in [PTa] that quasi-BPS categories do not
categorify BPS cohomology for every v ∈ Z.

1.3. Matrix factorizations and vanishing cycles. Locally, BPS sheaves are
vanishing cycles of IC sheaves of coarse spaces of smooth quotient stacks, see (1.9).
We thus first study vanishing cycles for regular function

f : X→ C,

where X = X/G is a smooth quotient stack, where G is a reductive group and X is
a smooth affine variety.

It is well-known that the category of matrix factorizations MF(X, f) is a cate-
gorification of vanishing cohomology H ·(X, ϕfQX), see [Efi18, BRTV18]. Let T be
the monodromy operator and let ϕinv

f QX be the cone of the endomorphism 1−T on
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ϕfQX. Inspired by [Efi18, BRTV18, BD20], we construct a Chern character map
for f quasi-homogeneous:

(1.5) ch : Ktop
i (MF(X, f))→

⊕

j∈Z

H i+2j(X, ϕinv
f QX),

which is an isomorphism if X is a variety, see (4.14). We note that the construction
of (1.5) is fairly elementary: by the Koszul equivalence and dimensional reduction,
both sides are isomorphic to relative theories; under this identification, (1.5) is the
Chern character from relative topological K-theory to relative singular cohomology.

The Chern character map (1.5) induces a cycle map on an associated graded of
topological K-theory:

(1.6) c : grℓK
top
i (MF(X, f))→ H2 dimX(d)−i−2ℓ(X, ϕinv

f QX[−2]).

In Section 4, we discuss functoriality of (1.5) and (1.6), in particular we prove a
Grothendieck-Riemann-Roch theorem, see Theorem 4.7.

1.4. Quasi-BPS categories for symmetric quivers with potential. We briefly
explain the construction of the quasi-BPS categories (1.2).

Consider a symmetric quiver Q with potential W . For any v ∈ Z, Špenko–Van
den Bergh [ŠVdB17] constructed twisted non-commutative resolutions

(1.7) M(d)v ⊂ D
b(X(d))v

of X(d). The category M(d)v is generated by certain vector bundles corresponding
to lattice points inside a polytope. Then

S(d)v := MF(M(d)v ,TrW ) ⊂ MF(X(d),TrW )

is the category of matrix factorizations (α : A⇄ B : β), where A,B are direct sums
of the generating vector bundles of M(d)v , and α ◦ β and β ◦ α are multiplication
by TrW .

For d = (di)i∈I ∈ NI and v ∈ Z, we define a set Sd
v of partitions of d from the

combinatorics of the polytope used to define (1.7). For each partition A ∈ Sd
v , there

is a corresponding constructible sheaf BPSA. Let

(1.8) BPSd,v :=
⊕

A∈Sd
v

BPSA.

If gcd (d, v) = 1 and Q has an even number of edges between any two different
vertices and an odd number of loops at every vertex, then Sd

v consists only of the
one term partition of d and then

(1.9) BPSd,v = BPSd :=

{
ϕTrW ICX(d)[−1], if R(d)st 6= ∅,

0, otherwise.

There is thus a monodromy action on the cohomology of BPSd,v induced from the
monodromy of vanishing cycles.

Theorem 1.2. (Theorems 6.2 and 6.3) Let Q be a symmetric quiver, let W be a
quasi-homogeneous potential, let d ∈ NI , and let v ∈ Z. For any i, ℓ ∈ Z, there is
an injective cycle map induced from (1.6):

(1.10) c: grℓK
top
i (S(d)v) →֒ HdimX(d)−2ℓ−i(X(d),BPS invd,v [−1]).

If Q has an even number of edges between any two different vertices and an odd
number of loops at every vertex, then the map (1.10) is an isomorphism.
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A first ingredient in the proof of Theorem 1.2 is the explicit computation of the
pushforward π∗ICX(d) as a sum of shifted perverse sheaves, where π : X(d) → X(d)
is the good moduli space map, due to Meinhardt–Reineke [MR19] and Davison–
Meinhardt [DM20].

The main ingredient in the proof of Theorem 1.2 is the construction of a cy-
cle map from the topological K-theory of quasi-BPS category to BPS cohomol-
ogy, see Theorem 6.3. We construct coproduct-like maps on the topological K-
theory of the quasi-BPS category Ktop

i (S(d)v) which we use to restrict the image of

grℓK
top
i (S(d)v) ⊂ grℓK

top
i (MF(X(d),TrW )) under (1.6).

Finally, to show that (1.10) is an isomorphism under the hypothesis above, we
use a categorification of the (Meinhardt–Reineke) DT/BPS wall-crossing, which we
prove in [PTe].

The case of zero potential of Theorem 1.2 is related to the categorification of
intersection cohomology for good moduli spaces of smooth symmetric stacks pursued
in [Pădb].

Theorem 1.3. (Theorem 6.6 and Corollary 6.7) Assume Q has an even number of
edges between any two different vertices and an odd number of loops at every vertex.
Let d ∈ NI and let v ∈ Z such that gcd (d, v) = 1. Then Ktop

1 (M(d)v) = 0 and there
is an isomorphism of Q-vector spaces for all ℓ ∈ Z:

c: grℓK
top
0 (M(d)v)

∼
−→ IHdimX(d)−2ℓ−1(X(d)).

1.5. Quasi-BPS categories for preprojective algebras. Theorem 1.2 can be
also used, in conjunction with dimensional reduction, to compute the topological K-
theory of quasi-BPS categories for preprojective algebras. For a quiver Q◦, consider
its tripled quiver with potential (Q,W ). The subcategory (1.4) is Koszul equivalent
[Isi13] to the subcategory of graded matrix factorizations with summands in M(d)v:

Sgr(d)v := MFgr (X(d),TrW ) .

We define constructible sheaves BPSpd,v on P (d) as in (1.8). There is a cycle map

(1.11) c: grℓG
top
0 (P(d))→ HBM

2ℓ (P(d))

induced from the Chern character map of P(d).

Theorem 1.4. (Corollary 7.3 and Theorem 7.6) Let Q◦ be a quiver, let d ∈ NI , and

let v, ℓ ∈ Z. Then Ktop
1 (T(d)v) = 0 and the cycle map (1.11) induces an injective

map:

(1.12) c: grℓK
top
0 (T(d)v) →֒ H−2ℓ(P (d),BPSpd,v).

Next, assume that for any two different vertices of Q◦, there is an even number
of unoriented edges between them. Then the map (1.12) is an isomorphism.

The preprojective algebras which locally model the moduli of semistable sheaves
on a K3 surface are of quivers Q◦ with the property that, for any two different
vertices, there is an even number of unoriented edges between them. In Section
9, we prove a version of Theorem 1.4 for étale covers of stacks of representations
of preprojective algebra of such quivers, which suffices to compute the topological
K-theory of quasi-BPS categories of K3 surfaces [PTd].
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1.6. Weight-independence. We revisit the discussion from Subsection 1.4, but
the same observations apply in the setting of Subsection 1.5. Let Q = (I,E) be a
quiver with an even number of edges between any two different vertices and an odd
number of loops at every vertex, and let W be a quasi-homogeneous potential of Q.
Note that there are equivalences, where k ∈ Z:

S(d)v ≃ S(d)v+kd, S(d)v ≃ S(d)op−v

given by tensoring with the kth power of the determinant line bundle and by taking
the derived dual, respectively. There are no obvious other relations between S(d)v
and S(d)v′ for v, v

′ ∈ Z. However, by Theorem 1.4, we obtain:

Corollary 1.5. Let v, v′ ∈ Z be such that gcd(v, d) = gcd(v′, d). Let i ∈ Z. Then
there is an equality of dimensions:

dimQK
top
i (S(d)v) = dimQK

top
i (S(d)v′).

Note that the statement is reminiscent to the χ-independence phenomenon [MS23],
[KK], see especially [KK, Corollary 1.5]. We observed an analogous statement for
quasi-BPS categories of K3 surfaces in [PTd]. We do not know whether a stronger
categorical statement, or at the level of algebraic K-theory, should hold for quivers
with potential, see [PTd, Conjecture 1.4] for a conjecture in the case of K3 surfaces.

It is natural to ask whether one can use a coproduct to define a primitive part
PKtop

i (S(d)v) ⊂ Ktop
i (S(d)v) of dimension equal to the dimension of the (total)

monodromy invariant BPS cohomology, and thus independent of v ∈ Z. We defined
such spaces in the localized equivariant algebraic K-theory for the tripled quiver
with potential in [PTb]. We do not pursue this idea further in this paper.

1.7. Complements. In Section 3 we review the Chern character, the cycle map,
and the (topological) Grothendieck-Riemann-Roch theorem for quotient stacks.

In Section 5, we compare the Koszul equivalence [Isi13] for dg-categories (and
its induced isomorphism in K-theory) with the dimensional reduction theorem in
cohomology [Dav17]. In particular, we construct a Chern character map from the
topological K-theory of a class of graded matrix factorizations to vanishing coho-
mology.

In Section 8, we discuss some explicit computations of the topological K-theory
of quasi-BPS categories. We mention two examples. First, let g > 0. The coarse
space of representations of the 2g+1 loop quiver is the variety of matrix invariants
X(d) = gl(d)2g+1//G(d). By Theorem 1.3, we obtain a combinatorial formula for
the dimensions of the intersection cohomology IH•(X(d)), which recovers a formula
of Reineke [Rei12]. Second, we compute the topological K-theory for quasi-BPS
categories of points in C3, see Proposition 8.11.

It would be interesting to extend the methods in this paper and obtain compu-
tations beyond the case of quivers satisfying Assumption 2.1.

1.8. Acknowledgements. We thank Andrei Okounkov and Špela Špenko for use-
ful discussions. T. P. is grateful to Columbia University in New York and to Max
Planck Institute for Mathematics in Bonn for their hospitality and financial support
during the writing of this paper. Y. T. is supported by World Premier International
Research Center Initiative (WPI initiative), MEXT, Japan, and Grant-in Aid for
Scientific Research grant (No. 19H01779) from MEXT, Japan.
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Notation Description Location defined
ωX dualizing (constructible) sheaf Subsection 2.2
φf , ψf vanishing and nearby fibers Equation (2.3)
Gtop,Ktop K-homology, topological K-theory (of a stack) Equation (2.4)

l : Xcl → X inclusion of the classical stack Equation (2.5)
Vn, Un, Sn representations (and open and closed subsets) of a group Subsection (2.5)
κ Koszul equivalence Equation (2.14)
j inclusion of a Koszul stack in a smooth stack Diagram (2.13)
η projection from the total space of a vector bundle Diagram (2.13)
X(d) = R(d)/G(d) stack of representations of a quiver Q Subsection 2.9
πX,d : X(d)→ X(d) good moduli space map for X(d) Subsection 2.9
T (d) ⊂ G(d) maximal torus Subsection 2.9
M(d), M , M(d)R, MR weight spaces Subsection 2.9
χ (dominant, integral) weight Subsection 2.9
1d identity cocharacter Subsection 2.9
d sum of components of a dimension vector of a quiver Subsection 2.9
ρ half the sum of positive roots Subsection 2.9
τd Weyl-invariant weight with sum of coefficients 1 Subsection 2.9

Xf (d), Xαf (d) stack of representations of the framed quiver Qf , Qαf Subsection 2.10

Y(d) stack of representations of the doubled quiver Q◦,d Subsection 2.11
P(d) stack of representations of the preprojective algebra of Q◦ Subsection 2.11

πP,d : P(d)
cl → P (d) good moduli space map of P(d)cl Subsection 2.11

(Q,W ) tripled quiver with potential Subsection 2.12
δd Weyl-invariant real weight Subsection 2.13
λ cocharacter (usually antidominant) associated to a partition Subsection 2.13
pλ, qλ maps used to define the Hall product Subsection 2.13
W(d) polytope used to define quasi-BPS categories Equation (2.16)
M(d; δd),M(d)v magic categories for a quiver with potential Equation (2.19)
S(d; δd),S(d)v quasi-BPS categories for a quiver with potential Equation (2.21)
T(d; δd),T(d)v preprojective quasi-BPS categories Equation (2.22)

X(d)red,M(d; δd)
red etc. the reduced stack, its magic category etc. Subsection 2.13

l′ : P(d)red → P(d) inclusion of the reduced stack Subsection 2.13
Eℓ, grℓ filtration and the associated graded Equations 3.5, (3.6)
c the cycle map Equation (3.6)
ι : X0 → X inclusion of the derived zero fiber of a regular function Section 4
T monodromy of vanishing cycles Subsection 4.1
ϕinv
f cone of 1− T on vanishing cycles Equations (4.8), (4.6)

Λ exterior algebra Lemma 4.12
Θ forget-the-potential map Equation (5.10)
ελ,δ integer used to measure magic categories Equation (6.1)

Sd
δ , S

d
v sets of partitions Subsection 6.1.2

d partition of d Subsection 6.1.1
BPSd,BPSA,BPSd,δ BPS sheaves for a quiver with potential Subsection 6.1.3
παf,d proper map from the variety of stable framed representations Subsection (6.2)
PA,QA constructible complexes Equation (6.14)

Qג auxiliary quiver Subsection 6.4
aλ addition map at the level of stacks Subsection 6.5

X(d)′λ auxiliary stack used to define a coproduct-like map Subsection 6.5
wλ,δ width of a magic category Equation (6.28)
∆λ coproduct-like maps Equation (6.36)
BPSpd preprojective BPS sheaves Subsection 7.1
L, L étale covers of P (d), P(d) Subsection 9.1
F , F étale covers of X(d), X(d) Subsection 9.1

BPSL, BPSLd,v BPS sheaves for L Equation (9.1)

BPSF , BPSFd,v BPS sheaves for F Subsection 9.3

Figure 1. Notation introduced in the paper

2. Preliminaries

For a Z-graded space V =
⊕

j∈Z V
j, let Ṽ i :=

∏
j∈Z V

i+2j . For a set S, let #S

be the cardinal of S. We list the main notation used in the paper in Table (1).
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2.1. Stacks and semiorthogonal decompositions. The spaces X = X/G con-
sidered are quasi-smooth (derived) quotient stacks over C, where G is a reductive
group. The classical truncation of X is denoted by Xcl = Xcl/G. We assume that
Xcl is quasi-projective. We denote by LX the cotangent complex of X. For G
a reductive group and X a dg-scheme with an action of G, denote by X/G the
corresponding quotient stack. When X is affine, we denote by X//G the quotient
dg-scheme with dg-ring of regular functions OG

X .
We will consider semiorthogonal decompositions

(2.1) Db(X) = 〈Ai | i ∈ I〉,

where I is a partially ordered set. Consider a morphism π : X → S. We say the
semiorthogonal decompositions (2.1) is S-linear if Ai⊗π

∗Perf(S) ⊂ Ai for all i ∈ I.
Same as in the papers [PTd, PTe], we use the terminology of good moduli spaces

of Alper, see [Alp13, Example 8.3].

2.2. Constructible sheaves. For X = X/G a quotient stack, denote by Db
con(X)

the category of bounded complexes of constructible sheaves on X, see [Ols07], and
by Perv(X) ⊂ Db

con(X) the abelian category of perverse sheaves on X, see [LO09].
We denote by

pτ6• : Db
con(X)→ Db

con(X)

the truncation functors with respect to the perverse t-structure and by

pH• : Db
con(X)→ Perv(X)

the perverse cohomology sheaves. For F ∈ Db
con(X), consider its total perverse

cohomology:
pH·(F ) :=

⊕

i∈Z

pHi(F )[−i].

We say F ∈ Db
con(X) is a shifted perverse sheaf in degree ℓ if F [ℓ] ∈ Perv(X) and a

shifted perverse sheaf if there exists ℓ ∈ Z such that F [ℓ] ∈ Perv(X).
Let D denote the Verdier duality functor on a stack X. Let ωX := DQX. When X

is a smooth stack, equidimensional of dimension d, then ωX = QX[2d].
For X = X/G, denote by H i(X) := H i(X,Q) = H i

G(X,Q) the singular cohomol-

ogy of X and by HBM
i (X) = HBM

i (X,Q) = HBM
i,G (X,Q) the Borel-Moore homology

of X with rational coefficients.
For F ∈ Db

con(X), we use the notation H•(X, F ) for individual cohomology
spaces (that is, for • an arbitrary integer) and H ·(X, F ) for the total cohomology
H ·(X, F ) :=

⊕
i∈ZH

i(X, F ).

2.3. Nearby and vanishing cycles. For X a smooth quotient stack and

(2.2) f : X→ C

a regular function, consider the vanishing and nearby cycle functors:

(2.3) ϕf , ψf : D
b
con(X)→ Db

con(X).

In this paper, we consider regular functions (2.2) such that 0 is the only critical
value, equivalently that Crit(f) ⊂ X0 := f−1(0).

Note that we consider the pushforward along ι : X0 := f−1(0) →֒ X of the usual
vanishing and nearby functors. There is an exact triangle:

ι∗ι
∗• → ψf• → ϕf• → ι∗ι

∗ • [1].
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The functors (2.3) restrict to functors

ϕf [−1], ψf [−1] : Perv(X)→ Perv(X).

Further, ϕf [−1] and ψf [−1] commute with D. We will abuse notation and let
ϕf := ϕfQX, ψf := ψfQX, ϕf IC := ϕf ICX, ψf IC := ψf ICX. We may drop f from
the notation if there is no danger of confusion. For more details on vanishing cycles
on quotient stacks, see [Dav17, Subsection 2.2], [DM20, Proposition 2.13].

2.4. Topological K-theory. For a dg-category D, Blanc [Bla16] defined the topo-
logical K-theory spectrum

Ktop(D).

For i ∈ Z, consider its (rational) homotopy groups, which are Q-vector spaces (we
drop Q from the notation):

Ktop
i (D) := Ktop

i (D) ⊗Z Q := πi(K
top(D)) ⊗Z Q.

We have that Ktop
i (D) ∼= Ktop

i+2(D) for every i ∈ Z by multiplication with a Bott
element, see [Bla16, Definition 1.6]. The topological K-theory spectrum sends exact
triangles of dg-categories to exact triangles of spectra [Bla16, Theorem 1.1(c)]. We
denote the total topological K-theory of D by:

Ktop
· (D) = Ktop

0 (D)⊕Ktop
1 (D).

Given a filtration (indexed by integers) on Ktop
i (D) for some i ∈ Z, we consider the

associated graded pieces gr•K
top
i (D) for • ∈ Z and we let

gr·Ki(D) :=
⊕

j∈Z

grjKi(D).

Consider a quotient stack X = X/G such that G is reductive and Xcl is quasi-
projective. Let M ⊂ G be a compact Lie group such that G is the complexification
of M . Denote by Ktop

• (X) := Ktop
•,M (X) the M -equivariant topological K-theory

of X (defined by Atiyah and Segal [Seg68]) and by Gtop
• (X) := Gtop

•,M (X) the M -

equivariant K-homology of X (also referred to as the dual of compactly supported
equivariant topological K-theory in the literature, defined by Thomason [Tho88]).
We refer to [BFM79] for a brief review of properties of topological K-theory, K-
homology of varieties, and Grothendieck-Riemann-Roch theorems for varieties. For
references on K-homology, see [BD82] for the non-equivariant case and [HLP20,
Subsection 2.1.2] for the equivariant case. By [HLP20, Theorem C and the remark
following it], we have that:

Ktop
• (Perf(X)) ∼= Ktop

• (X), Ktop
• (DbCoh(X)) ∼= Gtop

• (X).(2.4)

Note that Ktop
• (X) = Gtop

• (X) if X is smooth.
For a quotient stack X, there are Chern character maps for i ∈ Z:

ch : Ktop
i (X)→

∏

j∈Z

H i+2j(X), ch : Gtop
i (X)→

∏

j∈Z

HBM
i+2j(X).

If X is a scheme, then X is a finite CW complex, and the above Chern character
maps are isomorphisms. The first one is the usual Atiyah-Hirzebruch theorem.
The second one follows as the dual of the analogous isomorphism for compactly
supported topological K-theory, see [BSG11, Section 3.6 and Section 6] or [BD82,
Section 11].
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The above Chern characters can be also obtained from the Chern character

Ktop
i → HPi

from topological K-theory to periodic cyclic homology applied to the dg-categories
Perf(X) and DbCoh(X), respectively, see [Bla16, Section 4.4].

The Chern character maps are not isomorphisms (in general) for X a quotient
stack. In Section 3.1 we review the approximation of the Chern character of quotient
stacks by Chern characters for varieties following Edidin–Graham [EG00].

Note that both cohomology (with coefficients in a constructible sheaf F ) and
topological K-theory depend only on the underlying classical stack. Let

(2.5) l : Xcl → X

The pushforward functor induces isomorphisms:

(2.6) l∗ : H
BM
• (Xcl)

∼
−→ HBM

• (X), l∗ : G
top
• (Xcl)

∼
−→ Gtop

• (X).

The pullback functor induces isomorphisms:

(2.7) l∗ : H•(X)
∼
−→ H•(Xcl), l∗ : Ktop

• (X)
∼
−→ Ktop

• (Xcl).

2.5. Approximation of stacks by varieties. In the study of cohomology theories
for quotient stacks, it is useful to approximate quotient stacks by varieties. We use
the method of Totaro [Tot99], Edidin–Graham [EG00]. We exemplify the method
for Borel-Moore homology and singular cohomology, but it can be applied in many
other situations (such as equivariant Chow groups, see loc. cit., approximation of
the algebraic or topological Chern character, see loc. cit. and Subsection 3.1, or
vanishing cohomology, see [DM20, Subsection 2.2]).

Let X = X/G be a quotient stack with G an algebraic group and X quasi-
projective scheme with a G-linearized action. Choose representations Vn ։ Vn−1

such that

codim(Sn in Vn) > n,

where Sn ⊂ Vn is the closed set of points with non-trivial stabilizer. Further, we
may choose Vn such that, for Un := Vn \ Sn, the quotient Un/G is a scheme [EG98,
Lemma 9]. Then the quotient (X × Un)/G is also a scheme because X is quasi-
projective [EG98, Proposition 23]. For ℓ fixed and for n large enough, there are
isomorphisms induced by pullback maps:

HBM
ℓ (X)

∼
−→ HBM

ℓ+2dimVn
((X × Vn)/G)

∼
−→ HBM

ℓ+2dimVn
((X × Un)/G) ,

Hℓ(X)
∼
−→ Hℓ((X × Vn)/G)

∼
−→ Hℓ ((X × Un)/G) .

2.6. The Grothendieck-Riemann-Roch theorem. We state the (topological)
Grothendieck-Riemann-Roch (GRR) theorem for lci morphisms of (classical and
possibly singular) varieties of Baum-Fulton-MacPherson [BFM75, BFM79].

Let X be a classical quotient stack. Recall that there is an intersection product

H i(X)⊗HBM
j (X)→ HBM

j−i (X)

for all i, j ∈ Z. Further, if X′ →֒ X a closed immersion, consider the topological
K-theory and the Borel-Moore homology with closed supports Gtop

•,X′(X) ∼= Gtop
• (X′)

and HBM
•,X′(X) ∼= HBM

• (X′).
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Theorem 2.1. Assume X and Y are classical quotient stacks and let f : X→ Y be
an lci morphism. Let X′ ⊂ X and Y′ ⊂ Y be closed quotient substacks.

(a) Assume that f−1(Y′) ⊂ X′. Then the following diagram commutes:

(2.8)

Gtop
•,Y′(Y) Gtop

•,X′(X)

HBM
•,Y′ (Y) HBM

•,X′(X).

chY

f∗

chX

f∗

(b) Assume that f(X′) ⊂ Y′. Let Tf be the virtual tangent bundle of f and

consider its Todd class td(Tf ) ∈ H̃
0(X) :=

∏
i>0H

2i(X). Assume f is proper and

define f ′∗(−) := f∗(td(Tf ) · (−)). The following diagrams commute:

(2.9)

Gtop
•,X′(X) Gtop

•,Y′(Y)

HBM
•,X′(X) HBM

•,Y′ (Y).

chX

f∗

chY

f ′
∗

and

Ktop
• (X) Ktop

• (Y)

H•(X) H•(Y).

chX

f∗

chY

f ′
∗

Proof. (a) There are such pullback (Gysin) functors for any quasi-smooth mor-
phism for Borel-Moore homology [Khab, Construction 3.4] and for derived cate-
gories [PS23], and thus for topological K-theory by (2.4). Such maps have also been
constructed for lci morphisms of classical schemes in [BFM75, Section 4.4], see also
[BFM79, Section 4.2 and 5]. The commutativity of the diagram (2.8) follows from
standard properties of the Chern character [BFM79, Section 5].

(b) For f a proper and lci morphism, there are pushforward (Gysin) maps

f∗ : K
top
• (X) → Ktop

• (Y) and f∗ : H
BM
• (X) → HBM

• (Y), see [BFM75, Section 4.4],
[BFM79, Section 5, Remark (2)]. The diagrams commute by the Grothendieck-
Riemann-Roch for lci morphisms, see [BFM79, Section 5, Remark (2)] (note that

there are typos in the statement of the diagram for Ktop
• , see [Khaa] for a statement

in the algebraic case). These are the topological versions of the usual algebraic
GRR theorems, see [BFM75, Section 4.3], [Khaa].

Note that Baum-Fulton-MacPherson state the above theorems only for • = 0

because they are interested in stating a result forKalg
0 orGalg

0 obtained by composing

with the natural map toKtop
0 or Gtop

0 , respectively. However, the same proofs (based
on deformation to the normal cone and the excess intersection formula) apply for
• = 1 as well. Finally, note that Baum-Fulton-MacPherson treat the case when X

and Y are schemes, but the extension to stacks is obtained using the approximation
from Subsection 2.5, see also Subsection 3.1. �

2.7. Matrix factorizations. We refer to [PTa, Subsection 2.6] for complete defi-
nitions and references related to categories of matrix factorizations.

Let X = X/G be a quotient stack with X affine smooth and G reductive. For
a regular function f : X → C, we denote the corresponding category of matrix
factorizations by

MF(X, f).

Its objects are tuples (α : E ⇄ F : β) such that E,F ∈ Coh(X) and α ◦ β and β ◦ α
are multiplication by f . If M ⊂ Db(X) is a subcategory, let

MF(M, f) ⊂ MF(X, f)
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the subcategory of totalizations of tuples (E,F, α, β) with E,F ∈M. The category
M has a description in terms of categories of singularities [PTa, Subsection 2.6]. In
this paper, we consider categories M generated by a collection C of vector bundles,
then MF(M, f) is the category of matrix factorizations with summands E,F which
are direct sums of vector bundles in C, see [PTa, Lemma 2.3].

Assume there exists an extra action of C∗ on X which commutes with the action
of G on X, and trivial on Z/2 ⊂ C∗. Assume that f is weight two with respect to
the above C∗-action. Denote by (1) the twist by the character pr2 : G × C∗ → C∗.
Consider the category of graded matrix factorizations MFgr(X, f). It has objects
pairs (P, dP ) with P an equivariant G×C∗-sheaf on X and dP : P → P (1) a G×C∗-
equivariant morphism. Note that as the C∗-action is trivial on Z/2, we have the
induced action of C⋆ = C∗/(Z/2) on X and f is weight one with respect to the above
C⋆-action. The objects of MFgr(X, f) can be alternatively described as tuples

(E,F, α : E → F (1)′, β : F → E),(2.10)

where E and F are G× C⋆-equivariant coherent sheaves on X, (1)′ is the twist by
the character G × C⋆ → C⋆, and α and β are C⋆-equivariant morphisms such that
α ◦ β and β ◦ α are multiplication by f . For a subcategory M ⊂ Db

C∗(X), we define

MFgr(M, f) ⊂ MFgr(X, f)

the subcategory of totalizations of tuples (E,F, α, β) with E,F ∈M. Alternatively,
ifM is generated by a collection of C∗-equivariant vector bundles C, then MFgr(M, f)
is the category of matrix factorizations with summands E,F which are direct sums
of vector bundles in C.

In this paper, we will consider either ungraded categories of matrix factorizations
or graded categories which are Koszul equivalent (see Subsection 2.8) to derived
categories of bounded complexes of coherent sheaf on a quasi-smooth stack. When
considering the product of two categories of matrix factorizations, which is in the
context of the Thom-Sebastiani theorem, we consider the product of dg-categories
over C((β)) for β of homological degree −2 in the ungraded case, see [Pre, Theorem
4.1.3], and the product of dg-categories over C in the graded case, see [BFK14,
Corollary 5.18] (alternatively in the graded case, one can use the Koszul equiva-
lence).

2.8. The Koszul equivalence. Let X be a smooth quotient stack, let η : E → X

be a rank r vector bundle with a section s ∈ Γ(X,E), let

(2.11) j : K := s−1(0) →֒ X

be the derived zero locus of s, and let

(2.12) f : E∨ → C

be the regular function defined by f(x, vx) = 〈s(x), vx〉 for x ∈ X and vx ∈ E∨|x.
Let E∨

0 be the derived zero locus of f . We use the following diagram

(2.13)

E∨|K E∨
0 E∨ C

K X

η′

j′

τ ι f

η

j
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Let C∗ act with weight 2 on the fibers of E∨ and consider the corresponding
graded category of matrix factorizations MFgr(E∨, f). The Koszul equivalence says
that [Isi13, Hir17, Tod]:

(2.14) κ : Db(K)
∼
−→ MFgr(E∨, f).

Note that κ restricts to an equivalence:

κ : Perf(K)
∼
−→ MFgr

X
(E∨, f).

Consider the natural closed immersion l : Kcl →֒ K. The pushforward map in-
duces a weak equivalence l∗ : G

top(Kcl)
∼
−→ Gtop(K). The functor κ has the following

explicit description on complexes from the classical stack, see the formula for κ in
[Tod, Section 2.3.2].

Proposition 2.2. The composition

Db(Kcl)
l∗→ Db(K)

κ
−→ MFgr(E∨, f)

is isomorphic to the functor j′∗η
′∗l∗ and it induces a weak equivalence

j′∗η
′∗l∗ : G

top(Kcl)
∼
−→ Ktop

(
MFgr(E∨, f)

)
.

There is thus also a weak equivalence:

j′∗η
′∗ : Gtop(K)

∼
−→ Ktop

(
MFgr(E∨, f)

)
.

2.9. Quivers. Let Q = (I,E) be a quiver and let d = (di)i∈I ∈ NI be a dimension
vector. Denote by

X(d) = R(d)/G(d)

the stack of representations of Q of dimension d, alternatively the stack of rep-
resentations of dimension d of the path algebra C[Q]. Here R(d), G(d) are given
by

R(d) =
⊕

(i→j)∈E

Hom(V i, V j), G(d) =
∏

i∈I

GL(V i).

Consider its good moduli space map:

πd := πX,d : X(d)→ X(d).

We denote by T (d) a maximal torus of G(d), by M(d) the weight lattice of T (d),
and by g(d) the Lie algebra of G(d). Let M(d)R = M(d) ⊗Z R. We drop d from
notation when there is no danger of ambiguity.

Let Sa be the permutation group on a ∈ N letters. Let Wd := ×i∈ISdi be the
Weyl group of G(d). For i ∈ I and di ∈ N, denote by βia for 1 6 a 6 di the weights
of the standard representation of T (di). Let M(d)+R ⊂ M(d)R be the dominant
chamber consisting of weights

χ =
∑

i∈I

di∑

a=1

ciaβ
i
a such that cia > cib for all i ∈ I, d

i
> a > b > 1.

For χ ∈M(d)+, we denote by ΓG(d)(χ) the irreducible representation of G(d) with
highest weight χ. Let ρd be half the sum of positive roots of g(d). We denote by 1d
the diagonal cocharacter of T (d) (which acts on βia by weight one). For d = (di)i∈I ,
denote by d =

∑
i∈I d

i. Define the weights

σd :=
∑

i∈I,16i6dia

βia ∈M(d), τd :=
σd
d
∈M(d)R.
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We denote the cocharacter lattice by N(d). We denote by 〈 , 〉 : N(d) ×M(d) → Z

the natural pairing, and we use the same notation for its real version. If λ is a
cocharacter of T (d) and V is a T (d)-representation, we may abuse notation and
write

〈λ, V 〉 = 〈λ,det(V )〉

to ease notation.

2.10. Framed quivers. Let Q = (I,E) be a quiver. Define the framed quiver
Qf = (If , Ef ) with vertices If = I ⊔ {∞} and edges Ef = E ⊔ {ei | i ∈ I}, where
ei is an edge from ∞ to i ∈ I. For d = (di)i∈I ∈ NI , let V (d) =

⊕
i∈I V

i, where

dimV i = di. Denote by

Rf (d) = R(d)⊕ V (d)

the affine space of representations of Qf of dimension d and consider the moduli
stack of framed representations of Q:

Xf (d) := Rf (d)/G(d).

We consider GIT stability on Qf given by the character σd. It coincides with the

King stability condition on Qf such that the (semi)stable representations of dimen-
sion (1, d) are the representations of Qf with no subrepresentations of dimension
(1, d′) for d′ different from d, see [Tod, Lemma 5.1.9]. Consider the smooth variety
obtained as a GIT quotient, which is a smooth quasi-projective variety:

Xf (d)ss := Rf (d)ss/G(d).

2.11. Double quivers and preprojective algebras. Let Q◦ = (I,E◦) be a
quiver. For an edge e of Q, denote by e the edge with opposite orientation. Consider
the multiset E◦,d = {e, e | e ∈ E}. Define the doubled quiver

Q◦,d = (I,E◦,d).

Let I ⊂ C[Q◦,d] be the two-sided ideal generated by
∑

e∈E◦ [e, e]. The preprojective

algebra of Q◦ is ΠQ◦ := C[Q◦,d]/I.

For d ∈ NI , recall the stack of representations of dimension d of Q◦:

X◦(d) = R◦(d)/G(d).

The stack of representations of Q◦,d is:

Y(d) := (R◦(d)⊕R◦(d)∨)/G(d).

The stack of representations of the preprojective algebra πQ◦ is:

P(d) := T ∗ (X◦(d)) := µ−1(0)/G(d),

where

µ : T ∗R◦(d) = R◦(d)⊕R◦(d)∨ → g(d)∨ ∼= g(d)

is the moment map and µ−1(0) is the derived zero of µ. The image of µ lies in the
traceless Lie subalgebra g(d)0 ⊂ g(d), and thus induces a map µ0 : T

∗R◦(d)→ g(d)0.
We define the reduced stack to be

P(d)red := µ−1
0 (0)/G(d).

Note that P(d)red,cl = P(d)cl. Consider the good moduli space map:

πP,d : P(d)
cl → P (d).
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2.12. Tripled quivers with potential. Let Q◦ = (I,E◦) be a quiver and consider
its doubled quiver Q◦,d = (I,E◦,d). The tripled quiver with potential

(Q,W )

is defined as follows. The quiver Q = (I,E) has set of edges E = E◦,d⊔{ωi | i ∈ I},
where ωi is a loop at the vertex i ∈ I. The potential W is

W :=

(
∑

i∈I

ωi

)(
∑

e∈E◦

[e, e]

)
∈ C[Q].

We say (Q,W ) is a tripled quiver with potential if it is obtained as above for some
quiver Q◦.

Consider the stack of representations of Q of dimension d:

X(d) = R(d)/G(d) = (T ∗R◦(d)⊕ g(d)) /G(d) =
(
R◦(d) ⊕R◦(d)∨ ⊕ g(d)

)
/G(d).

The potential W induces a regular function:

TrW : X(d)→ C.

Consider the grading on X(d) which scales with weight 2 the linear maps corre-
sponding to the loops {ωi | i ∈ I} and fixes the linear maps in E◦,d. The Koszul
equivalence (2.11) says that:

(2.15) κ : Db (P(d))
∼
→ MFgr (X(d),TrW ) .

2.13. Quasi-BPS categories. Consider a symmetric quiver Q = (I,E). Let d =
(di)i∈I ∈ NI be a dimension vector and let w ∈ Z be a weight. Consider the multiset
of T (d)-weights on R(d):

A := {βia − β
j
b | i, j ∈ I, (i→ j) ∈ E, 1 6 a 6 di, 1 6 b 6 dj}.

Define the polytope

(2.16) W(d) :=
1

2
sumβ∈A[0, β] ⊂M(d)R,

where the sums above are Minkowski sums in the space of weights M(d)R. Let λ be
an antidominant cocharacter with associated partition (da)

k
a=1 of d ∈ NI , meaning

that
X(d)λ = ×k

a=1X(da).

The multiplication for the categorical Hall algebra of Q, or of (Q,W ) for a potential
W of Q and a possible grading, is defined as the functor [Păd22]:

pλ∗q
∗
λ : ⊠

k
a=1 D

b(X(da))→ Db(X(d)),(2.17)

pλ∗q
∗
λ : ⊠k

a=1 MF•(X(da),TrW )→ MF•(X(d),TrW ),

where • ∈ {∅, gr} and pλ, qλ are the maps

X(d)λ = ×k
i=1X(di)

qλ←− X(d)λ>0 pλ−→ X(d).

Define the sets of weights

Aλ := {β ∈ A | 〈λ, β〉 > 0},(2.18)

gλ := {βia − β
i
b | i ∈ I, 1 6 a, b 6 di, 〈λ, βia − β

i
b〉 > 0}.

For a weight δd ∈M(d)Wd

R , let

(2.19) M(d; δd) ⊂ D
b(X(d))
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be the full subcategory of Db(X(d)) generated by vector bundles OX(d) ⊗ ΓG(d)(χ),
where χ is a dominant weight of G(d) such that

χ+ ρ− δd ∈W(d).

For λ a cocharacter of T (d), define

nλ =
〈
λ,det

(
LX(d)|

λ>0
0

)〉
=
〈
λ,det

(
(R(d)∨)λ>0

)〉
−
〈
λ,det

(
(g(d)∨)λ>0

)〉
.(2.20)

Note that any complex F ∈ Db(BC∗) splits as a direct sum F =
⊕

w∈Z Fw such
that C∗ acts with weight w on Fw. We say w ∈ Z is a weight of F if Fw 6= 0. The
category (2.19) has the following alternative description.

Lemma 2.3. ([PTe, Corollary 3.11]) The category M(d; δd) is the subcategory of
Db(X(d)) of objects F ∈ Db(X(d)) such that, for any ν : BC∗ → X(d), the weights
of ν∗F are contained in the set

[
−1

2nλ + 〈λ, δd〉,
1
2nλ + 〈λ, δd〉

]
. Here ν corresponds

to a point x ∈ R(d) and a cocharacter λ : C∗ → T (d) which fixes x.

Given a potential W for the quiver Q, and possibly a grading as in Subsection
2.7, we define the quasi-BPS categories:

(2.21) S•(d; δd) := MF• (M(d; δd),TrW ) for • ∈ {∅, gr}.

If δd = vτd, we use the notations:

M(d)v := M(d; vτd) and S(d)v := S(d; vτd).

In the setting of Subsection 2.11, there is a subcategory T(d; δd) ⊂ D
b(P(d)) such

that, under the Koszul equivalence (2.15), we have that:

(2.22) κ : T(d; δd)
∼
−→ Sgr(d; δd),

see also [PTe, Definition 2.14] for an alternative description of T(d; δd).
Let X(d)red := (T ∗R◦(d)⊕ g(d)0)/G(d). There is also a Koszul equivalence

κ′ : Db(P(d)red)
∼
−→ MFgr

(
X(d)red,TrW

)
.

Define M(d; δd)
red ⊂ Db

(
X(d)red

)
as in (2.19), and let T(d; δd)

red ⊂ Db(P(d)red) be
the subcategory such that, under the Koszul equivalence κ′, we have that:

κ′ : T(d; δd)
red ∼
−→ Sgr(d; δd)

red.

We next discuss the compatibility between reduced and non-reduced quasi-BPS cat-
egories. For an isomorphism g(d) ∼= g(d)0×C of G(d)-representation, the projection
onto the first factor induces a map t : X(d) → X(d)red. We have t ◦ TrW = TrW .
Let l′ : P(d)red →֒ P(d) be the natural closed immersion. The next proposition
follows from [Tod, Lemma 2.4.4]:

Proposition 2.4. The following diagram commutes:

Db(P(d)red) Db(P(d))

MFgr(X(d)red,TrW ) MFgr(X(d),TrW ).

∼ κ′

l′∗

∼ κ

t∗
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It induces a commutative diagram:

T(d; δd)
red T(d; δd)

Sgr(d; δd)
red Sgr(d; δd).

∼ κ′

l′∗

∼ κ

t∗

2.14. Semiorthogonal decompositions. We recall several semiorthogonal de-
compositions from [PTe], see [PTe, Subsection 3.3] for the ordering of summands in
all the semiorthogonal decompositions. Recall the convention about the product of
categories from Subsection 2.7.

We will consider quivers satisfying the following:

Assumption 2.1. The quiver Q = (I,E) is symmetric and:

• for all a, b ∈ I different, the number of edges from a to b is even, and
• for all a ∈ I, the number of loops at a is odd.

For α ∈ N, we define the quiver

Qαf = (If , Eαf ),

which is a generalization of the framed quiverQf . The set of vertices is If = I⊔{∞},
and the set of edges Eαf is the disjoint union of E and α edges from∞ to any vertex
of I. Consider the moduli of semistable representations Xαf (d)ss of the quiver Qαf

for the King stability condition σd, which is a smooth quasi-projective variety.

Theorem 2.5. ([PTe, Corollary 4.17]) Let Q be a symmetric quiver satisfying As-
sumption 2.1. Let α ∈ N and µ ∈ R \ Q. There is a X(d)-linear semiorthogonal
decomposition

(2.23) Db
(
Xαf (d)ss

)
=

〈
k⊗

i=1

M(di; θi + viτdi) : µ 6
v1
d1

< · · · <
vk
dk

< α+ µ

〉
.

Here (di)
k
i=1 is a partition of d, (vi)

k
i=1 ∈ Zk, and θi ∈M(di)

Wdi is defined by

(2.24)

k∑

i=1

θi = −
1

2
R(d)λ>0 +

1

2
g(d)λ>0

where λ is an antidominant cocharacter corresponding to the partition (di)
k
i=1. The

functor from a summand on the right hand side to Db
(
Xf (d)ss

)
is the composition

of the Hall product with the pullback along the projection map Xf (d)→ X(d).

Remark 2.6. Note that there are equivalences

(2.25) M(di)vi = M(di; viτdi)
∼
→ M(di; θi + viτdi)

by taking the tensor product with θi ∈M(di)
Wdi . Thus the summands in Theorem

2.5 are equivalent to
⊗k

i=1 M(di)vi .

We next discuss a semiorthogonal decomposition of the stack of representations
of Q.

Theorem 2.7. ([PTe, Theorem 4.2]) Let Q be a symmetric quiver satisfying As-
sumption 2.1. There is a X(d)-linear semiorthogonal decomposition

(2.26) Db (X(d)) =

〈
k⊗

i=1

M(di)vi :
v1
d1

< · · · <
vk
dk

〉
,
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where (di)
k
i=1 is a partition of d and (vi)

k
i=1 ∈ Zk. The functor from a summand on

the right hand side to Db(X(d)) is given by the Hall product composed with tensoring
with the line bundle ⊠k

i=1θi, see Remark 2.6.

Using [Păda, Proposition 2.1], [PTa, Proposition 2.5], there are analogous semiorthog-
onal decompositions in the non-zero potential case constructed from the semiorthog-
onal decompositions above. The analogue of Theorem 2.5 is the following:

Theorem 2.8. ([PTe, Theorem 4.18]) Let Q be a symmetric quiver satisfying As-
sumption 2.1 and let α > 1. Let µ ∈ R\Q. There is a semiorthogonal decomposition

MF
(
Xαf (d)ss,TrW

)
=

〈
k⊗

i=1

S(di)vi : µ 6
v1
d1

< · · · <
vk
dk

< α+ µ

〉
,

where the right hand side is as in (2.23). If (Q,W ) is a tripled quiver with potential,
there is an analogous semiorthogonal decomposition of MFgr

(
Xαf (d)ss,TrW

)
for

the grading introduced in Subsection 2.12.

We note the following assumption on a quiver Q◦ = (I,E◦), which says its tripled
quiver Q satisfies Assumption 2.1 and thus Theorems 2.7 and 2.8 can be applied for
its tripled quiver with potential:

Assumption 2.2. For all a, b ∈ I, we have that

#(a→ b in E◦)−#(b→ a in E◦) ∈ 2Z.(2.27)

We end with a corollary of [Păda, Theorem 1.1]. We will use it only for quivers
Q◦ satisfying Assumption 2.2, and then the corollary can be also deduced from a

version of Theorem 2.7 for an arbitrary δd ∈M(d)Wd

R (see [PTe, Theorem 4.2]) using
Koszul equivalence and [PTa, Proposition 2.5].

Theorem 2.9. Let Q◦ = (I,E◦) be a quiver, let d ∈ NI , let δd ∈ M(d)Wd

R with
〈1d, δd〉 = v. Recall the quasi-BPS categories from Subsection 2.13. The category
M(d; δd) is right admissible in Db(X(d))v , so there is a X(d)-linear semiorthogonal
decomposition:

(2.28) Db(X(d))v = 〈B(d; δd),M(d; δd)〉.

The category M(d; δd)
red is right admissible in Db(X(d)red).

Applying matrix factorizations and using the Koszul equivalence, the category
T(d; δd) is right admissible in Db(P(d))v , so there is a semiorthogonal decomposition:

(2.29) Db(P(d))v = 〈A(d; δd),T(d; δd)〉.

The category T(d; δd)
red is right admissible in Db(P(d)red)v.

We note the following:

Corollary 2.10. Let Q◦ = (I,E◦) be a quiver, let d ∈ NI , and let δd ∈ M(d)Wd

R .

The closed immersion l′ : P(d)red →֒ P(d) induces a weak equivalence of spectra:

l′∗ : K
top(T(d; δ)red)

∼
−→ Ktop(T(d; δ)).

Proof. There is an equivalence of spectra l′∗ : G
top(P(d)red)

∼
−→ Gtop(P(d)), see the

isomorphism (2.6). The claim follows from Proposition 2.4 and Theorem 2.9. �
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2.15. Base-change and semiorthogonal decompositions. In Section 9, we
need to construct semiorthogonal decompositions for étale covers of moduli of rep-
resentations of a quiver, or for moduli of representations of preprojective algebras.
It will be convenient to use the following base-change result for semiorthogonal
decompositions, see [Kuz11] for the case of derived categories of varieties.

For a pretriangulated dg-category D and a subcategory C ⊂ D, we say that D

is classically generated by C if the smallest pretriangulated subcategory of D which
contains C and is closed under direct summands is D.

Proposition 2.11. Let X be a QCA (quasi-compact with affine stabilizers) derived
stack with a morphism π : X→ S to a scheme S. Let

Db(X) = 〈Ci | i ∈ I〉

be a S-linear semiorthogonal decomposition. Then, for any étale map f : T → S
and fT : XT = X×S T → X, there is a semiorthogonal decomposition

Db(XT ) = 〈Ci,T | i ∈ I〉,

where Ci,T ⊂ D
b(XT ) is the subcategory classically generated by f∗TCi.

Proof. The image of f∗T : IndDb(X)→ IndDb(XT ) classically generates IndDb(XT ),

as any A ∈ IndDb(XT ) is a direct summand of f∗T fT∗A. Indeed, consider the
diagram:

X′ := XT ×X XT XT

XT X.

gT

gT

fT

fT

Then f∗TfT∗A = gT∗g
∗
TA = A ⊗ gT∗OX′ . The map gT has a section given by the

diagonal map ∆: XT → X′, thus gT∗OX′ has OXT
as a direct summand, and so A is

indeed a direct summand of f∗TfT∗A.

By the QCA assumption, objects inDb(XT ) ⊂ IndDb(XT ) are compact, see [DG13].
Therefore Db(XT ) is classically generated by f∗TD

b(X), thus by Ci,T for i ∈ I.
To show semiorthogonality, consider i, j ∈ I such that Hom(Ai, Aj) = 0 for all

Ai ∈ Ci and Aj ∈ Cj . We have

HomDb(XT )(f
∗
TAi, f

∗
TAj) = HomIndDb(X)(Ai, fT∗f

∗
TAj)

= HomIndDb(X)(Ai, Aj ⊗OS
f∗OT ).(2.30)

Here f∗OS ∈ Dqc(S) = IndPerf(S), and the S-linearity of Cj implies Aj⊗OS
f∗OT ∈

IndCj. Then the vanishing of (2.30) follows from the compactness of Ai (see the
end of the proof of [PTd, Lemma 5.5] for how compactness is used). �

3. Topological K-theory of quotient stacks

In this section, we recall the definition of the Chern character maps for quotient
stacks and we prove versions of the Atiyah-Hirzebruch theorem for quotient stacks.
The main tool we use is the approximation of cohomology theories of quotient stacks
by varieties [Tot99, EG00]. We also construct a Chern character map for quasi-
smooth quotient stacks and discuss versions of the GRR and Atiyah-Hirzebruch
theorems for quasi-smooth morphisms. The results are most probably well known
to the experts, but we do not know a reference for them.
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3.1. The Chern character map for a classical quotient stack. Consider a
quotient stack

X = X/G,

where G is a connected reductive group and X is a classical quasi-projective scheme
with an action of G. Let M be a compact Lie group such that G is the complexifi-
cation of M . Let EM be a contractible CW complex with a free action of M . For
i ∈ Z, consider the Chern character map of the CW complex EM ×M X:

ch : Gtop
i (X) = Gtop

i (EM ×M X)(3.1)

→ H̃BM
i (EM ×M X) = H̃BM

i (X) :=
∏

j∈Z

HBM
i+2j(X).

The above Chern character map is, in general, neither injective nor surjective.
It becomes an isomorphism when the K-theory is completed with respect to an
augmentation ideal by theorems of Atiyah-Segal [AS69], and Edidin-Graham [EG00]
in the algebraic case.

The Chern character map for a stack can be approximated by the Chern character
map for varieties as follows [EG00], see also Subsection 2.5. For V a representation
of G, denote by S ⊂ V the closed set of points with non-trivial stabilizer. Let
U := V \ S. We may choose V such that U/G and (X × U)/G are schemes. Then
the following diagram commutes, where the vertical maps are pullback maps and
the bottom map is an isomorphism by the Atiyah-Hirzebruch theorem:

Gtop
i (X) H̃BM

i (X)

Gtop
i ((X × V )/G) H̃BM

i ((X × V )/G)

Gtop
i ((X × U)/G) H̃BM

i ((X × U)/G) .

ch

∼

resV

∼

resV
ch

res res

chV
∼

Choose representations Vn ։ Vn−1 and closed subsets Sn ⊂ Vn as in Subsection 2.5.
For ℓ fixed and for n large enough, recall that we have isomorphisms induced by
pullbacks:

HBM
ℓ (X)

∼
−→ HBM

ℓ+2dimVn
((X × Vn)/G)

∼
−→ HBM

ℓ+2dimVn
((X × Un)/G) .

Then ch(y) for y ∈ Gtop
i (X) equals the limit of chVn(resVn(y)). Note that, in the

algebraic case, Edidin–Graham show in [EG00, Proposition 3.1] that the limit of
chVn(resVn(y)) is well-defined and use it to define the Chern character.

Let X′ ⊂ X be a closed quotient stack. There are also Chern character maps with
closed supports:

(3.2) chX′,X : G
top
i,X′(X)→ HBM

i,X′ (X).

There is also a Chern character map:

(3.3) ch : Ktop
i (X)→ H̃ i(X) :=

∏

j∈Z

H i+2j(X),

where i ∈ Z. As above, the Chern character map (3.3) can be approximated by
Chern character maps of varieties.
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The Chern character maps (3.1) and (3.3) are compatible as follows, where ε and
ε′ are the maps induced by intersecting with the fundamental class, see [BFM79,
Section 5 and Property 2 from Section 4.1]:

(3.4)

Ktop
i (X) Gtop

i (X)

H̃ i(X) H̃BM
i (X).

ch

ε′

ch

ε

3.2. An Atiyah-Hirzeburch type theorem for quotient stacks. We assume
X is a classical quotient stack as in the previous subsection. Let i ∈ Z. Consider
the increasing filtration

(3.5) EℓG
top
i (X) := ch−1

(
HBM

6i+2ℓ(X)
)
⊂ Gtop

i (X).

Note that EℓG
top
i (X) = Gtop

i (X) for ℓ large enough. Denote by

grℓG
top
i (X) := EℓG

top
i (X)/Eℓ−1G

top
i (X).

The Chern character induces a map, which we call the cycle map:

(3.6) c : grℓG
top
i (X)→ HBM

i+2ℓ(X).

Note that the cycle map is injective by construction. We prove the following version
of the Atiyah-Hirzebruch theorem for quotient stacks.

Proposition 3.1. For i, ℓ ∈ Z, the map (3.6) is an isomorphism.

Proof. Let i, ℓ ∈ Z and let a = i+ 2ℓ. Let x ∈ HBM
a (X). Let V be a representation

of G such that S ⊂ X × V , the locus of points with non-trivial stabilizer, satisfies:

codim (S in X × V ) > dimX −
a

2
+ 1.

Let b := dimV , U := V \S and let t : (X×V )/G→ X/G be the natural projection.
The map t induces an isomorphism

t∗ : HBM
i+2ℓ(X/G)

∼
−→ HBM

i+2ℓ+2b((X × V )/G).

Next, the restriction map α is an isomorphism for δ > ℓ+ b.

(3.7) α : HBM
i+2δ((X × V )/G)

∼
−→ HBM

i+2δ ((X × U)/G) .

It suffices to check that HBM
i+2δ−η,S/G((X × V )/G) ∼= HBM

i+2δ−η(S/G) = 0 for η ∈

{0, 1}. This is true because i + 2δ − η > 2 dimS. Indeed, it suffices to check that
1
2a+ b > dimS +1, alternatively that codim(S in X ×V ) > dimX − 1

2a+1, which
is true by our assumption on V . There is a commutative diagram with rows exact
sequences:

Gtop
i ((X × V )/G) Gtop

i ((X × U)/G) Gtop
i−1,S/G((X × V )/G)

H̃BM
i ((X × V )/G) H̃BM

i ((X × U)/G) H̃BM
i−1,S/G((X × V )/G)

∏
HBM

i+2δ((X × V )/G)
∏
HBM

i+2δ ((X × U)/G) 0.

ch ch ch

β β β

∼
α
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In the above, the products are after δ > ℓ + b and and the maps β are natural
projections. The kernels of the maps β ◦ ch lie in exact sequences for ℓ and ℓ − 1,
and by their taking their quotient we obtain a diagram:

grℓ+bG
top
i ((X × V )/G) grℓ+bG

top
i ((X × U)/G)

HBM
i+2ℓ+2b((X × V )/G) HBM

i+2ℓ+2b ((X × U)/G) .

∼

c ∼ c′

∼
α

The map c′ is an isomorphism by the Atiyah-Hirzebruch theorem, thus the map c
is also an isomorphism, and the claim follows.

�

For X a quotient stack as above, recall that there is an intersection product
HBM

i (X)⊗Hj(X)→ HBM
i+j (X) for i, j ∈ Z. Note the following immediate statement.

Proposition 3.2. Let α ∈
∏

i>0H
i(X) such that α = 1 + α′ for α′ ∈

∏
i>1H

i(X).

Define ch′(−) := ch(−) · α. Then ch′ induces a function on the associated graded

pieces grℓG
top
i (X), and this function equals the cycle map (3.6).

3.3. The Chern character map for quasi-smooth stacks. Assume X = X/G
is a quotient stack withX a quasi-smooth scheme. One can define a Chern character
map for X using the the Chern character map for Xcl and the isomorphisms (2.6).
However, we define a topological Chern character map which takes into account the
derived structure.

For a closed immersion X →֒ Y, consider the topological K-theory with closed
supports Gtop

•,X(Y)
∼= Gtop

• (X) and the Borel-Moore homology with closed supports

HBM
•,X (Y) ∼= HBM

• (X).
Let X be a quasi-smooth quotient stack. Consider a closed immersion i : X →֒ Y,

where Y is a smooth classical quotient stack. Let N be the normal bundle of i,

which is a vector bundle on X and thus has a Todd class td(N) ∈ H̃0(X). Consider
the local Chern character map

chX,Y : G
top
•,X(Y)→ H̃BM

•,X (Y).

Define

(3.8) chX := chX,Y · td(N) : Gtop
• (X)→ H̃BM

• (X).

Lemma 3.3. The map chX is independent of a choice of Y as above.

Proof. Let i′ : X →֒ Y′ be a different closed immersion. Choose Y′′ and closed im-
mersions j : Y →֒ Y′′ and j′ : Y′ →֒ Y′′. Note that the Todd classes for the normal
bundles of ji and j′i′ are the same. The statement then follows from the GRR
theorem for the closed immersions j and j′, see Theorem 2.1. �

Remark 3.4. If X is a classical stack, then the Chern character constructed above
coincides with the usual Chern character (3.2), as one can see using the GRR
theorem for a closed immersion of X in a smooth ambient stack.

Similarly, one proves a topological GRR theorem for quasi-smooth morphisms
using Theorem 2.1.

Proposition 3.5. (i) Let f : X→ Y be a quasi-smooth proper map of quasi-smooth
quotient stacks. Let Tf be the virtual tangent bundle and consider the Todd class
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td(Tf ) ∈ H̃0(X). Define f ′∗(−) := f∗(td(Tf ) · (−)). Then the following diagram
commutes:

(3.9)

Gtop
• (X) Gtop

• (Y)

H̃BM
• (X) H̃BM

• (Y).

chX

f∗

chY

f ′
∗

(ii) Further, for any smooth morphism f : X→ Y between quasi-smooth quotient
stacks, the following diagram commutes:

(3.10)

Gtop
• (Y) Gtop

• (X)

H̃BM
• (Y) H̃BM

• (X).

chY

f∗

chX

f∗

Define a filtration on Gtop
• (X) as in (3.5), the associated graded, and a cycle map

as in (3.6), which is also an isomorphism by a relative version of Proposition 3.1
and Proposition 3.2:

(3.11) c: grℓG
top
i (X)

∼
−→ HBM

i+2ℓ(X).

We have that td(Tf ) = 1 + x ∈ H̃0(X) for x ∈
∏

i>2H
i(X). We record the

following corollary of the diagrams (3.9) and (3.10), see also Proposition 3.2.

Corollary 3.6. Let f : X→ Y be a quasi-smooth morphism of quasi-smooth quotient
stacks of relative dimension d. Let i, ℓ ∈ Z. If f is smooth, then it induces a pullback
map:

f∗ : grℓG
top
i (Y0)→ grℓ+dG

top
i (X0).

If f is proper, then it induces a pushforward map:

f∗ : grℓG
top
i (X0)→ grℓG

top
i (Y0).

4. Topological K-theory of categories of singularities

In this section, we compute the topological K-theory of categories of matrix
factorizations in terms of the monodromy invariant cohomology of vanishing cycles.
The results and approach are inspired by work of Efimov [Efi18], Blanc–Robalo–
Toën–Vesozzi [BRTV18], and Brown–Dyckerhoff [BD20].

Let X be a smooth quotient stack, let f : X→ C be a regular function with 0 the
only singular value, let ι : X0 →֒ X be the (derived) fiber over 0. Let d := dimCX.
The category of singularities

(4.1) Dsg(X0) := DbCoh(X0)/Perf(X0)

is equivalent to the category of matrix factorizations [Orl04, EP15]:

(4.2) MF(X, f)
∼
→ Dsg(X0).

We denote by Ksg
• (X0) the topological K-theory of Dsg(X0). From (4.1), there is a

long exact sequence of Q-vector spaces:

(4.3) . . .→ Ktop
i (X0)→ Gtop

i (X0)→ Ksg
i (X0)→ Ktop

i−1(X0)→ Gtop
i−1(X0)→ . . . .

We assume throughout the section that f is quasi-homogeneous, that is, that
there exists an action of C∗ on X contracting X onto X0 such that f is of weight
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d > 0 with respect to the action of C∗, or f = 0. Note that the function (2.12) is
quasi-homogeneous of weight 1 with respect to the weight 1 scaling action on the
fibers. Then 0 is the only singular value of f . Further, there is a weak equivalence
induced by restriction:

Ktop(X)
∼
−→ Ktop(X0).

Note that actually all the results in this section hold as long as the isomorphism
Ktop(X)

∼
−→ Ktop(X0) holds, and this is used only in the proof of Proposition 4.2.

4.1. Vanishing cycle cohomology. We begin by recalling two distinguished tri-
angles relating the vanishing and cycle functors applied to the constant sheaf. A
reference is [Mas, Chapter 3], especially [Mas, pages 24-28]. The results in loc.
cit. are stated for varieties, but they also hold for quotient stacks as in [DM20,
Subsection 2.2]. There is an exact triangle in Db

con(X):

(4.4) ι∗QX0
[−1]→ ψf [−1] := ψfQX[−1]

can
−−→ ϕf [−1] := ϕfQX[−1]→ ι∗QX0

.

By taking the dual of the above triangle, we obtain the distinguished triangle:

(4.5) ϕf [−1]
var
−−→ ψf [−1]→ ι∗ι

!QX[1]→ ϕf [1].

We have that var ◦ can = 1−T, where T is the monodromy operator. Consider the
map

α : QX0
= ι∗QX → ι!QX[2]

given by capping with the fundamental class of the quasi-smooth variety X0. If f
is not the zero map, then this is the usual construction. If f is the zero map, then
X0
∼= X× r, where r = SpecC[ǫ] for ǫ in homological degree 1. The map α is then

the zero map.
Let ϕinv

f be the cone of 1− T:

(4.6) ϕf
1−T
−−−→ ϕf → ϕinv

f → ϕf [1].

Consider the diagram, where the rows and the columns are distinguished triangles:

(4.7)

ι∗QX0
ι∗ι

!QX[2] ϕinv
f

ι∗QX0
ψf ϕf

0 ϕf ϕf .

α

id

can

var

∼

1−T

In the above diagram, the second row is (4.4), the second column is (4.5), and the
third column is (4.6). We obtain that the first row is also a distinguished triangle:

(4.8) ι∗QX0

α
−→ ι∗ι

!QX[2]→ ϕinv
f → ι∗QX0

[1].

We will also use later the notations ϕinv
f QX and ϕinv

f ICX when it is convenient to
indicate the ambient space. Denote by

H•(X, ϕf )
inv := ker(1− T) ⊂ H•(X, ϕf ),

H•(X, ϕf )inv := H•(X, ϕf )/image(1− T).
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There is a long exact sequence:

. . .→ H2d−i−2(X0)
α
−→ HBM

i (X0)→ H2d−i(X, ϕinv
f [−2]) = H2d−i−2(X, ϕinv

f )(4.9)

→ H2d−i−1(X0)→ HBM
i−1 (X0)→ . . .

and there are short exact sequences:

(4.10) 0→ H i(X, ϕf )inv → H i(X, ϕinv
f )→ H i+1(X, ϕf )

inv → 0.

We note the following compatibility between K-theory and cohomology. Let
α′ : Perf(X0) →֒ Db(X0) be the inclusion.

Proposition 4.1. The following diagram commutes:

Ktop
i (X) Gtop

i (X)

H̃ i(X) H̃BM
i (X).

ch

α′

ch

α

Proof. If f is not the zero map, then the diagram above is the same as the diagram
(3.4).

If f is zero, then α is zero. We show that α′ is also the zero map on topological
K-theory. Let X0 be the derived zero locus of 0: X → C. Let r = SpecC[ǫ]
for ǫ of homological degree 1, then X0

∼= X × r. Consider the natural projection
π : X0 = X× r → X and let l : Xcl

0
∼= X→ X0. Then π∗ : Ktop

• (X)
∼
−→ Ktop

• (X0) and

l∗ : G
top
• (X0)

∼
−→ Gtop

• (X). For any topological vector bundle E on X, there is an
isomorphism:

π∗(E) ∼= l∗(E)⊕ l∗(E)[1] ∈ Gtop
0 (X0),

so the conclusion for i = 0 holds. A similar computation holds for the suspension
of X, so the conclusion also holds for i = 1. �

4.2. Chern character maps for matrix factorizations. Let X be a smooth
affine variety with an action of a reductive group G. Consider the quotient stack
X = X/G. Let f : X→ C be a regular function. The main result of this subsection
is the construction of a Chern character map:

ch : Ktop
i (MF(X, f))→ H̃ i(X, ϕinv

f ).

We may assume that Crit(f) ⊂ X0 := f−1(0). Further, replacing X with an open
neighborhood of X0, we may also assume that the pull-back gives a weak equivalence
of spectra Ktop(X)

∼
→ Ktop(X0).

Consider the regular function f̃ : X×C→ C defined by f̃(x, t) = t · f(x) and set

F
f̃
= (f̃)−1(1) ⊂ X× C∗.

For a closed substack Y ⊂ X, we denote by Ktop(X/Y) the relative topological
K-theory spectra, i.e. the fiber of the map Ktop(X)→ Ktop(Y).

Proposition 4.2. There is a canonical weak equivalence of spectra:

Ktop(MF(X, f))
∼
→ Ktop(X× C∗/F

f̃
).
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Proof. We consider graded categories of matrix factorizations of X × C, where the
grading is given by the C∗-action with weight (0, 2). By the Koszul equivalence
(2.14) and (4.2), there are equivalences:

Perf(X0)
�

�

//

≃κ

��

Db(X0)

≃κ

��

// MF(X, f)

≃

��

MFgr
X×{0}(X× C, f̃) �

�

// MFgr(X× C, f̃) // MFgr(X× C∗, f̃).

(4.11)

In the above diagram, the horizontal sequences are exact sequences of dg-categories
and the vertical arrows are equivalences induced by (2.14).

Consider the inclusion ι : X0 →֒ X and the projection p : X × C → X. Note that
p|F

f̃
: F

f̃
→ X\X0 is an isomorphism. We have the commutative diagram of spectra:

Gtop(X0)
ι∗

//

κ ≃

��

Ktop(X) //

p∗ ≃

��

Ktop(X \ X0)

p|∗
F
f̃

≃

��

Ktop(MFgr(X× C, f̃)) // Ktop(X× C) // Ktop(F
f̃
).

The horizontal sequences are exact triangles of spectra, and the vertical arrows are
equivalences. Let i : X →֒ X×C be the inclusion into X×{0}. By Lemma 4.3 below

together with the isomorphism Ktop(X)
∼
→ Ktop(X0) (this is the only place where

we use that f is quasi-homogeneous), we have the equivalence

i∗ : K
top(X)

∼
→ Ktop(MFgr

X×{0}(X× C, f̃)).

Therefore by taking the cofibers of

Ktop(MFgr
X×{0}(X× C, f̃))

(i∗)−1

≃
//

��

Ktop(X)

i∗

��

// 0

��

Ktop(MFgr(X× C, f̃)) // Ktop(X× C) // Ktop(F
f̃
)

we obtain the equivalence

Ktop(MFgr(X×C∗, f̃))
∼
→ fib

(
Ktop(X×C∗)→ Ktop(F

f̃
)
)
.

Therefore the desired equivalence follows from the right vertical equivalence in
(4.11). �

We have used the following lemma:

Lemma 4.3. The following diagram commutes

Db(X)
ι∗

//

i∗[1]

++

Perf(X0) κ
≃

// MFgr
X×{0}(X× C, f̃).

Proof. The equivalence κ is given by (−)⊗OX0
K for the Koszul factorization K, see

[Tod, Section 2.3.3]:

K = OX0
⊗OX

OX×C = OX[ε, t]
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where deg ε = −1, deg t = 2, with differential dK(α(t)+β(t)ε) = fβ(t)+ tα(t)ε. By
construction, it commutes with tensor product from Db(X). Moreover, as an object

of MFgr(X × C, f̃), the object K is isomorphic to i∗OX[1], see [BFK14, Proposi-
tion 3.20] or [Tod, Equation (2.3.6)]. Therefore the lemma holds. �

We next relate the relative cohomology to the monodromy invariant cohomology
of vanishing cycles:

Proposition 4.4. There are canonical isomorphisms:

H•(X× C∗/F
f̃
) ∼= H•(X, ϕinv

f [−2]).

Proof. Consider the commutative diagram

ι∗QX0
//

0
��

ψf

1−T
��

// ϕf

1−T

��

// ι∗QX0
[1]

0
��

ι∗QX0
// ψf

// ϕf
// ι∗QX0

[1],

where horizontal sequences are exact triangles. By taking the fibers of the vertical
maps, we obtain the exact triangle

ι∗QX0
⊕ ι∗QX0

[−1]→ ψinv
f [−1]→ ϕinv

f [−1]→ ι∗QX0
[1] ⊕ ι∗QX0

.(4.12)

Let u : X \ X0 →֒ X. Then ψinv
f [−1] = ι∗ι

∗u∗u
∗QX, see [Max20, Equation (17)]. We

then have that:

QX0
⊕QX0

[−1] = ι∗p∗QX×C∗, ψinv
f [−1] = ι∗ι

∗u∗u
∗QX = ι∗ι

∗p∗QF
f̃
.

The first map in (4.12) is identified with ι∗ι
∗p∗ of the natural map QX×C∗ → QF

f̃
.

Therefore we obtain the desired isomorphism. �

Consider the Chern character map of relative K-theories:

ch : Ktop
i (X× C∗/F

f̃
)→ H̃ i(X× C∗/F

f̃
).(4.13)

Define the Chern character map

ch: Ktop
i (MF(X, f))→ H̃ i(X, ϕinv

f ).(4.14)

such that the following diagram commutes, where the horizontal maps are isomor-
phisms by Propositions 4.2 and 4.4:

Ktop
i (MF(X, f)) Ktop

i (X× C∗/F
f̃
)

H̃ i(X, ϕinv
f [−2]) H̃ i(X×C∗/F

f̃
).

∼

ch ch

∼

Recall that d := dimCX. Define the filtration

(4.15) EℓK
top
i (MF(X, f)) := ch−1

(
H>2d−i−2ℓ(X, ϕinv

f [−2])
)
.

We obtain cycle maps on the associated graded pieces:

(4.16) c: grℓK
top
i (MF(X, f))→ H2d−i−2ℓ(X, ϕinv

f [−2]).

Proposition 4.5. The maps (4.16) are isomorphisms for all i, ℓ ∈ Z, and the map
(4.14) is an isomorphism if X is a variety.
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Proof. Define a filtration:

EℓK
top
i (X×C∗/F

f̃
) := ch−1

(
H>2d−i−2ℓ(X× C∗/F

f̃
)
)

and the cycle maps on the associated graded pieces, which are isomorphisms using
the long exact sequence for relative K-theory and Proposition 3.1:

c : grℓK
top
i (X× C∗/F

f̃
)

∼
−→ H2 dimX−i−2ℓ(X×C∗/F

f̃
).

The conclusions then follow. �

Composing with the inverse of the equivalence (4.2), we also obtain a Chern
character:

(4.17) ch : Ksg
i (X0)→ H̃ i(X, ϕinv

f ).

Note the following compatibility of the Chern character maps.

Proposition 4.6. The following diagram commutes, where the top sequence is (4.3)
and the bottom sequence is (4.9):

(4.18)

· · · Gtop
i (X0) Ksg

i (X0) Ktop
i−1(X0) · · ·

· · · H̃BM
i (X0) H̃ i(X, ϕinv

f ) H̃ i−1(X0) · · · .

ch ch ch

Proof. By the construction of the Chern character (4.17) and the GRR theorem, it
suffices to show the following diagram commutes, which is indeed the case:

Ktop
i (X× C/F

f̃
) Ktop

i (X× C∗/F
f̃
) Ktop

i−1,X(X× C)

H̃ i(X× C/F
f̃
) H̃ i(X×C∗/F

f̃
) H̃ i−1

X
(X× C).

ch ch ch

�

4.3. The Grothendieck-Riemann-Roch theorem for matrix factorizations.

The Grothendieck-Riemann-Roch theorem for relative topological K-theory and co-
homology implies the following.

Theorem 4.7. Let h : X → Y be a morphism of smooth quotient stacks. Consider
a regular function f : Y → C, let g := f ◦ h, and assume that f and g are quasi-
homogeneous. Let i ∈ Z.

(a) The following diagram commutes:

Ktop
i (MF(Y, f)) Ktop

i (MF(X, g))

H̃ i(Y, ϕinv
f ) H̃ i(X, ϕinv

g ).

ch

h∗

ch

h∗

(b) Assume h is proper. Let td(Th) ∈ H̃0(X0) be the Todd class of the virtual
tangent bundle Th of h and let h′∗(−) := h∗(td(Th)·(−)). Then the following diagram
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commutes:

Ktop
i (MF(X, g)) Ktop

i (MF(Y, f))

H̃ i(X, ϕinv
g ) H̃ i(Y, ϕinv

f ).

ch

h∗

ch

h′
∗

Proof. We may assume that f and g have only 0 as a critical value. The equiv-
alence from Proposition 4.2 and the isomorphism from Proposition 4.4 commutes
with both h∗ and h∗. The Chern character (4.13) commutes with h∗, so part (a)
follows. Finally, the topological Grothendieck-Riemann-Roch theorem implies that
the following diagram commutes, so part (b) follows as well:

Ktop
i (X× C∗/Fg̃) Ktop

i (Y× C∗/F
f̃
)

H̃ i(X× C∗/Fg̃) H̃ i(Y× C∗/F
f̃
).

ch

h∗

ch

h′
∗

�

We note the following functoriality of graded topological K-theory of categories
of singularities.

Proposition 4.8. Let h : X→ Y be a morphism of smooth quotient stacks of relative
dimension d, let f : Y→ C be a regular function, let g := f ◦ h, and assume that f
and g are quasi-homogeneous. Let X0 and Y0 be the (derived) zero loci of g and f ,
respectively. Let i, ℓ ∈ Z. Then h induces a pullback map:

h∗ : grℓK
top
i (MF(Y, f))→ grℓ+dK

top
i (MF(X, g)).

If h is proper, then there is a pushforward map:

h∗ : grℓK
top
i (MF(X, g))→ grℓK

top
i (MF(Y, f)).

Proof. The claim follows from Theorem 4.7 and Proposition 3.2. �

For future reference, we also state explicitly the compatibility of the Chern char-
acter maps with Knörrer periodicity, which is a particular case of Theorem 4.7.

Corollary 4.9. Let X be a smooth affine variety with an action of a reductive
group, let X := X/G and consider a regular function f : X → C with only 0 as a
critical value. Let U be a finite dimensional representation of G and consider the
natural pairing w : U × U∨ → C. Let Y := (X × U × U∨)/G and consider the
regular function f +w : Y→ C, where f and w are pulled-back from X and U ×U∨,
respectively. Consider the natural maps:

X
v
և X × U

s
→֒ X × U × U∨

where v is the projection and s(x, u) = (x, u, 0). Let ch′ := ch · td(Ts), where Ts is
the relative tangent complex of s. The following diagram commutes:

Ktop
i (MF(X, f)) Ktop

i (MF(Y, f + w))

H̃ i(X, ϕinv
f ) H̃ i(Y, ϕinv

f+w).

ch′

s∗v∗

ch

s∗v∗
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Note that the horizontal maps are isomorphisms by the Thom-Sebastiani theo-
rem, see the proofs of Propositions 6.11 and 6.13. The top horizontal map is called
Knörrer periodicity [Orl06, Hir17]

4.4. Complements.

4.4.1. Injectivity of the cycle map. The Chern characters (3.1), (3.3), or (4.14) may
not be injective when X is a stack. However, they are all isomorphism when X is a
variety. In some cases of interest, we can show that (4.14) is injective for X a stack
using the following propositions.

Proposition 4.10. Let X be a smooth quotient stack and let f : X → C be a reg-
ular function. Let S be a subcategory of MF(X, f). Assume there exists a smooth
variety Y and a morphism r : Y → X such that r∗ : S → MF(Y, g) is (left or right)
admissible, where g := f ◦ r. Let i ∈ Z. Then the Chern character

ch: Ktop
i (S)→ Ktop

i (MF(X, f))→ H̃ i(X, ϕinv
f )

is injective.

Proof. The pullback map r∗ : Ktop
i (S) →֒ Ktop

i (MF(Y, g)) is injective. The claim
then follows from the diagram:

Ktop
i (S) Ktop

i (MF(X, f)) Ktop
i (MF(Y, g))

H̃ i(X, ϕinv
f ) H̃ i(Y, ϕinv

g ).

ch

r∗

ch∼

r∗

�

Proposition 4.11. Let X be a smooth quotient stack and let f : X→ C be a regular
function. Assume there is a semiorthogonal decomposition MF(X, f) = 〈Bi | i ∈ I〉
and a collection of finite subsets In ⊂ I for n ∈ N with the following two properties:

• for any finite subset S ⊂ I, there exists n ∈ N such that S ⊂ In,
• for all n ∈ N, there exists a smooth variety Yn and a morphism rn : Yn → X

such that the category Bn := 〈Bi | i ∈ In〉 is (left or right) admissible in
MF(Yn, f ◦ rn) via r

∗
n.

Let i ∈ Z. Then the Chern character

ch : Ktop
i (MF(X, f))→ H̃ i(X, ϕinv

f )

is injective.

Proof. Let x ∈ Ktop
i (MF(X, f)) =

⊕
j∈I K

top
i (Bj). Let S ⊂ I be a finite set such

that x ∈
⊕

j∈SK
top
i (Bj). Then there exists n such that x ∈ Ktop(Bn). The Chern

character

ch : Ktop
i (Bn)→ H̃ i(X, ϕinv

f )

is injective by Proposition 4.10, and the claim follows. �
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4.4.2. Action of exterior algebra on the K-theory of matrix factorizations. Denote
by p := SpecC. The following computation follows as in Proposition 4.1.

Lemma 4.12. As a Z/2-algebra, we have

Ktop
· (MF(p, 0)) = Λ := Q[ǫ]

where ǫ has degree one.

Note that, for any regular function on a smooth stack h : Y → C, the category
MF(Y, h) is a module over MF(p, 0), so Ktop

· (MF(Y, h)) is a Z/2-graded Λ-module
by Lemma 4.12.

Proposition 4.13. Let X be a smooth stack. Then

Ktop
· (MF(X, 0)) ∼= Ktop

· (X)⊗Q Λ

as Λ-modules. Then, if M ⊂ Db(X) is an admissible subcategory of Db(X), there is
an isomorphism of Λ-modules:

Ktop
· (MF(M, 0)) ∼= Ktop

· (M)⊗Q Λ.

Proof. It suffices to prove the first isomorphism. Let X0 be the derived zero locus
of 0: X → C. By the long exact sequence (4.3), it suffices to show that the map
α′ : Perf(X0)→ Db(X0) induces the zero map:

α′ : Ktop
• (X0)→ Gtop

• (X0),

which we showed in the proof of Proposition 4.1. �

4.4.3. The Chern character for the algebraic K-theory of matrix factorizations. Con-
sider the natural transformation

γ : Kalg
0 := K0 → Ktop

0

from algebraic K-theory to topological K-theory [Bla16, Remark 4.14]. For a quo-
tient stack X = X/G, where G is a reductive group acting on a smooth affine scheme
X, there is a Chern character:

chalg : Kalg
0 (MF(X, f))

γ
−→ Ktop

0 (MF(X, f))
ch
−→ H̃0(X, ϕinv

f ).

We next state an algebraic version of the GRR theorem 4.7.

Theorem 4.14. Let h : X→ Y be a morphism of smooth quotient stacks. Consider
a regular function f : Y → C, let g := f ◦ h, and assume that f and g are quasi-
homogeneous.

(a) The following diagram commutes:

Kalg
0 (MF(Y, f)) Kalg

0 (MF(X, g))

H̃0(Y, ϕinv
f ) H̃0(X, ϕinv

g ).

chalg

h∗

chalg

h∗

(b) Assume h is proper. Let td(Th) ∈ H̃0(X0) be the Todd class of the virtual
tangent bundle Th of h, and let h′∗(−) := h∗(td(Th) · (−)). Then the following
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diagram commutes:

Kalg
0 (MF(X, g)) Kalg

0 (MF(Y, f))

H̃0(X, ϕinv
g ) H̃0(Y, ϕinv

f ).

chalg

h∗

chalg

h′
∗

Proof. Both claims follow from Theorem 4.7 and the commutativity of γ with h∗

and h∗. �

4.4.4. Graded and ungraded matrix factorizations. One can define graded categories
of matrix factorizations in more generality than the one used in Subsection 2.7, see
below for one example. It is natural to ask for an analogue of Proposition 4.5 for
categories of graded matrix factorizations. We do not know how to answer this
question for general graded categories, but we study some examples in Section 5.

We mention a theorem of Brown–Dyckerhoff in [BD20, Theorem 1.3] which com-
putes the topological K-theory for a class of graded matrix factorizations not covered
by our methods. Let f : Cn → C be a homogeneous polynomial of degree d. Let C∗

act on Cn with weight 1. Consider category MFgr(Cn, f) with objects of the form

(α : F ⇄ G : β), α ◦ β = β ◦ α = ×f,

where α is homogeneous of degree d and β is homogeneous of degree zero. For each
i ∈ Z, there are isomorphisms:

Ktop
µd,i

(Cn, f−1(1))
∼
−→ Ktop

i (MFgr(Cn, f)),

where the left hand side is the µd-equivariant relative topological K-theory space,
see loc. cit. for more details. Note that, for a homogeneous polynomial, the
vanishing cycle cohomology can be computed in terms of relative cohomology [DP22,
Proposition 6.4].

We do not have an alternative proof of [BD20, Theorem 1.3]. However, we note
the following relation between graded and ungraded matrix factorizations, that may
be used in conjunction with excision arguments for computation, but which we do
not use later in the paper.

Proposition 4.15. Let C∗ act on Cn+1 with weight 1, consider the grading with

respect to this weight, and by abuse of notation denote by f : Cn ×C∗ π1−→ Cn f
−→ C.

There is an equivalence

MF(Cn, f)
∼
→ MFgr(Cn × C∗, f).(4.19)

Proof. We have the isomorphism of stacks

p : (Cn × C∗)/C∗ ∼
→ Cn, (x1, . . . , xn, t) 7→ (t−1x1, . . . , t

−1xn).

For an object (α : F ⇄ G : β) in MF(Cn, f), we associate the object

(α′ : p∗F ⇄ p∗G : β′), α′ = tdp∗α, β′ = p∗β

in MFgr(Cn × C∗, f). Note that α′ is degree d and β′ is degree zero. Since α ◦ β =
β ◦ α = ×f and p∗f = t−df , we have α′ ◦ β′ = β′ ◦ α′ = ×f , so it determines an
object in MFgr(Cn × C∗, f).

Conversely, given an object (γ : P ⇄ Q : δ) in MFgr(Cn×C∗, f), we associate the
object

(γ′ : P0 ⇄ Q0 : δ
′), γ′ = t−dγ0, δ

′ = δ0
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in MF(Cn, f). In the above, the subscript 0 means taking the degree zero part and

the morphism γ′ is P0
γ0
→ Qd

t−d

→ Q0. It is easy to see that the above correspondences
give mutually inverse functors, giving the equivalence (4.19). �

5. Dimensional reduction

In this section, we show that the Koszul equivalence (2.11) and the dimensional
reduction in cohomology are compatible via the Chern character map. We will use
these compatibilities in Subsection 7 to compute the topological K-theory of prepro-
jective quasi-BPS categories from the topological K-theory of quasi-BPS categories
of tripled quivers with potential.

5.1. Dimensional reduction. Recall the setting of the Koszul equivalence from
Subsection 2.8. We will use the notations of the various maps from the diagram
(2.13). In this subsection, we review the dimensional reduction theorem in coho-
mology due to Davison [Dav17, Theorem A.1] (note that, to obtain the maps in
loc. cit., one needs to precompose all the following maps by l∗, see the isomorphism
(2.6)).

For • ∈ Db
con(E

∨
0 ), there is a natural isomorphism:

(5.1) ϕf [−1]ι∗•
∼
−→ ι∗ • .

For • ∈ Db
con(X), there is a natural transformation

(5.2) η∗• → η∗j∗j
∗•

The natural transformations (5.2) and (5.1) induce a natural transformation for
• ∈ Db

con(X):

ϕf [−1]η
∗• → ϕf [−1](η

∗j∗j
∗•) = η∗j∗j

∗ • .

The dimensional reduction isomorphism in cohomology [Dav17, Theorem A.1] is
the following natural isomorphism for • ∈ Db

con(X):

η!ϕf [−1]η
∗•

∼
−→ η!η

∗j∗j
∗ • .

By taking the Verdier dual of the above natural isomorphism, we obtain:

(5.3) η∗j
′
∗j

′!η!• = η∗η
!j∗j

!•
∼
−→ η∗ϕf [−1]η

!•,

which alternatively can be described as applying the functor η∗ϕf [−1] to the natural

transformation j′∗j
′!η!• → η!• for • ∈ Db

con(X). By taking the cohomology of the
two sides in (5.3), one obtains the dimensional reduction isomorphism:

(5.4) j′∗η
′∗ : HBM

i (K)
∼
−→ HBM

i+2r(E
∨|K)

∼
−→ H2 dimE−2r−i(E∨, ϕfQ[−1]).

Further, the monodromy on the left hand side is trivial.
The isomorphism (5.3) factors through:

η∗j
′
∗j

′!η!• → η∗ι∗ι
!η!• = η∗ϕf [−1]ι∗ι

!η!• → η∗ϕf [−1]η
! • .

Recall that ϕinv
f is the cone of the map α : ι∗QE∨

0
→ ι∗ι

!QE∨ [2], see (4.8). From the

diagram (4.7), the map η∗ι∗ι
!QE∨[2]→ η∗ϕfQE∨ [1] factors through η∗ϕ

inv
f , and thus

there are maps whose composition is an isomorphism:

(5.5) β′ : η∗j
′
∗ωE∨|K → η∗ι∗ι

!ωE∨ → η∗ϕ
inv
f [2 dimE∨ − 2]

β
−→ η∗ϕfωE∨ [−1].
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We let β⋄ : η∗j
′
∗ωE∨|K → η∗ι∗ι

!ωE∨ → η∗ϕ
inv
f [2 dimE∨ − 2]. The map β⋄ provides a

splitting of the map β, thus the triangle (4.6) becomes the natural isomorphism:

(5.6) η∗ϕ
inv
f [−2] ∼= η∗ϕf [−2]⊕ η∗ϕf [−1].

By taking global sections of this isomorphism, there is a natural injective map:

(5.7) γ : H•(E∨, ϕf [−1]) →֒ H•(E∨, ϕinv
f [−2]).

We also note that, by taking global sections of the complexes in (5.5), we obtain an
isomorphism:

β′ : HBM
i (K)

∼
−→ HBM

i+2r(E
∨|K)→ HBM

i+2r(E
∨
0 )→ H2 dimE−2r−i(E∨, ϕinv

f [−2])(5.8)

→ H2 dim E−2r−i(E∨, ϕfQ[−1]) = H2 dimX−i(E∨, ϕfQ[−1]).

Note that the composition of the maps on the top row on (5.8) is given by β⋄.

5.2. The Chern character for graded matrix factorizations. The purpose of
this subsection is to construct a Chern character map:

(5.9) ch : Ktop
i (MFgr(E∨, f))→ H̃ i(E∨, ϕf [−1])

compatible with the Chern character map (3.8) for K and the Chern character map
(4.14) for MF(E∨, f), see Proposition 5.1. We begin with a few preliminaries. Recall
the forget-the-grading functor

(5.10) Θ: MFgr(E∨, f)→ MF(E∨, f)

and the equivalence between matrix factorizations and categories of singularities
[Orl04, EP15]:

MF(E∨, f)
∼
−→ Dsg(E

∨
0 ).

The following diagram commutes:

Db(Kcl) MFgr(E∨, f) MF(E∨, f)

Db(E∨
0 ) Dsg(E

∨
0 ).

j′∗η
′∗l∗

τ∗η′∗l∗

Θ

∼

By the isomorphism (2.6), we obtain a commutative diagram, and we define Ψ as
the resulting map:

(5.11)

Gtop
• (K) Ktop

• (MFgr(E∨, f)) Ktop
• (MF(E∨, f))

Gtop
• (E∨

0 ) Ksg
• (E∨

0 ).

j′∗η
′∗

τ∗η′∗
Ψ

Θ

Recall the Chern character (4.17) and the splitting (5.8). Let N be the normal
bundle ofK →֒ E∨ and letM be the normal bundle of E∨

0 →֒ E∨. Let ch′ := ch·td(N)
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and ch′′ := ch · td(M). Then the following diagram commutes by Proposition 3.5:

(5.12)

Gtop
i (K) Gtop

i (E∨
0 ) Ktop

i (MF(E∨, f))

H̃BM
i (K) H̃BM

i (E∨
0 ) H̃ i(E∨, ϕinv

f ).

Ψ

ch′

τ∗η′∗

ch′′ ch′′

τ∗η′∗

β⋄

Proposition 5.1. There is an injective Chern character (5.9) such that, in the
following commutative diagram, the horizontal maps are injective:

(5.13)

Ktop
i (MFgr(E∨, f)) Ktop

i (MF(E∨, f))

H̃ i(E∨, ϕf [−1]) H̃ i(E∨, ϕinv
f [−2]),

ch

Θ

ch

γ

and such that the following diagram commutes as well for the modified Chern char-
acter for the immersions of E∨|K and E∨

0 in E∨:

(5.14)

Gtop
i (K) Ktop

i (MFgr(E∨, f))

H̃BM
i (K) H̃ i(E∨, ϕf [−1]).

j′∗η
′∗

∼

ch′ ch′′

j′∗η
′∗

∼

Proof. Define (5.9) such that the diagram (5.14) commutes. We have that γ◦j′∗η
′∗ =

β⋄ and Θ ◦ j′∗η
′∗ = Ψ, so the diagram (5.13) commutes as well. It remains to show

that Θ is injective. The map β⋄ is injective by (5.8). Then Ψ is also injective by
the commutativity of the diagram (5.12). By the factorization Θ ◦ j′∗η

′∗ = Ψ, the
map Θ is indeed injective. �

We define an increasing filtration EℓK
top
i (MFgr(E∨, f)) ⊂ Ktop

i (MFgr(E∨, f)) by

EℓK
top
i (MFgr(E∨, f)) := ch−1

(
H>2dim E∨−i−2ℓ(E∨, ϕf [−1])

)
.

We obtain cycle maps:

c : grℓK
top
i (MFgr(E∨, f))

∼
−→ H2 dimE∨−i−2ℓ(E∨, ϕf [−1]).

The above cycle maps are isomorphisms by the isomoprhim (3.11) together with
the commutative diagram (5.14). The following is a corollary of Propositions 4.10,
4.5, and 5.1:

Proposition 5.2. The following diagram commutes, where all the cycle maps are
isomorphisms:

grℓG
top
i (K) grℓ+rK

top
i (MFgr(E∨, f)) grℓ+rK

top
i (MF(E∨, f))

HBM
i+2ℓ(K) H2 dimX−i−2ℓ(E∨, ϕf [−1]) H2 dimX−i−2ℓ(E∨, ϕinv

f [−2]).

∼ c

∼

j′∗η
′∗

∼ c ∼ c

∼

j′∗η
′∗ γ
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Proof. The modified Chern characters ch′ and ch′′ induce the cycle maps c on the
associated graded, see Proposition 3.2. �

Remark 5.3. Recall that Ktop
· (E∨, f) is a Λ = Q[ǫ]-module, where ǫ has degree 1.

We include the following computation of a Λ-module structure on the topological
K-theory of a category of matrix factorizations, see also Proposition 4.13, but note
that we do not use it later in the paper.

Proposition 5.4. The forget-the-potential functor induces an isomorphism

(5.15) Ktop
· (MFgr(E∨, f))⊗Q Λ

∼
−→ Ktop

· (MF(E∨, f))

of Λ-modules. Thus, if M is admissible in Db(E∨), there is an isomorphism of
Λ-modules:

Ktop
· (MFgr(M, f))⊗Q Λ

∼
−→ Ktop

· (MF(M, f)).

Proof. It is enough to prove (5.15). Let p := SpecC and let r := SpecΛ. Recall
the Koszul equivalence (2.14). Using [HLP20, Proposition 3.24] (also see [Tod23a,
Proposition 3.9] and note that MF(p, 0) ≃ Db(r)/Perf(r)), the equivalence (2.14)
induces an equivalence:

κ′ : Db(K)⊗Db(p) MF(p, 0)
∼
−→ MF(E∨, f).

Let K0 := K × r and let π : K0 → K and t : r → p be the natural projections. We
have that MF(p, 0) ∼= Db(r)/t∗(Db(p)). Then

Db(K)⊗Db(p) MF(p, 0) ∼= Db(K0)/π
∗(Db(K)).

It suffices to show that the map

π∗ : Gtop
i (K)→ Gtop

i (K0) ∼= Gtop
i (K)

is zero, which follows as in the proof of Proposition 4.1. �

6. Topological K-theory of quasi-BPS categories for quivers with
potential

In this section, we compute the topological K-theory of quasi-BPS categories for
symmetric quivers satisfying Assumption 2.1 with a quasi-homogeneous potential
in terms of BPS cohomology, see Theorem 6.2. The main step in the proof of
Theorem 6.2 is the construction of the cycle map from topological K-theory of
quasi-BPS categories to BPS cohomology, see Theorem 6.3 (which holds for all
symmetric quivers). The conclusion then follows by comparing the decomposition
of DT invariants in BPS invariants of Meinhardt–Reineke (which also holds for
all symmetric quivers) and and the semiorthogonal decomposition of the variety
of framed representations from Theorem 2.8. We note that there is a version of
Theorem 2.8 for all symmetric quivers, see [PTe]. However, under Assumption 2.1,
all quasi-BPS categories appearing in the semiorthogonal decomposition are of the
form S(d)v, which is used crucially in the computation in Subsection 6.3.

The construction of the cycle map from Theorem 6.3 holds for all quasi-BPS

categories S(d; δ) for δ ∈ M(d)Wd

R . Theorem 6.3 is proved in Subsections 6.6 and
is based on the fact that the weight conditions for complexes in S(d; δ) restrict the
possible perverse degree of their image under the cycle map, see Proposition 6.15
and Corollaries 6.18 and 6.19.

In view of the assumptions in Section 4, we assume throughout this section that
the potential W of Q = (I,E) is quasi-homogeneous, that is, there exists a weight
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function w : E → Z>0 such that W is homogeneous of weight d > 0 with respect to
the function w.

6.1. Statement of the main theorem. Before we state Theorem 6.2, we intro-
duce notation related to quasi-BPS categories and BPS sheaves.

6.1.1. Quasi-BPS categories. Let δ ∈ M(d)Wd

R . Consider the category M(d; δ) de-
fined in (2.19) and recall the definition of quasi-BPS categories S(d; δ) from (2.21).
For λ a cocharacter of T (d), recall the definition of nλ from (2.20). For λ a dominant
cocharacter of T (d), define

(6.1) ελ,δ =

{
1, if 1

2nλ + 〈λ, δ〉 ∈ Z,

0, otherwise.

For a partition d = (di)
k
i=1 of d, let εd,δ = 1 if ελ,δ = 1 for all cocharacters λ with

associated partition d and let εd,δ = 0 otherwise.

6.1.2. Sets of partitions. For a dimension vector d = (dj)j∈I ∈ NI , recall that

d :=
∑

j∈I d
j . Let δ ∈ M(d)Wd

R . Denote by Sd
δ the set of partitions d = (di)

k
i=1

of d such that εd,δ = 1, where λ is any antidominant cocharacter with associated

partition (di)
k
i=1. If δ = vτd, we use the notation Sd

v instead of Sd
vτd

.

Consider (di)
k
i=1 ∈ S

d
δ , and an antidominant cocharacter with associated partition

(di)
k
i=1. Define θi ∈

1
2M(di) with

k∑

i=1

θi = −
1

2
R(d)λ>0 +

1

2
g(d)λ>0.

Let δdi ∈M(di)R such that
∑k

i=1 δdi = δ. Then the Hall product induces a functor

m = mλ :
k⊗

i=1

M(di; θi + δdi)→M(d; δ)

and similarly for categories of matrix factorizations, see [Păda, Propositions 3.5
and 3.6] (in loc. cit. and using the notations used there, [Păda, Proposition 3.6] is
stated that r > 1

2 , but for r = 1
2 it is still true that χ − σI ∈

1
2W). If we assume

that Q satisfies Assumption 2.1, then θi ∈M(di)
Wdi , and so there are functors, see

Remark 2.6:

(6.2)
k⊗

i=1

M(di; δdi)
∼
→

k⊗

i=1

M(di; θi + δdi)
m
−→M(d; δd).

Assume that δ = vτd and write δi = viτdi for 1 6 i 6 k. Then

(6.3)
v

d
=
vi
di

for any 1 6 i 6 k. If we assume that Q satisfies Assumption 2.1, the Hall product
then induces functors, see (6.2):

k⊗

i=1

M(di)vi
∼
→

k⊗

i=1

M(di; θi + δdi)
m
−→M(d)v .

We end this subsection with the following computation:
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Proposition 6.1. Let Q = (I,E) be a quiver satisfying Assumption 2.1. Let
(d, v) ∈ NI × Z. The set Sd

v contains all partitions d = (di)
k
i=1 such that

d|v · gcd(d1, . . . , dk).

In particular, if gcd(v, d) = 1, then Sd
v contains only the one term partition of d.

Proof. Let d = (da)a∈I ∈ NI . Note that nλ = 〈λ,Lλ>0
X(d)|0〉 ∈ 2Z because Q satisfies

Assumption 2.1. Then εd,vτd = 1 if and only if 〈λ, vτd〉 ∈ Z for all cocharacters λ
with associated partition d.

Write λ = (λa)a∈I , where λ
a : C∗ → T (da) is a cocharacter

λ(t) = (tm1 , . . . , tm1 , tm2 , . . . , tm2 , . . . , tmk),

where mi appears d
a
i -times, and mi 6= mj for 1 6 i 6= j 6 k. Then the condition

〈λ, vτd〉 ∈ Z is equivalent to that

v/d ·
k∑

i=1

midi ∈ Z

for all tuples of pairwise distinct integers (mi)
k
i=1 ∈ Zk, which implies the desired

conclusion. �

6.1.3. BPS sheaves and cohomologies. Let Q = (I,E) be a symmetric quiver, let
W be a potential of Q, and let d ∈ NI . Consider the stack of dimension d represen-
tations of Q and its good moduli space:

πd : X(d) := R(d)/G(d)→ X(d) := R(d)//G(d).

We denote by IC := ICX(d) = QX(d)[dimX(d)] and we may drop TrW from the nota-
tion of the vanishing cycle functor. Recall that ϕ := ϕTrWQX(d). Following [DM20],
define the BPS sheaf

BPSd :=

{
ϕTrW ICX(d)[−1], if X(d)st 6= ∅,

0, if X(d)st = ∅.

Note that BPSd ∈ Perv(X(d)).
Consider a partition A = (di)

k
i=1 of d. Let ℓ(A) := k. Assume the set {d1, . . . , dk} =

{e1, . . . , es} has cardinality s and that, for each 1 6 i 6 s, there are mi elements
in {d1, . . . , dk} equal to ei. Define the addition maps ⊕i : X(ei)

×mi → X(miei) for
1 6 i 6 s and ⊕′ : ×s

i=1 X(miei)→ X(d), which are finite. Define the sheaves:

Symmi
(
BPSei

)
:= ⊕i,∗

(
BPS⊠mi

ei

)Smi ∈ Perv(X(miei)),

BPSA := ⊕′
∗ (⊠

s
i=1Sym

mi(BPSei)) ∈ Perv(X(d)).(6.4)

Alternatively, by the Thom-Sebastiani theorem, the sheaf BPSA has the following
description. Let BPS0A be the sheaf defined above for W = 0. Then BPSA =
ϕTrWBPS

0
A[−1].

Define the complexes

BPSd,δ :=
⊕

A∈Sd
δ

BPSA[−ℓ(A)] ∈ D
b
con(X(d)),(6.5)

BPSd,v := BPSd,vτd ∈ D
b
con(X(d)).
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As we will see in (6.18), the complexes BPSA and BPSd,δ are direct summands of

π∗ϕIC[−1] preserved by 1− T. Define BPS invA ,BPS invd,δ ∈ D
b
con(X(d)) by the exact

triangles:

BPS invA [−1]→ BPSA
1−T
−−−→ BPSA → BPS

inv
A ,

BPS invd,δ [−1]→ BPSd,δ
1−T
−−−→ BPSd,δ → BPS

inv
d,δ .

6.1.4. Statement of the main theorem. Let Q = (I,E) be a symmetric quiver and
let W be a quasi-homogeneous potential. Consider the Chern character map (4.14):

ch : Ktop
i (S(d)v) →֒ Ktop

i (MF(X(d),TrW ))→ H̃ i(X(d), ϕinv
TrW ).(6.6)

Recall (4.15) and define the filtration:

EℓK
top
i (S(d)v) := Ktop

i (S(d)v) ∩ EℓK
top
i (MF(X(d),TrW )) ⊂ Ktop

i (S(d)v).

There is an injective cycle map on the associated graded pieces:

c : grℓK
top
i (S(d)v)→ H2 dimX(d)−2ℓ−i(X(d), ϕinv

TrW [−2])(6.7)
∼
−→ HdimX(d)−2ℓ−i(X(d), ϕinv

TrW ICX(d)[−2]),

where we used ϕTrW ICX(d) = ϕTrW [dimX(d)] for computing the cohomological
degree. The following is the main result of this section:

Theorem 6.2. Assume the quiver Q satisfies Assumption 2.1 and let W be a quasi-
homogeneous potential of Q. Then the cycle map (6.7) induces an isomorphisms
for i, ℓ ∈ Z:

c: grℓK
top
i (S(d)v)

∼
−→ HdimX(d)−2ℓ−i(X(d),BPS inv

d,v [−1]).(6.8)

The main part of proving Theorem 6.2 is the construction of a cycle map from
the topological K-theory of quasi-BPS categories to BPS cohomology, which applies
to all symmetric quivers Q.

Theorem 6.3. Let Q be an arbitrary symmetric quiver and let W be a quasi-

homogeneous potential of Q. Let d ∈ NI , δ ∈M(d)Wd

R , and i, ℓ ∈ Z. The cycle map
(6.7) induces a map:

(6.9) c : grℓK
top
i (S(d; δ)) → HdimX(d)−2ℓ−i

(
X(d),BPS invd,δ [−1]

)
.

We mention the following numerical corollary of Theorems 6.2 and 6.3.

Corollary 6.4. Let Q be an arbitrary symmetric quiver and let W be a quasi-
homogeneous potential. Let (d, v) ∈ NI × Z and let i ∈ Z. Then:

(6.10) dimQK
top
i (S(d)v) 6 dimQH

·(X(d),BPSd,v)
inv.

If Q satisfies Assumption 2.1, then equality holds in (6.10).

When gcd(d, v) = 1 and Q satisfies Assumption 2.1, we regard S(d)v as a cat-
egorification of the monodromy invariant BPS cohomology of (Q,W ). Before we
prove Corollary 6.4, note the following:

Proposition 6.5. Let Q be a quiver satisfying Assumption 2.1. The Chern char-
acter map (6.6) is injective.

Proof. It follows from Proposition 4.10 and Theorem 2.8. �
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Proof of Corollary 6.4 from Theorem 6.3. Note that there is a (non-canonical) iso-
morphism

H•(X(d),BPSd,v)
inv ∼= H•(X(d),BPSd,v)inv.(6.11)

The cycle map (6.9) is injective because (6.8) is injective. Then, by Theorem 6.3,
we have that:

(6.12) dimQ gr·K
top
i (S(d)v) 6 dimQH

·(X(d),BPSd,v)
inv.

If Q satisfies Assumption 2.1, then (6.12) is an equality. It suffices to show that

dimQK
top
i (S(d)v) = dimQ gr·K

top
i (S(d)v), equivalently that (6.6) is injective, which

is Proposition 6.5. �

Corollary 1.5 follows easily from Theorem 6.2.

Proof of Corollary 1.5. Note that Proposition 6.1 implies that d = (di)
k
i=1 ∈ S

d
v if

and only if d/ gcd(d, v) divides di for 1 6 i 6 k. Then Sd
v = Sd

v′ for v, v
′ ∈ Z such

that gcd(d, v) = gcd(d, v′). The statement then follows from Theorem 6.2. �

In Section 7, we compute the topological K-theory of quasi-BPS categories of
preprojective algebras of quivers satisfying Assumption 2.2 using Theorem 6.2, see
Theorem 7.6. In [PTd], we further use Theorem 7.6 to compute the topological
K-theory of quasi-BPS categories of K3 surfaces. In particular, we obtain categori-
fications of the BPS cohomology of a large class of preprojective algebras and of K3
surfaces.

We end this subsection by discussing the zero potential case of Theorem 6.2.
Then BPSd = ICX(d). Denote by IH•(X(d)) := H•

(
X(d), ICX(d)

)
. Note that

Hodd(X(d)) = Hodd(X(d), ICX(d)) = 0. We then have that IHeven(X(d)) = 0 because
ICX(d)[−1] is a direct summand of Rπ∗ICX(d), see (6.16); alternatively, the vanishing
IHeven(X(d)) = 0 follows from Kirwan surjectivity. By Theorem 6.2 and Proposition
4.13, we obtain the following:

Theorem 6.6. Let Q be a quiver satisfying Assumption 2.1, let d ∈ NI , and let
v ∈ Z such that gcd (d, v) = 1. For ℓ ∈ Z, the cycle map induces an isomorphism:

c: grℓK
top
0 (M(d)v)

∼
−→ IHdimX(d)−2ℓ−1(X(d)).

We note a consequence of Corollary 6.4, alternatively a numerical corollary of
Theorem 6.6.

Corollary 6.7. Let Q be a quiver satisfying Assumption 2.1, let d ∈ NI , and let
v ∈ Z such that gcd (d, v) = 1. Then

dimQK
top
0 (M(d)v) = dimQ IH·(X(d))

for any i ∈ Z.

For (d, v) ∈ NI×Z and Q as in the statement of Corollary (6.7), we regard M(d)v
as a categorification of the intersection cohomology of X(d). Note that, in general,
X(d) is a singular scheme.
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6.2. The decomposition theorem. Let α ∈ N and recall the construction of
framed quivers Qαf from Subsection 2.14.

We review the explicit computation of summands in the BBDG decomposition
theorem [BBD82] for the pushforwards of the constant sheaves along the maps:

παf,d : X
αf (d)ss → X(d), πd : X(d)→ X(d)

due to Meinhardt–Reineke [MR19] and Davison–Meinhardt [DM20]. The maps
παf,d “approximate” the map πd, see [DM20, Subsection 4.1]. The computation of
πd∗ICX(d) is deduced from the computation of παf,d∗QXαf (d)ss [dimX(d)].

We introduce some constructible sheaves on X(d). Let A be a tuplet (ei,mi,a)
for 1 6 i 6 s and for a > 0, with (ei)

s
i=1 ∈ Zs

>1 pairwise distinct and mi,a > 0 such
that

∑s
i=1

∑
a>0 eimi,a = d. Let P be the set of all such tuplets A and let Pα ⊂ P

be the subset of such tuplets with mi,a = 0 for a > αei. Note that each A has a
corresponding partition with terms ei with multiplicity

∑
a>0mi,a for 1 6 i 6 s.

Consider the addition maps:

⊕i,a : X(ei)
×mi,a → X(mi,aei), ⊕

′ : ×s
i=1 ×a>0X(mi,aei)→ X(d).(6.13)

Define the constructible complexes:

Symmi,a
(
ICX(ei)[−2a− 1]

)
:= ⊕i,a∗

((
ICX(ei)[−2a− 1]

)⊠mi,a

)Smi,a
,

PA := ⊕′
∗

(
⊠16i6s,a>0Sym

mi,a
(
ICX(ei)[−2a− 1]

))
.

Then PA is supported on the image of ⊕′ and is a shifted perverse sheaf of degree

pA :=

k∑

i=1

∑

a>0

mi,a(2a+ 1),

meaning that PA[pA] ∈ Perv(X(d)). Define analogously

(6.14) QA := ⊕′
∗

(
⊠16i6s,a>0Sym

mi,a
(
ϕTrW ICX(ei)[−2a− 2]

))
.

Then one can show, using the Thom-Sebastiani theorem, that

QA = ϕTrWPA[−1].

Let α be an even positive natural number. The following explicit form of the
BBDG decomposition theorem for παf,d was determined by Meinhardt–Reineke
[MR19, Proposition 4.3]:

(6.15) παf,d∗

(
QXαf (d)ss [dimX(d)]

)
=
⊕

A∈Pα

PA.

The result in loc. cit. is stated as an equality in the Grothendieck group of con-
structible sheaves, but the above stronger statement holds by the argument in
[DM20, Proof of Theorem 4.10]. Using the above, one can obtain, see [DM20,
Theorem C], the following decomposition:

(6.16) πd∗ICX(d) =
⊕

A∈P

PA.

The proper pushforward commutes with the vanishing cycle functor, so applying
the vanishing cycle functor to (6.15) one obtains the following decomposition, which
is also called the DT/ BPS wall-crossing:

(6.17) παf,d∗ϕTrW

(
QXαf (d)ss [dimX(d)− 1]

)
=
⊕

A∈Pα

QA.
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The map πd can be approximated by the proper maps παf,d, thus πd∗ also commutes
with the vanishing cycle functor. From (6.16), we obtain:

(6.18) πd∗ϕTrW ICX(d)[−1] =
⊕

A∈P

QA.

The summands in all the above decompositions are induced via the Hall product.
We now state a corollary of (6.17).

Proposition 6.8. Let α be an even positive integer and let i ∈ Z. Then there is
an isomorphism of NI × N-graded vector spaces, where the second grading is the
cohomological grading:

⊕

d∈NI

H•
(
Xαf (d)ss, ϕ [dimX(d)− 1]

)inv
∼=(6.19)


Sym



⊕

d∈NI

H• (X(d),BPSd[−1])⊗H
•(Pαd−1)






inv

.

By forgetting the cohomological grading, there is an isomorphism of NI-graded vector
spaces:

⊕

d∈NI

H ·
(
Xαf (d)ss, ϕ

)inv
∼=


Sym



⊕

d∈NI

H · (X(d),BPSd)
⊕αd






inv

.

Proof. By taking global sections of the two sides of (6.17), we obtain an isomor-
phism:

⊕

d∈NI

H•
(
Xαf (d)ss, ϕ [dimX(d) − 1]

)
∼=(6.20)

Sym



⊕

d∈NI

H• (X(d),BPSd[−1])⊗H
•(Pαd−1)


 .

The isomorphism (6.19) follows by taking the monodromy invariant parts on the
two sides of the isomorphism (6.20). �

6.3. Semiorthogonal decompositions and the BBDG decomposition the-

orem. In this section, we prove Theorem 6.2 assuming Theorem 6.3. The proof
follows from a comparison of the pieces in the semiorthogonal decomposition from
Theorem 2.8 with the summands of the DT/ BPS wall-crossing (6.17). Actually,
the proof is based on a comparison of dimensions of certain vector spaces. In the
rest of this subsection, we will use certain non-canonical maps, but they suffice for
comparing dimensions of vector spaces.

We rewrite the Chern character isomorphism (4.17) for X a smooth variety with
a regular function f : X→ C. Observe that there is a (non-canonical) isomorphism
H i(X, ϕf )

inv ∼= H i(X, ϕf )inv of Q-vector spaces. Rewrite (4.17) as the following
(non-canonical) isomorphism of Q-vector spaces for every i ∈ Z:

(6.21) ch : Ksg
i (X0)

∼
−→ H ·(X, ϕf )

inv.

Recall the notations gr·K
top
i :=

⊕
a∈Z graK

top
i and H · :=

⊕
a∈ZH

a. Given a

vector space V with a linear map T : V → V , we denote by V inv the kernel of
(1 − T ). For a set A of pairs (Va, Ta)a∈A we denote by (⊗a∈AVa)

inv the kernel of
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1 − ⊗a∈ATa. Note that ⊗a∈AV
inv
a ⊂ (⊗a∈AVa)

inv. The same notation is also used
for symmetric products. We will apply the above notation when Ta are monodromy
operators on vanishing cycle cohomologies.

Note the following corollary of Theorem 6.3, which follows because the cycle map
(6.8) is injective:

Corollary 6.9. Assume Theorem 6.3 holds. Then the cycle map (6.9) is injective.

Proof of Theorem 6.2 assuming Theorem 6.3. Let α be an even positive integer and
fix i ∈ Z. By Theorem 2.8, there is a semiorthogonal decomposition:

MF
(
Xαf (d)ss,TrW

)
=

〈
k⊗

j=1

S(dj)vj

〉
,

where the right hand side is after all partitions
∑k

j=1 dj = d and all weights vj ∈ Z

with 0 6 v1/d1 < . . . < vk/dk < α. There is thus an isomorphism of NI-graded
vector spaces:

⊕

d∈NI

gr·K
top
i

(
MF

(
Xαf (d)ss,TrW

))
∼=

⊕

06v1/d1<···<vk/dk<α

gr·K
top
i




k⊗

j=1

S(dj)vj


 .

Recall the isomorphism of Q-vector spaces (6.11). By Corollary 6.9, there is an
injective (non-canonical) map:

gr·K
top
i (S(d)v) →֒ H ·(X(d),BPSd,v)

inv.(6.22)

Then we have injective maps

⊕

06v1/d1<···<vk/dk<α

gr·K
top
i




k⊗

j=1

S(dj)vj




→֒
⊕

06v1/d1<···<vk/dk<α

H ·
(
×k

j=1X(dj),⊠
k
j=1BPSd,v

)inv

→֒



⊗

µ∈Q
06µ<α


Sym




⊕

d∈NI

∃ v s.t.µ=v/d

H ·(X(d),BPSd)










inv

∼
−→


Sym



⊕

d∈NI

H ·(X(d),BPSd)
⊕αd






inv

∼
−→

⊕

d∈NI

H ·
(
Xαf (d)ss, ϕ

)inv

where the first inclusion follows from Corollary 6.9 (applied to disjoint union of k-
copies of Q, the k = 1 case is (6.22)), the second inclusion follows from the definition
of BPSd,v, Proposition 6.1, and the fact that the Thom-Sebastiani isomorphism is
natural with respect to the monodromy actions, the first isomorphism follows from
a combinatorial observation, and the second isomorphism follows from Proposition
6.8. We thus obtain an injective map of NI -graded vector spaces:

⊕

d∈NI

gr·K
top
i

(
MFgr

(
Xαf (d)ss,TrW

))
→֒
⊕

d∈NI

H ·
(
Xαf (d)ss, ϕ

)inv
.

By the isomorphism (6.21) together with the exact sequence (4.10), the NI-graded
piece of both sides of the above map has the same (finite) dimension, hence the map
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above is an isomorphism. The map (6.22) is then also an isomorphism, thus also
the maps (6.8) are isomorphisms. �

It thus remains to prove Theorem 6.3. In Subsection 6.10, we reduce the proof
for a general symmetric quiver to that of a quiver with at least two loops at every
vertex. In Subsection 6.5, we prove a restriction statement of the image under the
cycle map of an object in a quasi-BPS category. In Subsection 6.6, we combine the
above restriction with the decomposition theorems (6.16) to prove Theorem 6.3.

6.4. Reduction to quivers with enough edges. Consider an arbitrary sym-
metric quiver with potential (Q,W ). Let Q = (I,E). For i ∈ I, let ωi, ω

′
i be two

loops at i. Let Eג := E ⊔ {ωi, ω
′
i | i ∈ I} and consider the quadratic potential

W q :=
∑

I∈I ωiω
′
i. Define the quiver with potential:

Qג := (I,Eג), W ג :=W +W q.

Proposition 6.10. Assume Theorem 6.3 holds for (Qג,W .(ג Then Theorem 6.3
holds for (Q,W ).

Recall the stack of representations X(d) = R(d)/G(d) of Q. For the quiver Qג

and for d ∈ NI , we consider the following: the stack of representations with its good
moduli space

πגd : X
(d)ג :=

(
R(d)⊕ g(d)⊕2

)
/G(d) → Xג(d),

the BPS sheaves BPSגd,v as defined in (6.5), the polytope Wג(d) as in (2.16), the

integers nגλ as in (2.20), the quasi-BPS categories Mג(d; δ) from (2.19) and Sג(d; δ)
from (2.21). Let

S(d) := (R(d)⊕ g(d))/G(d)

and consider the maps, where v, t are the natural projections and s is the natural
inclusion:

X(d) S(d) Xג(d).sv

t

Let G := G(d) and g := g(d). We discuss two preliminary propositions.

Proposition 6.11. Let δ ∈M(d)Wd

R and let i ∈ Z. There is an isomorphism:

s∗v
∗ : H i(X(d), ϕTrW ICX(d)[−1])

∼
−→ H i(Xג(d), ϕTrW ,([1−](d)גICXג

H i(X(d),BPSd,δ)
∼
−→ H i(Xג(d),BPS .(d,δג

Proof. Consider the diagram:

(6.23)

X(d) S(d) Xג(d)

X(d) Xג(d).

πd

sv

πג
d

u

We first show there is an isomorphism of sheaves on Db
con(X

:((d)ג

(6.24) s∗v
∗ : u∗πd∗ϕTrW ICX(d)[−1]

∼
−→ πגd∗ϕTrW .[1−](d)גICXג

First, there is an isomorphism of sheaves on Db
con(X

:((d)ג

(6.25) s∗v
∗ : u∗πd∗ICX(d)

∼
−→ πגd∗ϕTrW qICXג(d)[−1].
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The above map is obtained from base-change from the the map for X(d) = pt, that
is, from the map

(6.26) s0∗v
∗
0 : πd,0∗u0∗ICBG

∼
−→ πd,0∗ϕTrW qICg⊕2/G[−1],

where s0, v0, u0 are the maps as in (6.23) for X(d) replaced by SpecC = pt, and
where πd,0 : g

⊕2/G→ g⊕2//G. By a direct computation, we have that

ϕTrW qICg⊕2/G[−1] = ICBG

becauseW q is a Morse function with critical locus BG, the origin in g⊕2/G. Further,
(6.26) is an isomorphism for global sections by dimensional reduction, see Subsection
5.1, so (6.26) is an isomorphism. Then (6.25) is also an isomorphism.

Abuse notation and write TrW : Xג(d)
proj
−−→ X(d)

TrW
−−−→ C. Note that πd∗ com-

mutes with ϕTrW because πd can be approximated with the proper maps παf,d,
see Subsection 6.2. Further, ϕTrW commutes with proper pushforward and smooth
pullback. Apply ϕTrW to both sides of (6.25) and use the Thom-Sebastiani theorem
for vanishing cycles to obtain:

s∗v
∗ : u∗πd∗ϕTrW ICX(d)[−1]

∼
−→ πגd∗ϕTrW

(
ϕTrW qICXג(d)[−1]

)

∼= πגd∗ϕTrW .[1−](d)גICXג

We now explain that the isomorphism (6.24) induces an isomorphism of sheaves
in Db

con(X
:((d)ג

u∗BPSd,δ
∼
−→ BPSגd,δ.

First, we explain that Sd
δ (Q) = Sd

δ (Q
.(ג Let λ be a cocharacter of T (d). Let nλ

and nגλ be the integers (2.20) for Q and Qג, respectively. Let ελ,δ and εגλ,δ be the

integers (6.1) for Q and Qג, respectively. Then

nגλ − nλ = 2〈λ, g(d)λ>0〉,

thus ελ,δ = εגλ,δ, so indeed Sd
δ (Q) = Sd

δ (Q
(ג =: Sd

δ .

It suffices to check that (6.24) induces isomorphisms:

(6.27) u∗BPSA
∼
−→ BPSגA

for any A ∈ Sd
δ . The isomorphism (6.24) is obtained by applying the functor ϕTrW to

the isomorphism (6.24) for W = 0, that is, from the isomorphism (6.25). Therefore
it suffices to check (6.27) when W = 0, so we assume that W = 0 in the rest of the
proof. Assume A has a corresponding partition (di)

k
i=1 of d. Let XA be the image

of ⊕ : ×k
i=1 X(di)→ X(d). There is an isomorphism:

u∗
pHk(πd∗ICX(d))

∼
−→ pHk(πגd∗ϕTrW qICXג(d)[−1]).

There are either no summands of support XA on both sides, case in which both
u∗BPSA and BPSגA are zero, or there are unique summands of support XA on both

sides, namely u∗BPSA and BPSגA, and thus (6.27) follows. �

We note the following corollary of Proposition 6.11.

Corollary 6.12. Let δ ∈M(d)Wd

R and let i ∈ Z. There is an isomorphism:

s∗v
∗ : H i(X(d), ϕinv

TrW ICX(d)[−1])
∼
−→ H i(Xג(d), ϕinv

TrW ,([1−](d)גICXג

H i(X(d),BPS inv
d,δ )

∼
−→ H i(Xג(d),BPS invd,δ,ג ).

We also relate quasi-BPS categories under Knorrer periodicity:
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Proposition 6.13. There is an equivalence:

s∗v
∗ : MF(X(d),TrW )

∼
−→ MF(Xג(d),TrW ,(ג

S(d; δ)
∼
−→ Sג(d; δ).

Proof. (cf. [PTe, Proposition 2.14]) Consider the Koszul complex

K := s∗v
∗OX ∈ MF(Xג(d),TrW q),

where s∗v
∗ : MF(X(d), 0)

∼
−→ MF(Xג(d),TrW q) is an equivalence by Knorrer peri-

odicity. By the Thom-Sebastiani theorem for matrix factorizations [Pre], there is
then an equivalence:

t∗(−)⊗K : MF(X(d),TrW )
∼
−→ MF(Xג(d),TrW .(ג

Note that t∗(−)⊗K = s∗v
∗(−). It remains to show that

t∗(−)⊗K : S(d; δ)
∼
−→ Sג(d; δ).

It suffices to show that, for F ∈ Db(X(d)), we have that F ∈ M(d; δ) if and only if
t∗(F )⊗K ∈Mג(d; δ).

We use Lemma 2.3. Let ν : BC∗ → X(d), let F ∈ Db(X(d)), and let AF ⊂ Z

be the set of weights of ν∗(F ). Note that for any νג : BC∗ → Xג(d) such that
t ◦ νג = ν, we have that the weights of (νג)∗(t∗(F ) ⊗ K) are the Minkowski sum
AF + [−〈ν, g〉, 〈ν, g〉]. We have that

AF ⊂

[
−
1

2
nλ + 〈λ, δd〉,

1

2
nλ + 〈λ, δd〉

]

if and only if

AF + [−〈ν, g〉, 〈ν, g〉] ⊂

[
−
1

2
nגλ + 〈λ, δd〉,

1

2
nגλ + 〈λ, δd〉

]
.

The conclusion then follows. �

Proof of Proposition 6.10. Let i, ℓ ∈ Z. By Corollary 4.9, there is a commutative
diagram, where b = dimX(d)− i− 2ℓ = dimXג(d)− i− 2(ℓ+ dim g):

grℓK
top
i (MF(X(d),TrW )) grℓ+dim gK

top
i (MF(Xג(d),TrW ((ג

Hb(X(d), ϕinv
TrW ICX(d)[−2]) Hb(Xג(d), ϕinv

TrW .([2−](d)גICXג

∼
s∗v∗

∼ c ∼ c

∼
s∗v∗

The conclusion follows from Corollary 6.12 and Proposition 6.13. �

It will be convenient to make the following assumption on a quiver:

Assumption 6.1. Assume the quiver Q is symmetric and has at least two loops
at any vertex.

We introduce some notation. For any cocharacter λ with associated partition d,
define cd := cλ := dimX(d)− dimX(d)λ>0.

Lemma 6.14. Let Q = (I,E) be a quiver which satisfies Assumption 6.1 and let
d ∈ NI be non-zero.

(a) For any cocharacter λ of T (d), we have cλ > 0, and the inequality is strict if
λ has an associated partition with at least two terms. Moreover, we have

dimX(d)λ>0 − dimX(d)λ = cλ.
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(b) The map πd : X(d)→ X(d) is generically a C∗-gerbe, in particular there exists
a stable representation of dimension d.

Proof. We only discuss the first claim of part (a), the second claim and part (b) are
similar. Let S(d) be the affine space of dimension d representations of the quiver
obtained from Q by deleting one loop at every vertex in I. Then

X(d) = (S(d) ⊕ g(d)) /G(d).

We have that

dimX(d) = dimS(d) and dimX(d)λ>0 = dim (S(d))λ>0 ,

so cλ = dim (S(d))λ<0, and the first claim follows. �

6.5. Coproduct-like maps in K-theory. In this subsection,we assume that Q
satisfies Assumption 6.1. Consider an antidominant cocharacter λ of T (d) and let
aλ : X(d)

λ → X(d) be the natural morphism inducing pullback maps for any i, ℓ ∈ Z:

a∗λ : K
top
i (MF (X(d),TrW ))→ Ktop

i

(
MF

(
X(d)λ,TrW

))
,

a∗λ : grℓK
top
i (MF (X(d),TrW ))→ grℓ+2dλ

Ktop
i

(
MF

(
X(d)λ,TrW

))
,

where dλ := dimX(d)λ − dimX(d) is the relative dimension of aλ. Consider the
quotient G(d)′ := G(d)λ/image(λ) and the stack X(d)′λ := R(d)λ/G(d)′. There is
an isomorphism:

Ktop
i

(
MF

(
X(d)λ,TrW

))
∼= Ktop

i

(
MF

(
X(d)′λ,TrW

))
[q±1].

There is an analogous isomorphism for graded K-theory. There are also maps in
cohomology:

a∗λ : H
· (X(d), ϕTrW )→ H ·

(
X(d)′λ, ϕTrW

)
[h],

a∗λ : H
·
(
X(d), ϕinv

TrW

)
→ H ·

(
X(d)′λ, ϕinv

TrW

)
[h].

Assume the associated partition of λ is d = (di)
k
i=1. Recall that cλ := cd :=

dimX(d) − dimX(d)λ>0. We define the following integers (which we call widths of
magic or quasi-BPS categories in this paper):

(6.28) cλ,δ := cλ + ελ,δ, cd,δ := cd + εd,δ.

Proposition 6.15. Let λ be an antidominant cocharacter of G(d) and let i, ℓ ∈ Z.
Consider the diagram:

grℓK
top
i (S(d; δ)) grℓ+2dλ

Ktop
i

(
MF

(
X(d)λ,TrW

))

H2 dimX(d)−2ℓ−i
(
X(d), ϕinv

TrW [−2]
)

H ·
(
X(d)′λ, ϕinv

TrW [−2]
)
[h].

c

a∗
λ

c

a∗
λ

Then the image of c a∗λgr•K
top
• (S(d; δ)) lies in the subspace

cλ,δ−1⊕

j=0

H2 dimX(d)−2ℓ−i−2j
(
X(d)′λ, ϕinv[−2]

)
hj ⊂ H ·

(
X(d)′λ, ϕinv[−2]

)
[h].
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Note that aλ only depends on the partition d, so we obtain that the image of
c a∗λgrℓK

top
i (S(d; δ)) lies in the subspace

cd,δ−1⊕

j=0

H2 dimX(d)−2ℓ−i−2j
(
X(d)′λ, ϕinv[−2]

)
hj ⊂ H ·

(
X(d)′λ, ϕinv[−2]

)
[h].

Proof. Consider a complex A in S(d; δ). Then a∗λ(A) is in the subcategory of

MF(X(d)λ,TrW ) generated by MF(X(d)′λ,TrW )v for

v ∈ Sλ,δ :=

[
−
1

2
〈λ,Lλ>0

X(d)〉+ 〈λ, δ〉,
1

2
〈λ,Lλ>0

X(d)〉+ 〈λ, δ〉

]
∩ Z.

Thus

(6.29) a∗λK
top
i (S(d; δ)) ⊂ Ktop

i

(
MF

(
X(d)′λ,TrW

))
⊗A,

where A :=
⊕

j∈Sλ,δ
Q · qj. There are filtrations pulled back from cohomology by

the Chern character for both Ktop
i

(
MF(X(d)′λ,TrW )

)
and Ktop

0 (BC∗), and there
is an isomorphism obtained by the Kunneth formula:
(6.30)

grℓK
top
i

(
MF(X(d)λ,TrW )

)
∼=
⊕

a+b=ℓ

graK
top
i

(
MF(X(d)′λ,TrW )

)
⊗grbK

top
0 (BC∗) .

The filtration EbK
top
0 (BC∗) on Ktop

0 (BC∗) induces a filtration

EbA := A ∩ EbK
top
0 (BC∗)

on A. There are natural inclusions grbA →֒ grbK
top
0 (BC∗). We obtain a Kunneth

formula:

grℓ

(
Ktop

i

(
MF(X(d)′λ,TrW )

)
⊗A

)
∼=
⊕

a+b=ℓ

graK
top
i

(
MF(X(d)′λ,TrW )

)
⊗ grbA.

(6.31)

By (6.29) and (6.31), we have

a∗λgrℓK
top
i (S(d; δ)) ⊂ gr·K

top
i

(
MF

(
X(d)′λ,TrW

))
⊗ gr·A.

It suffices to show that:

(6.32) c (gr·A) ⊂

cλ,δ−1⊕

i=0

Q · hi.

For any 1 6 i 6 k, let Fi be a stable representation of dimension di (which exists
by Lemma 6.14, and note that this is the only place where we use that Q satisfies

Assumption 6.1) and let F :=
⊕k

i=1 Fi. Let V/(C
∗)k be the moduli stack of repre-

sentations of the Ext quiver of F and dimension vector (1, . . . , 1) ∈ Nk. Note that
there is an étale map

V/(C∗)k → X(d), 0 7→ F.

We have the equality of sets

Sλ,δ =
[
−

1

2
〈λ, V λ>0〉+ 〈λ, δ〉,

1

2
〈λ, V λ>0〉+ 〈λ, δ〉

]
∩ Z.

We denote the image of λ in (C∗)k by C∗. Consider the maps:

V λ q′
←− V λ>0 p′

−→ V.
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Let ℓ be a generic linearization of C∗. By [HL12, Theorem 2.10], see also [HLS16,
Equation (3)], the subcategory ofDb(V/C∗) generated by OV (v) for weights v ∈ Sλ,δ
is equivalent to Db(V ℓ-ss/C∗) if ελ,δ = 0, and has a semiorthogonal decomposition

with pieces Db(V ℓ-ss/C∗) and p′∗q
′∗Db(V λ) if ελ,δ = 1. Define the map

s: Ktop
0 (BC∗) ∼= Ktop

0 (V/C∗)→ Ktop
0 (V ℓ-ss/C∗)⊕ p′∗q

′∗Ktop
0 (V λ)⊕ελ,δ

as the direct sum of the restriction onto V ℓ-ss/C∗ and the inverse of the inclusion:

p′∗q
′∗ : Ktop

0

(
Db(V λ)a

)⊕ελ,δ ∼= Ktop
0 (V λ)⊕ελ,δ → Ktop

0 (V/C∗)

for a weight a =
⌊
1
2 〈λ, V

λ>0〉+ 〈λ, δ〉
⌋
∈ Z of λ, constructed by the semiorthogonal

decomposition [HL12]. The following composition is an isomorphism:

A →֒ Ktop
0 (BC∗) ∼= Ktop

0 (V/C∗)
s
−→ Ktop

0 (V ℓ-ss/C∗)⊕ p′∗q
′∗Ktop

0 (V λ)⊕ελ,δ .

Note that the Hall product p′∗q
′∗ : H ·(V λ)→ H ·(V/C∗) has image Q · hcλ , and thus

it has a natural inverse H ·(V/C∗) → p′∗q
′∗H ·(V λ). Let t be the direct sum of this

inverse and the restriction map:

t : HBM
· (V/C∗)→ HBM

· (V ℓ-ss/C∗)⊕ p′∗q
′∗HBM

· (V λ)⊕ελ,δ .

Recall that the Hall products in K-theory and cohomology are compatible via the
cycle map, see Proposition 3.6. There is a commutative diagram:
(6.33)

gr·A gr·K
top
0 (V/C∗) gr·K

top
0 (V ℓ-ss/C∗)⊕ p′∗q

′∗gr·K
top(V λ)⊕ελ,δ

HBM
· (V/C∗) HBM

· (V ℓ-ss/C∗)⊕ p′∗q
′∗HBM

· (V λ)⊕ελ,δ .

c
c

s

c

t

Note that V ℓ-ss/C∗ = V λ × V ′ℓ-ss/C∗, where V ′ ⊂ V is the subspace spanned by
non-zero λ-weights, and thus

H ·(V ℓ-ss/C∗) ∼= H ·(V ′ℓ-ss/C∗) ∼=

cλ−1⊕

i=0

Q · hi.

Then the map t is the truncation of polynomials:

(6.34)

HBM
· (V/C∗) HBM

· (V ℓ-ss/C∗)⊕ p′∗q
′∗HBM

· (V λ)⊕ελ,δ

Q[h]
⊕cλ,δ−1

i=0 Q · hi.

t

∼ ∼

The conclusion then follows. �

6.6. Coproduct-like maps in cohomology. In this section, we assume that Q =
(I,E) satisfies Assumption 6.1. By Proposition 6.10, we obtain Theorem 6.3 for
general symmetric quivers Q.

For λ an antidominant cocharacter with associated partition (di)
k
i=1, consider the

good moduli space map

πλ := ×k
i=1πdi : X(d)

λ → X(d)λ := ×k
i=1X(di).
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Consider the projection map tλ : X(d)
λ → X(d)′λ. The maps introduced fit in the

following diagram:

X(d)λ
aλ

//

tλ
��

πλ

��

X(d)

πd

��

X(d)′λ

��

X(d)λ
iλ

// X(d).

Consider the following perverse truncation

S: tλ∗ICX(d)λ [cλ]
∼= ICX(d)′λ [cλ − 1]⊗Q[h](6.35)

→ pτ>cλ+1
(
ICX(d)′λ [cλ − 1]⊗Q[h]

)

∼=
⊕

j>0

ICX(d)′λ [−cλ − 1− 2j] ∼= tλ∗ICX(d)λ [−cλ].

Define the map ∆λ as the composition:

(6.36) ∆λ : πd∗ICX(d) → πd∗aλ∗ICX(d)λ [2cλ] = iλ∗πλ∗ICX(d)λ [2cλ]
S
→ iλ∗πλ∗ICX(d)λ .

Recall the notations from Subsection 6.2 and the decomposition theorem (6.16).
Consider the total perverse cohomology

H
(
πd∗ICX(d)

)
:=
⊕

i∈Z

pHi
(
πd∗ICX(d)

)
[−i].

For A ∈ P as in Subsection 6.2, there are then natural maps

PA → H
(
πd∗ICX(d)

)
→ PA.

Proposition 6.16. Let A,B ∈ P with corresponding sheaves PA and PB of different
support. Assume that pB 6 pA.

(a) The map (6.36) induces an isomorphism

(6.37) ∆λ : PA
∼
−→ PA.

(b) The map ∆λ : PB → PA is zero.

Proof. (a) Assume λ has associated partition (di)
k
i=1. Assume further that the set

{d1, . . . , dk} = {e1, . . . , es} has cardinality s and that each ei appears mi times
among the dj for 1 6 j 6 k. Let A◦ ∈ P be the tuplet (ei,mi,a) with mi,0 = mi and
mi,a = 0 for a > 1.

For d ∈ NI , let ~d := c1(O(σd)) ∈ H2(X(d)). By [DM20, Theorem C], the
summand PA of H

(
πd∗ICX(d)

)
is obtained from ⊠k

i=1(ICX(di)[−1]) by multiplication
with the equivariant parameters ~di for 1 6 i 6 k. The map ∆λ : PA → PA is thus
obtained by multiplication by equivariant parameters ~di for 1 6 i 6 k from the
map

∆λmλ : iλ∗ ⊠
k
i=1 (ICX(di)[−1])→ iλ∗ ⊠

k
i=1 (ICX(di)[−1]).

By [DM20, Theorem C], the image of mλ

(
iλ∗ ⊠

k
i=1 (ICX(di)[−1])

)
in H

(
πd∗ICX(d)

)

is PA◦ . Thus the map (6.37) is obtained by multiplication by equivariant parameters
from the map

∆λ : PA◦ → PA◦ .
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We may thus assume that A = A◦. The Hall product is induced by a map

mλ : iλ∗πλ∗ICX(d)λ → πd∗ICX(d).

The lowest non-zero piece of the perverse filtration on iλ∗πλ∗ICX(d)λ is given by

pτ6kiλ∗πλ∗ICX(d)λ = iλ∗ ⊠
s
i=1

(
ICX(ei)[−1]

)⊠mi .

The (shifted) perverse sheaf iλ∗ ⊠s
i=1

(
ICX(ei)[−1]

)⊠mi splits as a direct sum of
simple sheaves, and one such sheaf is PA. There is thus a natural inclusion PA ⊂
iλ∗πλ∗ICX(d)λ . The map

(6.38) ∆λmλ : PA → iλ∗πλ∗ICX(d)λ

has image in the lowest non-zero perverse truncation of iλ∗πλ∗ICX(d)λ , and thus

(6.38) induces a map:

(6.39) ∆λmλ : PA →
pτ6siλ∗πλ∗ICX(d)λ = ⊠s

i=1

(
ICX(ei)[−1]

)⊠mi .

The (shifted) perverse sheaf iλ∗ ⊠
s
i=1

(
ICX(ei)[−1]

)⊠mi has only one summand iso-
morphic to PA, which is a simple (shifted) perverse sheaf. Thus the map (6.39)
restricts to a map

(6.40) PA → PA

All such maps are given by multiplication by scalars. It is thus an isomorphism if it
is not the zero map. It suffices to show that the maps (6.38) or (6.39) are not zero.
We will show this after passing to a convenient open set of X(d)λ.

For any non-zero e ∈ NI , by the same argument used to prove that (6.14), there
exists a stable point in R(e), equivalently the map πe : X(e) → X(e) is generically
a C∗-gerbe. For 1 6 i 6 k, let Ri be a simple representation of Q of dimension di
such that Ri and Rj are not isomorphic for 1 6 i < j 6 k. Let R :=

⊕k
i=1Ri.

Note that the stabilizer of R is T = (C∗)k. By the etale slice theorem, there is an
analytic smooth open substack R ∈ U/T ⊂ X(d) such that

U//T → X(d) and Uλ → X(d)λ

are an analytic neighborhoods of πd(R) and ×k
i=1πdi(Ri) = πλ(R), respectively.

After possibly shrinking U, we may assume that U and Uλ are contractible. The
maps

X(d)λ X(d)λ>0 X(d)

aλ

qλ pλ

are, analytically locally over πd(R) ∈ X(d), isomorphic to the following:

(6.41) Uλ/T Uλ>0/T U/T.

aλ

qλ pλ

Note that the maps pλ and aλ in (6.41) are closed immersions. To show that the
map (6.40) is non-zero, it suffices to check that the map

(6.42) ∆λmλ|Uλ : PA|Uλ → PA|Uλ
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is non-zero. It suffices to check that the map is non-zero after passing to global
sections. We drop the restriction to Uλ from the notation from now on. The
element 1 ∈ H0(Uλ/T ) is in P6sH ·(Uλ/T ). We check by a direct computation that

(6.43) ∆λmλ(1) = 1 ∈ H0(Uλ/T ).

Note that the computation (6.43) shows that the map (6.42) is non-zero, and thus
the conclusion follows. It suffices to check the computation in (6.43) for Uλ/C∗,
where by C∗ we denote the image of λ, because H0(Uλ/C∗) ∼= H0(UT /T ) ∼= Q.
Observe that H ·(Uλ/C∗) ∼= Q[h] and that

mλ(1) = pλ∗q
∗
λ(1) = hcλ

because pλ has relative dimension−cλ. Note that ∆λ(h
cλ) = 1 from the construction

of ∆λ, and thus the conclusion follows.
(b) If pB < pA, the map ∆λ : PB → PA is zero by considering the perverse degree.

If pB = pA, then the map is zero because, after a shift, it is a map of simple perverse
sheaves with different support. �

We next prove the analogue of Proposition 6.16 for a non-zero potential. Let
W be an arbitrary potential of Q. Recall the sheaves QA from Subsection 6.2.
Let H(π∗ϕTrW ICX(d)[−1]) be the total perverse cohomology of π∗ϕTrW ICX(d)[−1].
There are natural maps:

QA →H(π∗ϕTrW ICX(d)[−1])→ QA.

Apply the vanishing cycle functor to the maps (6.36) to obtain:

∆λ : πd∗ϕTrW ICX(d)[−1]→ iλ∗πλ∗ϕTrW ICX(d)λ [−1](6.44)

= iλ∗ ⊠
k
i=1

(
πdi∗ϕTrW ICX(di)[−1]

)
.

Let Qinv
A be defined by the exact triangle

Qinv
A [−1]→ QA

1−T
−−−→ QA → Qinv

A .

Proposition 6.17. Let A,B ∈ P with corresponding sheaves QA and QB of differ-
ent support. Assume that pB 6 pA.

(a) The map (6.44) induces isomorphisms

(6.45) ∆λ : QA
∼
−→ QA, ∆λ : Q

inv
A

∼
−→ Qinv

A .

(b) The maps ∆λ : QB → QA and ∆λ : Q
inv
B → Qinv

A are zero.

Proof. The maps above are induced from the map (6.36), thus the conclusion follows
from Proposition 6.16. �

We now record corollaries to be used in the proof of Theorem 6.3. Fix a splitting

(6.46) H•
(
X(d), ϕinv

TrW ICX(d)[−1]
)
=
⊕

A∈P

H•(X(d),Qinv
A ).

Let x ∈ H•
(
X(d), ϕinv

TrW ICX(d)[−1]
)
. Use the decomposition above to write

(6.47) x =
∑

A∈P

xA

with xA ∈ H
•(X(d),Qinv

A ).



TOPOLOGICAL K-THEORY OF QUASI-BPS CATEGORIES 53

Corollary 6.18. Let δ ∈ M(d)Wd

R . Let λ be an antidominant cocharacter of T (d)

with associated partition d such that ελ,δ = εd,δ. Let x ∈ H i(X(d), ϕinv
TrW ICX(d)[−1])

and assume that

a∗λ(x) ∈

cd,δ−1⊕

j=0

H i−2j(X(d)′λ, ϕinv
TrW ICX(d)′λ [−2])h

j .

(a) If εd,δ = 1, then ∆λ(x) = 0.
(b) If εd,δ = 0, then ∆λ(x) is in the image of

H i(X(d)′λ, ϕinv
TrW ICX(d)′λ [−2]) →֒ H i(X(d)λ, ϕinv

TrW ICX(d)λ [−1]).

Proof. Recall the definition of S from (6.35).
(a) If εd,δ = 1, then Sp∗λ(x) = 0, so ∆λ(x) = 0.

(b) If εd,δ = 0, then Sp∗λ(x) ∈ H
·
(
X(d)λ, ϕinv

TrW ICX(d)′λ [−cλ − 2]
)
. The conclu-

sion follows from the definition of ∆λ in (6.44). �

Corollary 6.19. Let δ ∈ M(d)Wd

R . Let λ be an antidominant cocharacter of T (d)

with associated partition d such that ελ,δ = εd,δ. Let x ∈ H i(X(d), ϕinv
TrW ICX(d)[−1])

and assume that

a∗λ(x) ∈

cd,δ−1⊕

j=0

H i−2j(X(d)′λ, ϕinv
TrW ICX(d)′λ [−2])h

j .

Recall the decomposition (6.47).
(a) If εd,δ = 1, then xA = 0 for all tuples A ∈ P with corresponding cocharacter

λ.
(b) If εd,δ = 0, then xA = 0 for all tuples A ∈ P with corresponding cocharacter

λ and different from A◦.

Proof. Both claims follow from Proposition 6.17 and Corollary 6.18. �

Proof of Theorem 6.3. Recall the cycle map in (6.7)

c : graK
top
i (S(d; δ))→ HdimX(d)−2a−i(X(d), ϕinv

TrW ICX(d)[−2]).

By Proposition 6.10, we may assume that Q has at least two loops at every vertex.
Let y be in the image of the above map. By Proposition 6.15 and Corollary 6.19,
we have that yA = 0 unless A = A◦ for some partition d = (di,mi)

k
i=1 of d with

mi > 1 and di pairwise distinct with εd,δ = 0. The statement thus follows. �

7. Topological K-theory of quasi-BPS categories for preprojective
algebras

In this section, we use the results of Sections 5 and 6 to compute the topological
K-theory of preprojective algebras of quivers satisfying Assumption 2.1 in terms of
BPS cohomology, see Theorem 7.6.

7.1. The preprojective BPS sheaf. Let Q◦ = (I,E◦) be a quiver. Recall the
moduli stack of dimension d representations of the tripled quiver Q of Q◦ of dimen-
sion d and its good moduli space:

πX,d := πd : X(d)→ X(d).
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Recall also the moduli stack of dimension d representation of the preprojective
algebra of Q◦ and its good moduli space:

πP,d : P(d)
cl → P (d).

Consider the moduli stack of dimension d representations of the double quiver of
Q◦ and its good moduli space:

πY,d : Y(d) := (R◦(d)⊕R◦(d)∨)/G(d) → Y (d).

Consider the diagram:

P(d)cl Y(d) X(d)

P (d) Y (d) X(d).

πP,d

j

πY,d

η

πX,d

j η

Here η : X(d) → Y(d) is the projection which forgets the g(d)-component and the
bottom horizontal arrows are induced maps on good moduli spaces. Let C →֒ g(d)
be the diagonal embedding, which induces the closed immersion

γ : X ′(d) := (R◦(d)⊕R◦(d)∨ ⊕ C)//G(d) →֒ X(d).

Let η′ := η|X′(d). By [Dava, Theorem/ Definition 4.1], there exists a preprojective
BPS sheaf

BPSpd ∈ Perv(P (d))

such that the BPS sheaf of the tripled quiver with potential (Q,W ) associated to
Q◦ is

(7.1) BPSd = γ∗η
′∗j∗(BPS

p
d)[1] ∈ Perv(X(d)).

For a partition A = (di)
k
i=1 of d, define BPSpA ∈ Perv(P (d)) as in (6.4). For

δ ∈M(d)Wd

R , define the following perverse sheaves on P (d):

(7.2) BPSpδ :=
⊕

A∈Sd
δ

BPSpA, BPS
p
d,v := BPSpvτd ,

where the set of partitions Sd
δ is defined from the tripled quiver Q, see Subsec-

tion 6.1.2. Then BPSpd,v is a direct summand of πP,d∗ωP(d)cl , see [Dava, Theorem

A], and so H−a(P (d),BPSpd,v) is a direct summand of

HBM
a (P(d)cl) = H−a

(
P (d), πP,d∗ωP(d)cl

)
.

Recall the maps

P(d)
η′
←− η−1(P(d))

j′
−→ X(d).

The dimension of P(d) as a quasi-smooth stack is dimP(d) := dimY(d)− dim g(d).
Recall the dimensional reduction isomorphism from Subsection 5.1:

j′∗η
′∗ : HBM

a (P(d)cl) ∼= HBM
a (P(d))

∼
−→ H2 dimY(d)−a(X(d), ϕTrWQX(d)[−1])

= HdimP(d)−a(X(d), ϕTrW ICX(d)[−1]).

By the construction of the PBW isomorphism for preprojective Hall algebras [Dava,
Equation (31)], the above isomorphism preserves the BPS cohomologies:

(7.3) j′∗η
′∗ : H−a(P (d),BPSpd,v)

∼
−→ HdimP(d)−a(X(d),BPSd,v).
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7.2. Computations. Recall the categories

T(d)v ⊂ D
b(P(d)) and T(d)redv ⊂ Db(P(d)red)

from Subsection 2.13. Consider the natural closed immersion l′ : P(d)red →֒ P(d).

The closed immersion l : P(d)cl →֒ P(d) factors through P(d)cl →֒ P(d)red
l′

→֒ P(d).

Proposition 7.1. Let Q be a symmetric quiver. Then there is a weak equivalence
of spectra l′∗ : K

top(T(d)redv )→ Ktop(T(d)v).

Proof. There is a weak equivalence of spectra l′∗ : G
top(P(d)red)

∼
−→ Gtop(P(d)). The

claim then follows from Theorem 2.9. �

For i ∈ Z, consider the Chern character map (3.8) for the quasi-smooth stack
P(d):

(7.4) ch : Gtop
i (P(d))→ H̃BM

i (P(d)).

It induces a Chern character map

(7.5) ch : Ktop
i (T(d)v) →֒ Gtop

i (P(d))→ H̃BM
i (P(d)).

Corollary 7.2. The maps (7.4) and (7.5) are injective.

Proof. It suffices to check that (7.4) is injective. This follows from Proposition 4.10,
Theorem 2.8 (applied to a fixed µ and all α ∈ Z>1), and the Koszul equivalence
(2.14). �

Corollary 7.3. We have that Gtop
1 (P(d)) = 0. Thus also Ktop

1 (T(d)v) = 0.

Proof. We have that HBM
odd(P(d)

cl) = 0 by [Davb, Theorem A]. The conclusion fol-
lows by Proposition 7.2. �

Recall the filtration EℓG
top
0 (P(d)) of Gtop

0 (P(d)) from Subsection 3.3. Define the
filtration:

EℓK
top
0 (T(d)v) := EℓG

top
0 (P(d)) ∩Ktop

0 (T(d)v) ⊂ K
top
0 (T(d)v).

We denote by grℓK
top
0 (T(d)v) the associated graded piece, and note that it is a

direct summand of grℓG
top
0 (P(d)) by Theorem 2.9. Define similarly a filtration

EℓG
top
0 (P(d)red) ⊂ Gtop

0 (P(d)red) and a filtration EℓK
top
0 (T(d)redv ) ⊂ Ktop

0 (T(d)redv ).

Corollary 7.4. The forget-the-potential functor Θ induces an isomorphism:

(7.6) grℓK
top
0 (MFgr(X(d),TrW ))

∼
−→ grℓK

top
0 (MF(X(d),TrW )) .

There are thus also isomorphisms:

grℓK
top
0 (T(d)v)

∼
−→ grℓ+dim g(d)K

top
0 (Sgr(d)v)

∼
−→ grℓ+dim g(d)K

top
0 (S(d)v) .

Proof. The isomorphism (7.6) follows from Corollaries 5.2 and 7.3. The other iso-
morphism follow from the Koszul equivalence, see Proposition 5.2 for an explanation
of the degree of the graded pieces. �

Corollary 7.5. There is a commutative diagram, where the vertical maps are cycle
maps and the left horizontal maps are the dimensional reduction maps i′∗p

′∗.

gr·G
top
0 (P(d)) gr·K

top
0 (MFgr(X(d),TrW )) gr·K

top
0 (MF(X(d),TrW ))

H̃BM
0 (P(d)) H̃0(X(d), ϕTrW [−1]) H̃0(X(d), ϕinv

TrW [−2]).

∼ c

∼

∼ c

∼

∼ c

∼ ∼
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Here we have suppressed the cohomological degrees to make the diagram simpler.

Proof. The claim follows from Proposition 5.2 and Corollary 7.4. �

Theorem 7.6. For an arbitrary quiver Q◦, the cycle map (7.4) for P(d) induces a
cycle map

(7.7) c : grℓK
top
0 (T(d)v) ∼= grℓK

top
0 (T(d)redv )→ H−2ℓ(P (d),BPSpd,v).

If Q◦ satisfies Assumption 2.2, then (7.7) is an isomorphism.

Proof. The isomorphism grℓK
top
0 (T(d)v) ∼= grℓK

top
0 (T(d)redv ) follows from Proposi-

tion 7.1. Consider the diagram, whose lower square commutes from Corollary 7.5
and the top horizontal map is an isomorphism by Corollary 7.4:

grℓK
top
0 (T(d)v) grℓ+dim g(d)K

top
0 (S(d)v)

grℓG
top
0 (P(d)) grℓ+dim g(d)K

top
0 (MF(X(d),TrW ))

HBM
2ℓ (P(d)) H2 dimY(d)−2ℓ(X(d), ϕf [−1]).

∼

α

β

∼ c

∼

∼ c

∼

By Theorem 6.3, the map β has image in

HdimP(d)−2ℓ(X(d),BPSd,v) ⊂ H
2 dimY(d)−2ℓ(X(d), ϕTrW [−1]).

If Q◦ satisfies Assumption 2.2, it is an isomorphism onto HdimP(d)−2ℓ(X(d),BPSd,v)
by Theorem 6.2. By (7.3), the map α has image in H−2ℓ(P (d),BPSpd,v), and, if Q

◦

satisfies Assumption 2.2, it is an isomorphism onto H−2ℓ(P (d),BPSpd,v). �

Remark 7.7. There are two perverse filtrations on HBM
· (P(d)) for any quiver Q◦.

One of them is induced from the tripled quiver with potential (Q,W ) and studied in
[DM20]; the first non-zero piece in the perverse filtration is pτ61πd∗ϕTrW ICX(d) =
BPSd. Another filtration is induced from the map πP,d and studied in [Dava],
where it is called the “less perverse filtration”; the first non-zero piece in the perverse
filtration is pτ60πP,d∗ωP(d)cl . Note that, for any v ∈ Z, pτ61πd∗ϕTrW ICX(d) is a direct

summand of BPSd,v, which itself is a direct summand of pτ60πP,d∗ωP(d)cl . Thus the

topological K-theory of quasi-BPS categories (for Q◦ satisfying Assumption 2.2, and
for any v ∈ Z) lies between the first non-zero pieces of these two perverse filtrations.

Remark 7.8. Davison–Hennecart–Schlegel Mejia [DHSMb, DHSMa] computed the
preprojective BPS sheaves in terms of the intersection complexes of the varieties
P (d).

We note the following numerical corollary of Theorem 7.6.

Corollary 7.9. Let Q◦ be a quiver satisfying Assumption 2.2 and let (d, v) ∈ NI×Z.
Then

dimQK
top
0 (T(d)v) = dimQH

·(P (d),BPSd,v).

Proof. The map (7.5) is injective by Proposition 7.2. The conclusion then follows
from Theorem 7.6. �
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8. Examples

In this section, we discuss some explicit examples of computations of the topolog-
ical K-theory of quasi-BPS categories. All vector spaces considered in this section
are Q-vector spaces. We first note a preliminary proposition.

Proposition 8.1. Let Q = (I,E) be a symmetric quiver, let d ∈ NI , and let v ∈ Z.
Then

dimKtop
0 (M(d)v) = #

(
M(d)+ ∩ (W(d) + vτd − ρ)

)
.

Proof. There is a natural isomorphism

K0(X(d))
∼
−→ Ktop

0 (X(d)) ∼= K0(BG(d)).

The category M(d)v is admissible in Db(X(d)), so the above isomorphism restricts
to the isomorphism

K0(M(d)v)
∼
−→ Ktop

0 (M(d)v).

The generators of K0(X(d)) are the classes of the vector bundles OX(d) ⊗ ΓG(d)(χ),
where χ is a dominant weight of G(d) and ΓG(d)(χ) is the irreducible representation
of G(d) of highest weight χ. The computation

dimK0(M(d)v) = #
(
M(d)+ ∩ (W(d) + vτd − ρ)

)

follows then from the definition of M(d)v. �

Remark 8.2. In view of Proposition 8.1 and Theorem 6.6, the total intersection
cohomology of the spaces X(d) can be determined by counting lattice points inside
the polytope (W(d) + vτd − ρ).

8.1. Toric examples. Let g ∈ N. Consider the quiver Q = (I,E), where I = {1, 2}
and E has one loop at 1, one loop at 2, 2g+1 edges {e1, . . . , e2g+1} from 0 to 1 and
2g + 1 edges {e1, . . . , e2g+1} from 1 to 0. The following is a figure for g = 1.

1 2

e2

e3

e1

e1

e2
e3

Fix d = (1, 1) ∈ NI . Then

X(d) =
(
C2 ⊕ C2(2g+1)

)/
(C∗)2.

The diagonal C∗ →֒ (C∗)2 acts trivially on C2⊕C2(2g+1). The factor C∗ correspond-
ing to the vertex 1 acts with weight 0 on C2, weight 1 on C2g+1, and weight −1 on
C2g+1. We consider the stack, which is the C∗-rigidification of X(d):

X′(d) =
(
C2
0 ⊕ C

2g+1
1 ⊕ C

2g+1
−1

)/
C∗.

The GIT quotient for any non-trivial stability condition provides a small resolution
of singularities:

τ : Y :=
(
C2
0 ⊕ C

2g+1
1 ⊕ C

2g+1
−1

)ss /
C∗ = C2 × TotP2g

(
O(−1)2g+1

)
→ X(d).

Here, small means that dimY ×X(d) Y = dimX(d) and Y ×X(d) Y has a unique
irreducible component of maximal dimension. Then, by the BBDG decomposition
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theorem, we have that τ∗ICY = ICX(d). We decorate the BPS sheaves with a
superscript zero to indicate that the potential is zero. We obtain that:

(8.1) BPS0d = τ∗ICY = ICX(d) and BPS
0
(1,0) = BPS

0
(0,1) = ICC.

Proposition 8.3. If v is odd, then M(d)v ∼= Db(Y ) and BPS0d,v = BPS0d.
If v is even, then M(d)v has a semiorthogonal decomposition with summands

equivalent to Db(Y ) and Db(C2), and BPS0d,v = BPS0d ⊕BPS
0
(1,0) ⊠ BPS

0
(0,1).

Proof. The category M(d)v is the subcategory of Db(X(d)) generated by the line
bundles OX(d)(wβ2 + (v − w)β1) for w ∈ Z such that

(8.2)
v

2
6 w 6 2g + 1 +

v

2
.

One can show that M(d)v is equivalent to the “window subcategory” (in the sense
of [HL15]) of Db(X′(d)) containing objects F such that the weights of C∗ on F |0 are
in
[
v
2 ,

v
2 + 2g + 1

]
∩ Z.

If v is odd, then M(d)v ∼= Db(Y ) by [HL15, Theorem 2.10]. The boundary points
v
2 and v

2 + 2g + 1 are not integers, so BPS0d,v = BPS0d.

If v is even, then BPS0d,v = BPS0d ⊕BPS
0
(1,0) ⊠ BPS

0
(0,1). The fixed locus of the

unique Kempf-Ness locus in the construction of Y is (C2
0⊕C

2g+1
1 ⊕C

2g+1
−1 )C

∗

= C2.
As a corollary of [HL15, Theorem 2.10], see the remark in [HLS16, Equation (3)],
the category M(d)v has a semiorthogonal decomposition with summandsDb(Y ) and
Db(C2). �

As a corollary of the above proposition and of the computations (8.1), we obtain
the following:

dimKtop
0 (M(d)v)

(∗)
= dimH ·(X(d),BPS0d,v) =

{
2g + 1, if v is odd,

2g + 2, if v is even.

The equality (∗) is also the consequence (6.4) of Theorem 6.2. Note that the di-
mensions of Ktop(M(d)v) can be computed immediately using Proposition 8.1 and
(8.2), and then (∗) can be checked without using window categories. However, by
Proposition 8.3, the equality (∗) is obtained as a corollary of the Atiyah-Hirzebruch
theorem for the smooth varieties Y and C2.

Further, Proposition 8.3 is useful when considering a non-zero potential for Q.
For example, consider the potential

W :=

2g+1∑

i=1

eiei.

Note that W : Y → C is smooth. The computation (8.1) implies that:

(8.3) BPSd = ϕW ICX(d) = τ∗ϕW ICY = 0 and BPS0(1,0) = BPS
0
(0,1) = ICC.

The BPS sheaves have trivial monodromy. Further, Proposition 8.3 implies that:

S(d)v ≃ MF(Y,W ) = 0 if v is odd,

S(d)v = 〈MF(Y,W ),MF(C2, 0)〉 ≃ MF(C2, 0) if v is even.
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Let i ∈ Z. The following equality (which also follows by (6.4)) holds by a direct
computation:

dimKtop
i (S(d)v) = dimH ·(X(d),BPSd,v) =

{
0, if v is odd,

1, if v is even.

Remark 8.4. A similar analysis can be done for any symmetric quiver Q = (I,E)
(not necessarily satisfying Assumption 2.1) and a dimension vector d = (di)i∈I ∈ NI

such that di ∈ {0, 1} for every i ∈ I. We do not give the details for the proofs. Let
v ∈ Z such that gcd(d, v) = 1. Assume W = 0.

One can show that, for a generic GIT stability ℓ ∈ M(d)Wd

R
∼= M(d)R, the GIT

quotient Y := R(d)ℓ-ss/G(d) ∼= R(d)ℓ-ss//G(d) is a small resolution

τ : Y → X(d).

Then BPS0d = τ∗ICY . By [HLS20], there is an equivalence:

M(d)v ∼= Db(Y ).

The following equality (which is a corollary of Theorem 6.2) follows then by the
Atiyah-Hirzebruch theorem for the smooth variety Y :

dimKtop
0 (M(d)v) = dimKtop

0 (Y ) = dimH ·(Y ) = dimH ·(X(d),BPS0d).

Similar computations can be done also for a general v ∈ Z.

8.2. Quivers with one vertex and an odd number of loops. Let g ∈ N.
Consider Q the quiver with one vertex and 2g + 1 loops. The following is a picture
for g = 1.

(8.4) •

For d ∈ N, recall the good moduli space map:

X(d) := gl(d)⊕(2g+1)/GL(d) → X(d) := gl(d)⊕(2g+1)//GL(d).

For g > 0, the variety X(d) is singular. For every stability condition ℓ ∈ M(d)Wd

R ,

we have that X(d)ℓ-ss = X(d), so we do not obtain resolutions of singularities of X(d)
as in the previous example. There are no known crepant geometric resolutions (in
particular, small resolutions) of X(d). For gcd(d, v) = 1, Špenko–Van den Bergh
[ŠVdB17] proved that M(d)v is a twisted noncommutative crepant resolution of
X(d). In view of Theorem 6.6, we regard M(d)v as the categorical analogue of a
small resolution of X(d).

Reineke [Rei12] and Meinhardt–Reineke [MR19] provided multiple combinatorial
formulas for the dimensions of the individual intersection cohomology vector spaces
IH•(X(d)). As noted in Remark 8.2, Theorem 6.6 also provides combinatorial for-
mulas for the total intersection cohomology of X(d). We explain that our formula
recovers a formula already appearing in the work of Reineke [Rei12, Theorem 7.1].

Fix v ∈ Z. By Proposition 8.1, we need to determine the number of (integral,

dominant) weights χ =
∑d

i=1 ciβi ∈ M(d)+ with
∑d

i=1 ci = v and ci > ci−1 for
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every 2 6 i 6 d, such that

(8.5) χ+ ρ− vτd ∈
2g + 1

2
sum[0, βi − βj ],

where the Minkowski sum is after all 1 6 i, j 6 d. Define χ̃ ∈M(d) and c̃i ∈ Z for
1 6 i 6 d as follows:

χ̃ := χ− g · (2ρ) =
d∑

i=1

c̃iβi.

Note that, for every 2 6 i 6 d, the inequality ci > ci−1 becomes:

(8.6) c̃i − c̃i−1 + 2g > 0.

A dominant weight χ satisfies (8.5) if and only if, for all dominant cocharacters
λ of T (d) ⊂ GL(d), we have:

(8.7) 〈λ, χ+ ρ− vτd〉 6
2g + 1

2
〈λ, gλ>0〉 =

2g + 1

2
〈λ, ρ〉.

Proposition 8.5. The inequalities (8.7) hold for all dominant cocharacters λ if and

only they hold for the cocharacters λk(z) = (

d−k︷ ︸︸ ︷
1 . . . , 1,

k︷ ︸︸ ︷
z, . . . , z) ∈ T (d) for 1 6 k 6 d.

Proof. In the cocharacter lattice, any dominant cocharacter λ is a linear combination
with nonnegative coefficients of λk for 1 6 k 6 d. Then, if (8.7) holds for all λk, it
also holds for all dominant λ. �

We rewrite the conditions (8.7) for λk using the weight χ̃:

〈λk, χ̃〉 6 〈λk, vτd〉.

Alternatively, the condition above can be written as:

(8.8)
d∑

i=d−k+1

c̃i 6
vk

d
.

Definition 8.6. Let H2g+1
d,v be the set of tuplets of integers (c̃i)

d
i=1 ∈ Zd satisfying

the inequality (8.6) and (8.8) for every 2 6 k 6 d and such that
∑d

i=1 c̃i = v. Let

H2g+1
d,v := #H

2g+1
d,v .

Remark 8.7. The numbers H2g+1
d,0 appear in combinatorics as “score sequences of

complete tournaments”, and in the study of certain C∗-fixed points in the moduli
of SL(n)-Higgs bundles, see [Rei12, Section 7]. By Proposition 8.1, we have that:

dimKtop
0 (M(d)v) = H2g+1

d,v .

By Theorem 6.6, for any v ∈ Z such that gcd(d, v) = 1, we obtain that:

(8.9) dim IH·(X(d)) = H2g+1
d,v .

The above statement was already proved (by different methods) by Reineke and
Meinhardt–Reineke by combining [Rei12, Theorem 7.1] and [MR19, Theorem 4.6],
see also [MR19, Section 4.3]. Note that we assume that the number of loops is odd
in order to apply Theorem 6.2. In loc. cit., Reineke also provided combinatorial
formulas for m-loop quivers for m even.
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Remark 8.8. Note that, as a corollary of (8.9), we obtain that H2g+1
d,v = H2g+1

d,v′ if

gcd(d, v) = gcd(d, v′) = 1. There are natural bijections H2g+1
d,v

∼
−→ H

2g+1
d,v′ for d|v− v′

or for v′ = −v, but we do not know such natural bijections for general v, v′ coprime
with d.

For gcd(d, v) = 1 and n ∈ Z>1, the topological K-theory Ktop
i (M(nd)nv) is com-

puted from the intersection cohomology of X(e) for e ∈ N, and the set Snd
nv . The

following is a corollary of Proposition 6.1:

Corollary 8.9. For gcd(d, v) = 1 and n ∈ Z>1, the set Snd
nv consists of partitions

(di)
k
i=1 of nd such that di = nid for (ni)

k
i=1 ∈ Nk a partition of n.

Example 8.10. Suppose that g = 0. In this case, the variety X(d) is smooth:

X(d) = gl(d)//GL(d)
∼
→ Symd(C) ∼= Cd.

The above isomorphism is given by sending an element of gl(d) to the set of gener-
alized eigenvalues. However X(d)st = ∅ if d > 1, thus BPSd = ICC if d = 1, and
BPSd = 0 for d > 1. Then by Corollary 8.9, we have BPSd,v = 0 unless d|v, case

in which BPSd,v = Symd(BPS1) = ICX(d). Thus for g = 0, we have

dimH ·(X(d),BPSd,v) =

{
1, if d|v,

0, otherwise.
(8.10)

On the other hand, by [Tod23b, Lemma 3.2] we have that M(d)v = 0 unless d|v,
case in which it is the subcategory of Db(X(d)) generated by OX(d)(vτd), and thus

equivalent to Db(X(d)), see [Tod23b, Lemma 3.3]. Then:

dimKtop
0 (M(d)v) =

{
1, if d|v,

0, otherwise.
(8.11)

For g = 0, we can thus verify (6.4) by the direct computations (8.10), (8.11).

8.3. The three loop quiver. In this subsection, we make explicit the corollary of
Theorem 6.2 for the three loop quiver (8.4) with loops {x, y, z} and with potential
W = x[y, z]. The quasi-BPS categories S(d)v are the quasi-BPS categories of C3

and are admissible in the DT category DT (d) studied in [PTa]. The quasi-BPS
categories T(d)v are the quasi-BPS categories of C2 and are admissible in Db(C(d)),
where C(d) is the commuting stack of matrices of size d. For n ∈ N, we denote by
p2(n) the number of partitions of n.

Proposition 8.11. Let (d, v) ∈ N× Z be coprime, let n ∈ N and i ∈ Z. Then:

dimKtop
i (S(nd)nv) = dimKtop

0 (T(nd)nv) = p2(n).

Proof. By a theorem of Davison [Davb, Theorem 5.1], we have that

BPSe = ICC3

for every e ∈ N, where C3 →֒ X(e) is the subvariety parameterizing three diagonal
matrices. Then dimH ·(X(e),BPS e) = 1, and so Symk (H ·(X(e),BPS e)) = 1 for
every positive integers e and k. Then H ·(X(nd),BPSA) is also one dimensional for
every A ∈ Snd

nv . Note that #Snd
nv = p2(n) by Corollary 8.9. Then

H ·(X(nd),BPSnd,nv) =
⊕

A∈Snv
nd

H ·(X(nd),BPSA) = Q⊕p2(n).
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The monodromy is trivial on H ·(X(nd),BPSnd,nv). By Theorems 6.2 and 7.6, we
obtain the desired computations. �

Remark 8.12. By Theorem 6.2, the topological K-theory of quasi-BPS categories
may be determined whenever one can compute the BPS cohomology and the set
Sv
d . Proposition 8.11 is an example of such a computation. We mention two other

computations for the three loop quiver with potentials W ′ := x[y, z]+za (for a > 2)
and W ′′ := x[y, z] + yz2.

Let BPS ′d and S′(d)v be the BPS sheaves and the quasi-BPS categories of (Q,W ′).
Denote similarly the BPS sheaves and the quasi-BPS categories of (Q,W ′′). By
[DP22, Theorem 1.5], we have that H ·(X(d),BPS ′d)

inv = 0 because H ·(C, ϕta)
inv =

0. Then Theorem 6.2 implies that, for every i, v ∈ Z with gcd(d, v) = 1:

Ktop
i (S′(d)v) = 0.

By [DP22, Corollary 7.2], we have that H ·(X(d),BPS ′′d)
inv = H ·(X(d),BPS ′′

d) is
one dimensional. As in Proposition 8.11, we have that, for every i, v ∈ Z:

dimKtop
i (S′′(d)v) = p2(gcd(d, v)).

9. Étale covers of preprojective algebras

In this section, we prove an extension of Theorem 7.6 to étale covers of pre-
projective stacks which we use to compute the topological K-theory of quasi-BPS
categories of K3 surfaces in [PTd].

We first define quasi-BPS categories and BPS cohomology for étale covers of pre-
projective stacks. BPS sheaves are defined by base-change from the BPS sheaves of
preprojective algebras. Quasi-BPS categories are defined via graded matrix factor-
izations and the Koszul equivalence, see Subsection 9.2.

Recall that Theorem 7.6 follows, via dimensional reduction and the Koszul equiv-
alence, from Theorem 6.2. The two main ingredients in the proof of Theorem 6.2
are the semiorthogonal decomposition from Theorem 2.5 and the construction of
the cycle map (6.9) from Theorem 6.3. The analogous statements for étale covers
are Propositions 9.5 and 9.6, respectively.

We will use the notations and constructions from Subsection 7.1. Throughout
this section, we fix a quiver Q◦ satisfying Assumption 2.2 and a dimension vector
d ∈ NI .

We begin by discussing the setting and by stating Theorem 9.2, the main result
of this section.

9.1. Preliminaries. Let E be an affine variety with an action of G := G(d) and
with a G-equivariant étale map

e : E → R◦(d)⊕R◦(d)∨.

Consider the quotient stacks with good moduli spaces

πF : F := (E ⊕ g)/G→ F := (E ⊕ g)//G.

Consider the moment map µ : E → g∨ and the induced function f : F → C, where
f(x, v) = 〈µ(x), v〉 for x ∈ E and v ∈ g. Consider the quotient stack with good
moduli space

πL : L := µ−1(0)/G → L := µ−1(0)//G.
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There are maps:

Lcl P(d)cl

L P (d).

e

πL πP,d

e

Throughout this section, we assume that both horizontal maps in the above diagram
are étale.

Note that the moment map µ has image in the traceless subalgebra g∨0
∼= g0 ⊂ g.

Let µ0 : E → g∨0 and let Lred := µ−1
0 (0)/G.

Definition 9.1. Let BPSpd ∈ Perv(P (d)) be the preprojective BPS sheaf and let

(9.1) BPSL := e∗(BPSpd) ∈ Perv(L).

One defines BPSLδ for δ ∈M(d)Wd

R and BPSLd,v := BPSLvτd as in (7.2).

By Theorem 2.9, there is a semiorthogonal decomposition:

Db (P(d))v =
〈
A(d)v,T(d)v

〉

for any v ∈ Z. The purpose of this section is to prove the following:

Theorem 9.2. Let v ∈ Z. There are subcategories T = T(L)v and A = A(L)v of
Db(L)v such that:

(1) there is a semiorthogonal decomposition Db(L)v = 〈A,T〉,
(2) if e is the identity, then T = T(d)v and A = A(d)v,
(3) if h : E′ → E is an étale map inducing e′ := e◦h : E′ → R◦(d)⊕R◦(d)∨, and

if we consider πL′ : L′ → L′ and the categories A(L′),T(L′) ⊂ Db(L′) for
E′, then h induces functors h∗ : T(L)v → T(L′)v and h∗ : A(L)v → A(L′)v,

(4) for any i, ℓ ∈ Z, the cycle map (3.6) for L induces isomorphisms

c: grℓK
top
i (T)

∼
−→ H−2ℓ−i(L,BPSLd,v).

Further, one can also define categories Tred,Ared ⊂ Db(Lred)v which satisfy the
analogous conditions to (1)-(4) above. In particular, the map l′ : Lred → L induces
an isomorphism

(9.2) c ◦ l′∗ : grℓK
top
i (Tred)

∼
−→ grℓK

top
i (T)

∼
−→ H−2ℓ−i(L,BPSLd,v).

We will only explain the constructions for L, the case of Lred is similar. In
Subsection 9.2, we define the categories T and A using graded matrix factorizations
and the Koszul equivalence. In Subsection 9.3, we prove the third claim in Theorem
9.2.

9.2. Quasi-BPS categories for étale covers. We will use the setting from Sub-
section 9.1. There is a Cartesian diagram, where the maps e are étale maps:

F X(d)

F X(d).

�πF

e

πX,d

e

By Theorem 2.9, there is a semiorthogonal decomposition

(9.3) Db
(
X(d)

)
v
=
〈
B(d)v ,M(d)v

〉
.
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Define subcategories B = B(F ), M = M(F ) of Db(F)v to be classically generated

(see Subsection 2.15) by e∗B(d)v, e
∗M(d)v respectively. Note that, for δ ∈M(d)Wd

R ,
we can define analogously

(9.4) M(δ) = M(F ; δ) ⊂ Db(F).

Lemma 2.11 implies that:

Corollary 9.3. There is a semiorthogonal decomposition

Db(F)v = 〈B,M〉.

If e is the identity, then M(d) = M(d)v and B(d) = B(d)v.

Consider the category of graded matrix factorizations MFgr(F, f), where the grad-
ing is of weight 2 for the summand g and is of weight 0 on E. By the Koszul
equivalence, we have that:

(9.5) κL : D
b(L)

∼
−→ MFgr(F, f).

Define the subcategories of Db(L):

T = T(L) := κ−1
L (MFgr(M, f)) , A = A(L) := κ−1

L (MFgr(B, f)) .

By [PTa, Proposition 2.5], we obtain:

Corollary 9.4. The properties (1), (2), and (3) in the statement of Theorem 9.2
hold for the categories A and T of Db(L).

We also need a version of Theorem 2.8 for étale covers. Consider the forget-the-
framing map τα : X

αf (d)ss → X(d). Let Fαf be such that the following diagram is
Cartesian:

(9.6)

Fαf Xαf (d)ss

F X(d)

F X(d).

�τα,F

e

τα

e

πF πX,d

e

Recall the semiorthogonal decomposition of Theorem 2.5:

Db
(
Xαf (d)ss

)
=
〈
τ∗α

(
⊗k

i=1M(di)vi

)〉
.

For a partition d := (di)
k
i=1 of d ∈ NI and for integer weights v := (vi)

k
i=1, define

M(d, v) ⊂ Db
(
Fαf

)
to be classically generated by e∗τ∗α

(
⊗k

i=1M(di)vi
)
. By Lemma

2.11, we obtain that:

Proposition 9.5. There is a semiorthogonal decomposition

Db
(
Fαf

)
=
〈
M(d, v)

〉
,

where the left hand side is as in Theorem 2.5.

The category M(d, v) can be described via the Hall product, same as in Theorem
2.5. Let λ be an antidominant cocharacter associated to (di)

k
i=1. Consider the

diagram:

Fλ qF←− Fλ>0 pF−→ F.
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There is an étale map e : Fλ → X(d)λ ∼= ×k
i=1X(di). Then the Hall product

∗F = pF∗q
∗
F : Db(Fλ)→ Db(F)

is base-change of the categorical Hall product Db
(
×k

i=1 X(di)
)
∼= ⊗k

i=1D
b(X(di))→

Db(X(d)). Let M̃(d, v) ⊂ Db (F(d)) be the subcategory classically generated by
e∗
(
⊗k

i=1M(di)vi
)
. There is then an equivalence:

(9.7) τ∗α,F ◦ ∗F : M̃(d, v)
∼
−→M(d, v).

9.3. Comparison with BPS cohomology. Recall the notation from Subsection
7.1. Consider the commutative diagram:

Lcl P(d)cl

F E/G Y(d)

L P (d)

F E//G Y (d)

η

πF πE

η

Recall the sheaf BPSL ∈ Perv(L) defined in (9.1) and consider the BPS sheaf
BPSd ∈ Perv(X(d)) for the tripled quiver with potential (Q,W ) associated to Q◦.
Define the BPS sheaf:

BPSF = e∗(BPSd) ∈ Perv(F ).

For δ ∈M(d)Wd

R , define

BPSFδ ∈ D
b
con(F ), BPS

F
d,v := BPSFvτd

as in (6.5). Note that, by base-change of the decomposition (6.18), we obtain the
analogous decomposition for πF : F → F :

(9.8) πF∗ϕf ICF[−1] =
⊕

A∈P

e∗(QA).

By base-change of (6.17), we obtain the following decomposition for the map πα,F :=

πF ◦ τα,F : Fαf → F :

(9.9) πα,F∗ϕfQFαf [dimF − 1] =
⊕

A∈Pα

e∗(QA).

The monodromy on H•(F, ϕf ) is trivial, so there is a cycle map:
(9.10)

c: graK
top
i (MF(F, f))

∼
−→ H2 dimF−i−2a(F, ϕfQF[−1])⊕H

2 dimF−i−2a(F, ϕfQF[−2]).

We now define a cycle map from topological K-theory of quasi-BPS categories to
BPS cohomology, which is the analogue of Theorem 6.2.

Proposition 9.6. Let δ ∈M(d)Wd

R and recall the categories M(δ) from (9.4). The
cycle map (9.10) has image in
(9.11)

c: graK
top
i (MF(M(δ), f)) → HdimF−i−2a(F,BPSFδ )⊕H

dimF−i−2a(F,BPSFδ [−1]).
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Thus, for δ = vτd and M = M(vτd), the cycle map (9.10) has image in
(9.12)

c: graK
top
i (MF(M, f))→ HdimF−i−2a(F,BPSFd,v)⊕H

dimF−i−2a(F,BPSFd,v[−1]).

Proof. The same argument used in the proof of Theorem 6.3 applies here. The
λ-widths (see (6.28)) of the category M(δ) are equal to the λ-widths of the category
M(d; δ) for all cocharacters λ. The analogue of Proposition 6.15 then holds for
MF(M(δ), f).

There is an explicit decomposition of πF∗ICF obtained by base-change from
(6.16), and where the summands are in the image of (the base-change of the) Hall
product. In Subsection 6.6, we constructed the map (6.36), proved Proposition 6.16,
and noted corollaries of Proposition 6.16. There are versions of the map (6.36) and
of Proposition 6.16 by F by base-change, and the results in Subsection 6.6 also
apply for πF∗ICF, and thus for πF∗ϕf ICF[−1]. �

We next prove the analogue of Theorem 6.2.

Proposition 9.7. The cycle map (9.12) is an isomorphism.

Proof. The same argument used to prove Theorem 6.2 applies here, see Subsection
6.3, that is, the statement follows from comparing summands in the semiorthogonal
decomposition (9.5) with summands in the decomposition (9.9). The cycle map
(9.12) is injective by (9.10) and the admissibility of MFgr(M, f) in MFgr(F, f).

Consider a partition d = (di)
k
i=1 of d and weights v = (vi)

k
i=1 ∈ Zk. Consider the

perverse sheaf

BPSd,v := ⊕∗

(
⊠

k
i=1BPSdi,vi

)
∈ Perv(X(d)),

where ⊕ : ×k
i=1 X(di) → X(d) is the direct sum map. By Proposition 9.6 for

the disjoint union of k copies of Q, dimension vector (di)
k
i=1 ∈

(
NI
)k
, and δ =∑k

i=1 viτdi , there is an injective map for any i ∈ Z:

gr·K
top
i (M(d, v)) →֒ H ·

(
F, e∗BPSd,v

)
.

The claim now follows as in the proof of Theorem 6.2. �

We prove the analogue of Theorem 7.6.

Proposition 9.8. The cycle map obtained by composing (9.10) with the forget-the-
potential map is an isomorphism:

(9.13) c: graK
top
i (MFgr(F, f))

∼
−→ H2 dimF−i−2a(F, ϕf [−1]).

Thus there is an isomorphism:

(9.14) c: graK
top
i (MFgr(M, f))→ HdimF−i−2a(F,BPSFd,v).

Further, there is an isomorphism:

graK
top
i (T)

∼
−→ H−2a−i(L,BPSLd,v)

Proof. The isomorphism (9.13) follows from Proposition 5.2. The isomorphism
(9.14) follows then from Proposition 9.6. The last isomorphism follows from (9.14)
and the compatibility between dimensional reduction and the Koszul equivalence
from Proposition 5.2. �

Proof of Theorem 9.2. The first three properties hold by Corollary 9.4. The fourth
property follows from Proposition 9.8. The statement for reduced stacks follows
similarly. The isomorphism (9.2) also follows directly from Proposition 3.5. �
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We also note the following analogue of Corollary 7.2.

Proposition 9.9. The Chern character map

ch: Ktop
i (T) →֒ Gtop

i (L)→
⊕

j∈Z

HBM
i+2j(L)

is injective.

Proof. The proof is analogous to that of Corollary 7.2. The claim follows from
Proposition 4.10, a version of Proposition 9.5 involving potential, and the Koszul
equivalence. �

References

[Alp13] J. Alper, Good moduli spaces for Artin stacks, Ann. Inst. Fourier (Grenoble) 63 (2013),
no. 6, 2349–2402.

[AS69] M. F. Atiyah and G. B. Segal, Equivariant K-theory and completion, Journal of Differ-
ential Geometry 3 (1969), no. 1-2, 1 – 18.

[BBD82] A. Beilinson, J. Bernstein, and P. Deligne, Faisceaux pervers, Analysis and topology on
singular spaces I, Asterisque 100 (1982), 5–171.

[BD82] P. Baum and R. Douglas, K-homology and index theory, Operator algebras and appli-
cations, Part 1 (Kingston, Ont., 1980), Proc. Sympos. Pure Math, vol. 38, Amer. Math.
Soc., Providence, R.I., 1982, pp. pp 117–173.

[BD20] M. Brown and T. Dyckerhoff, Topological K-theory of equivariant singularity categories,
Homology Homotopy Appl. 22 (2020), no. 2, 1–29.

[BFK14] M. Ballard, D. Favero, and L. Katzarkov, A category of kernels for equivariant factor-

izations and its implications for Hodge theory, Publ. Math. Inst. Hautes Études Sci.
120 (2014), 1–111.

[BFM75] P. Baum, W. Fulton, and R. MacPherson, Riemann-Roch for singular varieties, Inst.

Hautes Études Sci. Publ. Math. (1975), no. 45, 101–145.
[BFM79] , Riemann-Roch and topological K-theory for singular varieties, Acta Mathemat-

ica 143 (1979), 155 – 192.
[Bla16] A. Blanc, Topological K-theory of complex noncommutative spaces, Compos. Math. 152

(2016), no. 3, 489–555.
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[ŠVdB17] Š. Špenko and M. Van den Bergh, Non-commutative resolutions of quotient singularities
for reductive groups, Invent. Math. 210 (2017), no. 1, 3–67.
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