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One of the most puzzling consequences
of interpreting quantum mechanics in
terms of concepts borrowed from classical
physics, is the so-called wave-particle du-
ality. Usually, wave-particle duality is il-
lustrated in terms of complementarity be-
tween path distinguishability and fringe
visibility in interference experiments. In
this work, we instead propose a new type
of complementarity, that between the con-
tinuous nature of waves and the discrete
character of particles. Using the proba-
bilistic methods of quantum field theory,
we show that the simultaneous measure-
ment of the wave amplitude and the num-
ber of photons in the same beam of light
is, under certain circumstances, prohib-
ited by the laws of quantum mechanics.
Our results suggest that the concept of
“interferometric duality” could be eventu-
ally replaced by the more general one of
“continuous-discrete duality”.

1 Introduction
In classical mechanics a physical system is char-
acterized by a set of parameters, called degrees
of freedom, which define its state or configuration
at any time [1]. Such a set may be either count-
able (finite or denumerable), or uncountable. The
branch of classical mechanics that studies discrete
systems with a countable set of degrees of free-
dom, is called particle mechanics. Conversely,
continuous systems described by an uncountable
set of degrees of freedom, are the subjects of con-
tinuum mechanics [2]. In particle mechanics, a
system is described by a set of functions of time
t, the so-called generalized coordinates. In con-
trast, in continuum mechanics a system is charac-
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terized by a set of functions of spacetime points
(x, y, z, t), which are the components of scalar,
vector or tensor fields. The oscillations of such
fields are called waves.

Thus, in classical mechanics a physical system
is described either as discrete or continuous (or
part discrete and part continuous), and the two
descriptions are mutually exclusive1. This entails
that something described by the laws of classical
physics, exhibits either wave or particle proper-
ties. In quantum mechanics, on the other hand,
one and the same system can be described by a set
of different physical observables, some of which
are wave-like and others particle-like in charac-
ter. Hence the celebrated wave-particle duality
[4, 5, 6, 7, 8, 9, 10, 11, 12, 13].

One characteristic that distinguishes waves
from particles is that waves exhibit interference,
particles do not. As a result, most of the works
about wave-particle duality focus on the analysis
of interference experiments, in which the comple-
mentarity between the distinguishability of a par-
ticle’s path inside the interferometer and the vis-
ibility of interference fringes at its exit, is quanti-
fied by means of some cleverly built inequalities.
In recent years, therefore, wave-particle duality
has become synonymous with interferometric du-
ality [14, 15, 16, 17, 18, 19, 20, 21].

However, there is also another characteristic
that distinguishes waves from particles, and that
is that waves have a continuous character, i.e.,

1This does not mean, for example, that we cannot use
coordinates to portray some characteristics of a field. Con-
sider, for example, an electromagnetic wave-packet with
energy density U(r, t). Such wave-packet is completely de-
scribed by the electric and magnetic fields. However, we
can introduce the “energy center of gravity of the field”
R = R(t), defined by R(t) =

∫
r U(r, t) dr/

∫
U(r, t) dr

[3], to picture the mean position and velocity V = dR/dt
of the wave-packet. However, the coordinates R(t) are
emergent quantities that are not necessary for the com-
plete description of the system.
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their amplitudes vary smoothly, whereas parti-
cles have a discrete character, i.e., they can be
counted. This simple consideration enables us to
analyse wave-particle duality not from the con-
ventional point of view of complementarity be-
tween path distinguishability and fringe visibility
in an interference experiment, but from the new
perspective of correlations between continuous
and discrete random variables, which represent
the values taken by certain wave-like and particle-
like observables, respectively, when a measure-
ment is made on one and the same system. This
makes it possible to look at wave-particle duality
in a new and fundamental way.

To be more specific, let us consider the follow-
ing experiment. A collimated beam of light pre-
pared in a single-photon Fock state [22, 23, 24,
25], impinges upon a detection screen, as shown
in Fig. 1. On this screen there are two spa-
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Figure 1: A pictorial representation of the collimated
light beam impinging upon the detection screen (gray
surface). Blue and red spots on the screen depict the
active surfaces of the two detectors D1 and D2.

tially separated detectors, say D1 and D2. Each
detector can be set to either measure the con-
tinuous W ave amplitude W of the electric field
(for example, by means of homodyne techniques
[26, 27]), or to Count the discrete number C of
photons, of the light falling on it. Depending on
how we set up these two detectors, we can mea-
sure three different pairs of observables, that is
(W1,W2), (C1, C2), and (W1, C2). The last pair is
particularly interesting because it represents the
simultaneous measurement of a wave-like (W1)
and a particle-like (C2) observable of the system.
Given the single-photon quantum state of the
light illuminating both detectors, and given the
Hermitian operators Ŵ1 and Ĉ2 describing the
observables W1 and C2, respectively, we use von

Neumann’s spectral theorem [28, 29] to calculate
the joint probability distribution for the random
variables W1 and C2, which represent the values
taken by W1 and C2 when a measurement is actu-
ally performed [27]. This probability distribution
shows that it is possible to measure a nonzero
wave amplitude with detector D1 and simulta-
neously to count one photon with detector D2,
but such wave amplitude will be entirely due to
the vacuum field fluctuations at detector’s loca-
tion. In contrast, when detector D1 measures a
wave amplitude which is not entirely due to the
vacuum field fluctuations, then detector D2 will
always count zero photons. There is thus a kind
of complementarity between the continuous and
discrete nature of the electromagnetic field pre-
pared in a single-photon state: The observation
of a non-vacuum-yielded wave amplitude and the
count of a photon, are mutually exclusive. This
is the first main results of our work.

Furthermore, we find that the values taken by
W1 and C2 are correlated in a nonlinear manner
although the operators Ŵ1 and Ĉ2 do commute
when the detectors D1 and D2 are spatially sep-
arated. This is a purely quantum effect due to
the non-localizability of the single-photon field
which extends over the surfaces of both detec-
tors. In the jargon of probability theory, we can
say that the random variables W1 and C2 are lin-
early uncorrelated but not independent [30]. The
key tool we use to reveal this nonlinear correla-
tion is the mutual information [31], a statistical
measure that finds numerous applications in con-
temporary physics (see, e.g., [32, 33], and refer-
ences therein). This is our second main result.

The rest of this paper is organized as follows.
In section 2 we quickly present a phenomenolog-
ical quantum field theory of paraxial beams of
light, and we jot down the quantum states of the
field. In section 3 we build up and character-
ize the Hermitian quantum operators represent-
ing the wave (W) and particle (C) observables of
the electromagnetic field. In section 4 we briefly
review probability theory for quantum operators.
Next, in section 5 first we write down and dis-
cuss the formulas for the joint probability distri-
butions for the three pairs of random variables
(W1,W2), (C1, C2), and (W1, C2) describing the
results of the experiment pictured above. Then,
we apply these formulas to the cases of vacuum
and single-photon input states of the electromag-
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netic field. In section 6, we discuss the results ob-
tained in the previous section. Finally, in section
7 we briefly summarise our results and draw some
conclusions. Four appendices report detailed cal-
culations of the results presented in the main text.

2 Quantum field theory of light

In this section we give a brief overview of the
quantum field theory of paraxial light beams. We
also define and illustrate the quantum states of
the electromagnetic field that will be used later.

2.1 Paraxial quantum field operators

Following closely [34], we consider a monochro-
matic paraxial beam of light of frequency ω, prop-
agating in the z direction and polarized along the
x axis of a given Cartesian coordinate system.
In the Coulomb gauge, the electric field operator
can be written as Ê(r, t) = Φ̂(x, z, t) êx, where
r = xêx + yêy + zêz := x + zêz is the position
vector and, in suitably chosen units,

Φ̂(x, z, t) = 1√
2

[
e−iωtϕ̂(x, z) + eiωtϕ̂†(x, z)

]
,

(1)

with

ϕ̂(x, z) =
∑

µ

âµuµ(x, z). (2)

Here and below x = xex + yey is the transverse
position vector, and the elements uµ(x, z) of the
countable set of functions {uµ(x, z)}, are the so-
called spatial modes of the field labeled by the
index µ, which denotes an ordered pair of inte-
ger numbers. For example, µ = (n,m), (n,m =
0, 1, 2, . . .), for Hermite-Gauss modes, and µ =
(ℓ, p), (ℓ = 0,±1,±2, . . . , p = 0, 1, 2, . . .), for
Laguerre-Gauss modes. By hypothesis, the spa-
tial modes are solutions of the paraxial wave
equation [35], and form a complete and orthogo-
nal set of basis functions on R2, i.e.,∑

µ

uµ(x, z)u∗
µ(x′, z) = δ

(
x − x′) , (3)

with δ (x − x′) = δ (x− x′) δ (y − y′), and(
uµ, uµ′

)
= δµµ′ , (4)

respectively. Here and hereafter we use the sug-
gestive notation

(f, g) =
∫
R2
f∗(x, z)g(x, z) dx, (5)

where dx = dx dy. As usual, the annihilation and
creation operators âµ and â†

µ, respectively, satisfy
the bosonic canonical commutation relations[

âµ, â
†
µ′
]

= δµµ′ . (6)

Finally, we remark that from (1)–(5) it follows
that the dimension of Φ̂(x, z, t) is the inverse of
a length: [Φ̂] = L−1.

2.2 Quantum states of the electromagnetic
field
Consider a classical paraxial beam of light car-
rying the electric field Ecl(r, t) = Φ(x, z, t) êx,
where

Φ(x, z, t) = 1√
2

[
e−iωtϕ(x, z) + eiωtϕ∗(x, z)

]
.

(7)

Here the scalar field ϕ(x, z) is a solution of the
paraxial wave equation normalized to

(ϕ, ϕ) =
∫
R2

|ϕ(x, z)|2 dx = 1. (8)

By construction, the classical field Φ(x, z, t) is
equal to the expectation value of the quan-
tum field Φ̂(x, z, t) with respect to the coherent
state |{ϕ}⟩, i.e., Φ(x, z, t) = ⟨{ϕ}|Φ̂(x, z, t)|{ϕ}⟩,
where |{ϕ}⟩ = exp

(
â†[ϕ]− â[ϕ]

)
|0⟩, |0⟩ is the vac-

uum state of the electromagnetic field defined by
âµ|0⟩ = 0 for all µ,

â†[ϕ] =
(
ϕ̂, ϕ

)
=
∑

µ

â†
µϕµ, (9)

with ϕµ = (uµ, ϕ) [36, 34], and (2) has been used.
Note that since both the modes uµ(x, z) and the
field ϕ(x, z) are solutions of the paraxial wave
equation, then the coefficients ϕµ are independent
of z. It is not difficult to show that

[
â[ϕ], â†[ψ]

]
=(

ϕ, ψ
)
, for any pair of normalized fields ϕ(x, z)

and ψ(x, z). The field ϕ(x, z) also determines the
(improperly called) wave function of the photon,
defined by ⟨0|Φ̂(x, z, t)|1[ϕ]⟩ = e−iωtϕ(x, z)/

√
2,

where

|N [ϕ]⟩ =
(
â†[ϕ]

)N
√
N !

|0⟩, (10)
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denotes the N -photon Fock state with N =
0, 1, 2, . . ., such that N̂ |N [ϕ]⟩ = N |N [ϕ]⟩,

N̂ =
∑

µ

â†
µâµ, (11)

and ⟨N [ϕ]|M [ψ]⟩ =
(
ϕ, ψ

)N
δNM (see Supplemen-

tal Material in [34] for further details).

3 Wave-like and particle-like operators

In this section, we will construct what we call
the “wave operator” Ŵ and the “particle opera-
tor” Ĉ, which represent, respectively, the ampli-
tude W of the electric field and the number C of
counted photons of some light beam. In our jar-
gon, a wave operator is simply a Hermitian oper-
ator with a continuous spectrum, while a particle
operator is a Hermitian operator with a discrete
spectrum. Herein lies the great conceptual differ-
ence between classical and quantum mechanics.
In the former, the either continuous or discrete
character of a physical system is a property of
its description that we fix a priori. In the latter,
on the other hand, the state of a physical system
is always described by a ray in a Hilbert space,
and there are certain physical quantities relative
to the system, the so-called observables, some of
which are discrete and others continuous in char-
acter. Hence the wave-particle duality.

3.0.1 Wave-like operators

In quantum field theory, a mathematical object
like Φ̂(x, z, t) defined by (1), does not really rep-
resent a proper observable, because it is not an
Hermitian operator in the Hilbert space H of the
physical states of the electromagnetic field, but
rather an “operator valued distribution” over the
Euclidean spacetime R2 × R [37]. This can be
seen, for example, by showing that Φ̂(x, z, t) does
not map the vacuum state |0⟩ ∈ H into another
state in H. To this end, let us define the vec-
tor |ψ⟩ = Φ̂(x, z, t)|0⟩. Then, it is not difficult
to show that |ψ⟩ /∈ H because it has not a finite

norm:

⟨ψ|ψ⟩ = lim
x′→x

⟨0|Φ̂(x, z, t)Φ̂(x′, z, t)|0⟩

= 1
2 lim

x′→x
⟨0|
[
ϕ̂(x, z, t), ϕ̂†(x′, z, t)

]
|0⟩

= 1
2 lim

x′→x
δ
(
x − x′)

= ∞, (12)

where (3) has been used. This means that the
quantum fluctuations (variance) of Φ̂(x, z, t) in
the vacuum state blow up for x′ → x. Thus, to
obtain a bona fide Hermitian operator defined on
the vectors in H, we must to smear out Φ̂(x, z, t)
with a real-valued test function F (x, t) ∈ R [38,
39, 40], namely to take

Φ̂[F ] =
∫
R2×R

F (x, t)Φ̂(x, z, t) dx dt. (13)

In the case of free fields, we can choose F (x, t) =
δ(t−t0)f(x) [37, 41] where we normalize the real-
valued function f(x) as∫

R2
f(x) dx = 1, (14)

and t0 is any time. Without loss of generality,
in the remainder we will set t0 = 0. Note that
normalization condition (14) implies that the di-
mension of both f(x) and (f, f) is L−2. Then we
define the smeared field operator Ŵ := Φ̂[f ] by

Ŵ := Φ̂[f ] =
∫
R2
f(x) Φ̂(x, z, 0) dx

=
∑

µ

(
âµf

∗
µ + â†

µfµ

)
/
√

2, (15)

where fµ = (uµ, f) = |fµ|eiθµ [37, 41]. For exam-
ple, f(x) can be the Gaussian function

f(x) = 1
(a

√
π)2 e

−(x2+y2)/a2
, (16)

where a > 0 is some length. In this case Ŵ is a
smoothed form of the field averaged over a region
of area a2 [42].

More generally, the physical meaning of Ŵ
is that of a quadrature operator of the electric
field, which can be measured by a homodyne de-
tector [43]. To show this, first we write Ŵ as

Accepted in Quantum 2023-10-07, click title to verify. Published under CC-BY 4.0. 4



Ŵ =
(
f, Φ̂

)
, and then we use the definition (9) to

obtain

Ŵ = 1√
2

(
â[f ] + â†[f ]

)
. (17)

This is indeed the expression of the quadra-
ture Hermitian operator of a single mode of the
electromagnetic field [43, 44]. We remark that
since the quadrature operator has a continuum
of eigenvalues2, then the smeared field Ŵ has a
continuum spectrum too.

If one prefers to work with the original opera-
tors âµ associated with the modes uµ(x, z), then
Ŵ is given by a weighted sum of quadrature op-
erators. This can be seen by rewriting

Ŵ =
∑

µ

|fµ| x̂µ, (18)

where, by definition,

x̂µ :=
(
âµe

−iθµ + â†
µe

iθµ
)
/
√

2, (19)

is the quadrature Hermitian operator of the field
component with respect to the mode uµ(x, z) [27].

From (14) and (15) it follows that the dimen-
sion of Ŵ = Φ̂[f ] is L, as that of the original
operator Φ̂(x, z, 0). For later purposes, it is use-
ful to calculate the finite variance σ2 of Ŵ with
respect to the vacuum state:

σ2 = ⟨0|Ŵ 2|0⟩

= (f, f) /2. (20)

In the remainder we will consider a set
of M different test functions {fn(x)} =
{f1(x), . . . , fM (x)}, each normalized according to
(14). The function fn(x) characterizes the action
of detector Dn, when the latter is set to mea-
sure the amplitude of the electric field of light
falling on it (see, e.g., [45, 46] and §9 of [47] for a
thorough discussion about measurements of the
strength of a quantum field).

In practice, each detector Dn has a limited ac-
tive surface area. Let Dn ∈ R2, (n = 1, 2, . . . ,M)
denote the domain in the xy-plane occupied by
the active surface of detector Dn. In principle,
Dn may have any shape, we only require that
Dn ∩ Dm = ∅ if m ̸= n. With 1n(x) we denote

2See, for example, Eq. (11.8) in Ref. [43].

the indicator function of the domain Dn defined
by

1n(x) =
{ 1, for x ∈ Dn,

0, for x ̸∈ Dn.
(21)

Note that, by definition,

1n(x)1m(x) = δnm1n(x). (22)

Then, we can take fn(x) = 1n(x)f(x−xn), where
f(x − x0) is any smooth function concentrated in
the neighborhood of x0, such that∫

R2
fn(x) dx =

∫
Dn

f(x − xn) dx

≈
∫
R2
f(x − xn) dx = 1. (23)

With this choice we have fn(x)fm(x) = 0 for n ̸=
m.

Using (15) with f = fn, we obtain M smeared
fields Ŵn := Φ̂[fn] atM spatially separated points
x1,x2, . . . ,xM in the xy-plane. We can then
write

Ŵn =
∑

µ

(
âµf

∗
nµ + â†

µfnµ

)
/
√

2, (24)

where fnµ = (uµ, fn), and

σ2
n = (fn, fn) /2, (n = 1, . . . ,M). (25)

3.0.2 Particle-like operators

We consider now the “intensity” operator Î(x, z)
defined by Î(x, z) = ϕ̂†(x, z)ϕ̂(x, z). This quan-
tity can be interpreted as a photon-number oper-
ator per unit transverse surface, because∫

R2
Î(x, z) dx = N̂ , (26)

where N̂ is defined by (11).
We then define the photon-counting operator

Ĉn := Î[1n], (n = 1, . . . ,M) representing the ac-
tion of detector Dn when the latter is set to count
the number of photons impinging on it, as

Ĉn := Î[1n] =
∫
R2

1n(x) Î(x, z) dx

=
(
ϕ̂,1nϕ̂

)
=
∑
µ,ν

â†
µâν1nµν , (27)
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where

1nµν = (uµ,1nuν). (28)

By diagonalizing the linear operator whose ma-
trix elements are 1nµν , it is not difficult to find
the discrete eigenvalues and eigenvectors of Ĉn,
but it is not necessary to do this. We need only
to note that by definition the discrete spectrum
of Ĉn gives the number of photons counted by
detector Dn. Note also that Ĉn is dimensionless.

3.1 Commutation relations

In the remainder we will need to use commutation
relations for the wave and photon-counting oper-
ators Ŵn and Ĉn. Such relations are calculated
in Appendix A, and the results are:[

Ŵm, Ŵn
]

= 0, (29)[
Ĉm, Ĉn

]
= 0, (30)

[
Ŵm, Ĉn

]
= δnm√

2

{(
fn, ϕ̂

)
−
(
ϕ̂, fn

)}
, (31)

where m,n = 1, 2, . . . ,M . Since all commuta-
tors above are zero for m ̸= n, then all the wave
an particle observables associated with different
detectors are compatible and can be measured si-
multaneously.

4 Probability distributions
In random variable theory, the probability dis-
tribution or probability density function (p.d.f.)
pQ(q) of a M -dimensional random variable Q =
(Q1, Q2, . . . , QM ), can be written as pQ(q) =
⟨δ(Q − q)⟩, where ⟨· · · ⟩ denotes average over all
possible realization of Q, and

δ(Q − q) =
M∏

n=1
δ(Qn − qn), (32)

[48]. Similarly, in quantum mechanics the spec-
tral theorem [29] shows that given a Hermitian
operator Q̂ and a vector state |ψ⟩ of norm 1, we
can calculate the expectation value of any regular
function F (Q̂) of Q̂ with respect to |ψ⟩, either as
⟨F (Q̂)⟩ = ⟨ψ|F (Q̂)|ψ⟩, or as

⟨F (Q̂)⟩ =
∫
R
F (q) pQ(q) dq, (33)

where the p.d.f. pQ(q) of the random variable Q
associated with the operator Q̂, is defined by

pQ(q) = ⟨ψ|δ
(
Q̂− q

)
|ψ⟩, (34)

(see, e.g., sec. 3-1-2 in [41], problem 4.3 in [42],
or [29]). Using the Fourier representation of the
Dirac delta function δ(z) =

∫
R e

iαz dα/(2π), it is
straightforward to show that

pQ(q) = 1
2π

∫
R

⟨ψ|eiαQ̂|ψ⟩e−iαq dα, (35)

where ⟨ψ| exp(iαQ̂)|ψ⟩ is the so-called quantum
characteristic function [49].

The advantage of this formulation is that we
can calculate pQ(q) without knowing the spec-
trum of Q̂. Of course, if the latter were known,
the calculation of pQ(q) would be trivial. To see
this, suppose that Q̂ is the position operator such
that Q̂|q⟩ = q|q⟩. Then, from (34) and a straight-
forward calculation it follows the well-known re-
sult

pQ(q) = |⟨q|ψ⟩|2 = |ψ(q)|2 . (36)

5 Measuring the wave-like and
particle-like aspects of light
Consider three different experiments where a light
beam prepared in theN -photon Fock state |N [ϕ]⟩
impinges upon a screen where two detectors are
placed at two spatially separated points in the xy-
plane, as shown in Fig. 1. In the first experiment
the detectors are set up to measures the ampli-
tudes W1 and W2 of the electric field of the light
falling on them. In the second experiment the de-
tectors are set up to count the number of photons
C1 and C2. Finally, in the third and last experi-
ment detector D1 measures the electric field am-
plitude W1, and detector D2 counts the number
of photons C2.

The outcomes of these experiments can be de-
scribed by the three pairs of random variables
(W1,W2), (C1, C2) and (W1, C2), distributed ac-
cording to

(W1,W2) ∼ pW1W2(N,w1, w2),

(C1, C2) ∼ pC1C2(N, c1, c2),

and

(W1, C2) ∼ pW1C2(N,w, c),
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where either N = 0 (vacuum state, we calculate
it for comparison), or N = 1 (single-photon state,
the case of interest). Using the methods outlined
in Sec. 4, these three p.d.f.s are calculated in Ap-
pendices B, C and D, according to the formulas

pW1W2(N,w1, w2)

= ⟨N [ϕ]|δ
(
Ŵ1 − w1

)
δ
(
Ŵ2 − w2

)
|N [ϕ]⟩, (37)

pC1C2(N, c1, c2)

= ⟨N [ϕ]|δ
(
Ĉ1 − c1

)
δ
(
Ĉ2 − c2

)
|N [ϕ]⟩, (38)

and

pW1C2(N,w, c)

= ⟨N [ϕ]|δ
(
Ŵ1 − w

)
δ
(
Ĉ2 − c

)
|N [ϕ]⟩, (39)

where the N -photon Fock state |N [ϕ]⟩ is defined
by (10). Note that there is not an operator order-
ing problem in the definitions (37)-(39) because
all the operators involved do commute.

5.1 Single detector

For illustration purposes, here we calculate the
probability distributions of W and C alone, as if
a single detector were present. In these two cases
we have W ∼ pW (N,w) and C ∼ pC(N, c), where

pW (N,w) = ⟨N [ϕ]|δ
(
Ŵ − w

)
|N [ϕ]⟩, (40)

pC(N, c) = ⟨N [ϕ]|δ
(
Ĉ − c

)
|N [ϕ]⟩, (41)

with N = 0 and N = 1.

5.1.1 Vacuum state

In the simplest case of input vacuum state, that
is N = 0, we have from (B.14) and (C.3),
pW (0, w) := p0(w) and pC(0, c) := p0(c), respec-
tively, where

p0(w) =
(
2πσ2)−1/2 exp

(
− w2

2σ2

)
, (42)

p0(c) = δ(c), (43)

and, as in (20), here σ2 = (f, f)/2 fixes the vari-
ance of the smeared field Ŵ in the vacuum state.
As expected, p0(w) and p0(c) are the p.d.f.s of

a continuous and a discrete random variable, re-
spectively.

Equation (42) shows a well-know result from
the quantum theory of free fields: the field am-
plitude in the ground (vacuum) state follows a
Gaussian probability distribution that is centred
on the value zero. The quantum field fluctu-
ations are fixed by the smearing function via
σ2. For example, if f(x) is given by (16), then
σ2 = 1/(4πa2). This implies that when the linear
dimension a of the region in which the field am-
plitude is measured shrinks to zero, the quantum
fluctuations become huge, eventually becoming
infinite for a → 0 [42].

Equation (43) gives the trivial p.d.f. of a
discrete-type random variable with a probabil-
ity mass function that takes a single value:
Prob(C = 0) = 1. Physically this means that
in the vacuum state of the electromagnetic field,
the probability to count one or more photons is
equal to zero, as it should be.

5.1.2 Single-photon state

Next, we write down the probability distributions
(40) and (41) with respect to the single-photon
state (N = 1). From (B.39) and (C.23), we have

pW (1, w) =
(
1 − |s|2

)
p0(w) + |s|2p1(w), (44)

pC(1, c) = (1 − P ) δ(c) + P δ(c− 1), (45)

where p0(w) and p1(w) = p0(w)w2/σ2 are given
by (42) and (B.40), respectively. Moreover, we
have set

s = (ϕ, f)
(f, f)1/2 , and P = (ϕ,1ϕ) ≥ 0, (46)

with 1(x) denoting the indicator function of the
domain D representing the active area of the sin-
gle detector. As usual, f denotes the smearing
function. The physical meaning of the two key
parameters s and P is the following. By defini-
tion, f̃ := f/(f, f)1/2 is normalized to (f̃ , f̃) = 1,
as is (ϕ, ϕ) = 1, due to (8). Therefore, from the
field-quadrature interpretation (17) of the wave
operator Ŵ , it follows that s = (ϕ, f̃) quantifies
the mode-matching between the single-photon
field ϕ and the spatial mode f̃ of the supposed lo-
cal oscillator that would perform the homodyne
measurement of the quadrature Ŵ . The better
the matching, the greater the value of |s|2. The
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parameter P , here rewritten as

P =
∫

D
|ϕ(x, z)|2 dx, (47)

gives the fraction of the intensity |ϕ(x, z)|2 of the
incident beam that falls upon the detector sur-
face.

From (44) it is easy to calculate the average
value E[W ] = 0, and the variance σ2

W of W ,

σ2
W = E[W 2] − (E[W ])2 = σ2(1 + 2|s|2). (48)

Equation (48) shows that the quantum fluctua-
tions of the field in the single-photon state are
always bigger that the fluctuations in vacuum.
Similarly, from (45) it follows that

E[C] = P = E[C2], (49)

so that the variance σ2
C of C is

σ2
C = E[C2] − (E[C])2 = P (1 − P ). (50)

Equation (44) shows that pW (1, w) is a so-
called mixture distribution (see, e.g., Sec. 3.5 of
Ref. [30]), that is a convex combination of the
elementary distributions p0(w) and p1(w), with
weights 1 − |s|2 and |s|2, respectively. From a
physical point of view, this means that when we
measure some amplitude w of the field, there is a
probability 1 − |s|2 that this amplitude was sam-
pled from the “vacuum distribution” p0(w), and
a probability |s|2 that it was sampled from the
“single-photon distribution” p1(w), instead. This
ambiguity can be reduced in one direction or the
other by varying |s|. When |s| = 0 only the vac-
uum state contribute to pW (1, w). This is clear.
However, if |s| = 1, the contribution of the vac-
uum to w will be zero, and

pW (1, w) = p1(w) = p0(w)w
2

σ2 . (51)

This kind of distribution is known as the Maxwell
distribution of speeds in statistical physics when
w ≥ 0 (see, e.g., Sec. 7.10 in [50]). Note that at
w = 0 we have pW (1, 0) = p0(0)(1 − |s|2), with
1 − |s|2 ≤ 1 from (46) and the Cauchy–Schwarz
inequality. This s-dependent dip at w = 0, is the
signature of the single-photon state with respect
to the vacuum state, as illustrated by Fig. 2.

The p.d.f. (45) of the discrete random variable
C gives Prob(C = 0) = 1 − P , and Prob(C =
1) = P , where P is given by (46).

|s|= 0.0

|s|= 0.5

|s|= 0.7

|s|= 1.0

-4 -2 0 2 4
0.0

0.1

0.2

0.3

0.4

0.5

w/σ

σ
p W

(1
,w
)

Figure 2: Plots of pW (1, w) given by (44) for different
values of |s| ∈ [0, 1]. The blue dot-dashed curve for
|s| = 0 is equal to the p.d.f. for the vacuum state
pW (0, w). When the superposition between the cross
section of the beam and the detector surface increases,
the central value pW (1, 0) decreases to zero. Note that
from (44) it directly follows that all the curves plotted
here intersect at w = σ.

5.2 Two detectors

When there are two detectors located in two dif-
ferent places in the xy-plane, as shown in Fig. 1,
we can choose between three different possibilities
of detection: a) wave-wave detection; b) particle-
particle detection; and c) wave-particle detection.
In the remainder of this section we will analyze
in detail these three cases.

5.2.1 a) Wave-wave detection

For the vacuum state and M = 2, (B.15) gives

pW1W2(0, w1, w2) = p0(w1) p0(w2)

:= p0(w1, w2), (52)

where p0(w) is defined by (42). Thus, the joint
p.d.f. is the product of the marginal probability
distributions p0(w1) and p0(w2). Therefore, the
two random variables W1 and W2 defined by both
the operators Ŵ1, Ŵ2 and the quantum vacuum
state |0⟩, are independent.

For the single-photon state |1[ϕ]⟩, equations
(B.36)-(B.37) give

pW1W2(1, w1, w2) =
(
1 − |s|2

)
p0(w1, w2)

+ |s|2 p1(w1, w2), (53)

which is, as in the single-detector case, a mixture
distribution. In this equation s = (s1, s2), with
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|s|2 = |s1|2 + |s2|2, and

p1(w1, w2) = p0(w1, w2)
∣∣∣∣w1
σ1

s1
|s|

+ w2
σ2

s2
|s|

∣∣∣∣2 ,
(54)

where

σ2
n = (fn, fn)

2 , (n = 1, 2), (55)

and

sn = (ϕ, fn)
(fn, fn)1/2 = (ϕ, fn)√

2σn

, (n = 1, 2). (56)

By definition |sn| ≤ 1. However, the exis-
tence of (53) imposes the further joint condition
|s1| + |s2| ≤ 1. A pictorial representation of the
distribution pW1W2(1, w1, w2) is shown in Fig. 3.

a) b)

c) d)

Figure 3: Plots of pW1W2(1, w1, w2) := pW(1,w) given
by (53) for s1 = s2 = s ∈ R, and: a) s = 0, (equal to
the p.d.f. for the vacuum state); b) s = 0.2; c) s = 0.5;
d) s = 0.7. The maximum permitted value for s is s =
1/

√
2 ≈ 0.71. Note the “dip” at w1/σ1 + w2/σ2 = 0,

analogous to the one occurring for the single-detector
case.

The set of parameters that characterize the bi-
variate distribution (53) can be straightforwardly
calculated. The average values are equal to zero,
i.e., E[W1] = 0 = E[W2]. The variances are:

σ2
Wn

:= E[W 2
n ] = σ2

n(1 + 2|sn|2), (57)

with n = 1, 2, and the covariance is

E[W1W2] = σ1σ2 (s1s
∗
2 + s∗

1s2) . (58)

If we choose the smearing functions f1 and f2
and the location of the two detectors such that
σ1 = σ2 :=σ and s1 = s2 := s, then using (57)-
(58) we find the following correlation coefficient:

E[W1W2] − E[W1] E[W2]
σW1σW2

= 2 |s|2

1 + 2 |s|2

≤ 1
2 . (59)

The latter inequality follows from the condition
0 ≤ 1 − |s1|2 − |s2|2, which becomes |s|2 ≤ 1/2
in the present case. A positive correlation co-
efficient between W1 and W2 means that when
W1 increases then W2 also increases, and when
W1 decreases then W2 also decreases. The min-
imum value 0 of the correlation coefficient (59)
is attained when s = 0. This may occur in two
different ways: either a) both detectors have fi-
nite active surface but are located outside the sec-
tion of the beam on the detection screen, or b)
the detectors are placed within the section of the
beam, but they are point-like detectors with zero-
size active surface. Case a) is trivial and implies
pW1W2(1, w1, w2) = p0(w1, w2). Case b) is more
interesting because it shows that the amplitudes
of the field measured by any pair of point-like de-
tectors are always uncorrelated. This is due to the
fact that a quantum field wildly fluctuates when
it is strongly localized. To see this, let us take
f(x) as in (16), so that (f, f) = 1/(2πa2) = 2σ2.
Then, to achieve s1 = s2 = s we must as-
sume that the two point-like detectors are lo-
cated at x1 and x2 chosen in such a way that
|ϕ(x1, z)| = |ϕ(x2, z)|. In this case from (55) and
a ≈ 0, it follows that

|s|2 = |(ϕ, f)|2

2σ2 ≈
√

2π a |ϕ(x1, z)|2. (60)

Since |ϕ(x1, z)|2 is always a finite quantity for any
physically realisable light beam, then |s|2 → 0
when the size a of the detectors goes to zero. But
when a → 0, the quantum fluctuations blow up
because σ2 = 1/(4πa2) → ∞.

It is interesting to note that when either s1 = 0
or s2 = 0, the two random variables W1 and W2
become independent. However, when both s1 ̸= 0
and s2 ̸= 0, then W1 and W2 are not indepen-
dent although the two corresponding operators
Ŵ1 and Ŵ2 do commute. This is a consequence
of the non-localizability of the single-photon field
ϕ(x, z), whose section in the xy-plane extends
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over both regions D1 and D2 covered by the ac-
tive surfaces of the two detectors D1 and D2. In
fact, the joint p.d.f. pW1W2(1, w1, w2) is deter-
mined by both the operators Ŵ1, Ŵ2 and the
quantum state |1[ϕ]⟩. Therefore, it is the spatial
transverse extension of the light field ϕ(x, z) that
establishes a correlation between the two random
variables W1 and W2. Very similar conclusions
were reached in Ref. [51] where the authors in-
vestigated, in their own words, “the delocalized
state formed by a photon” using homodyne to-

mography.

5.2.2 b) Particle-particle detection

For the vacuum state and M = 2, (C.2) gives

pC1C2(0, c1, c2) = δ(c1) δ(c2). (61)

This equation simply shows that in the vacuum
state we always count zero photons.

More interesting is the single-photon state case,
for which (C.21) gives

pC1C2(1, c1, c2) = (1 − P1 − P2) δ(c1) δ(c2) + P1 δ(c1 − 1) δ(c2) + P2 δ(c1) δ(c2 − 1), (62)

where

Pn = (ϕ,1nϕ) ≤ 1, (n = 1, 2), (63)

is the fraction of the intensity of the beam im-
pinging upon the nth detector. Note that the first
term in (62) enforces the constraint P1 + P2 ≤ 1.
Using (62) it is not difficult to calculate

E[(Cn)k] = Pn, (k ∈ N), (64)

with n = 1, 2, and

E[C1C2] = 0. (65)

The latter two equations imply for the correlation
coefficient,

E[C1C2] − E[C1] E[C2]
σC1σC2

= −
√

P1P2
(1 − P1)(1 − P2)

≥ −1, (66)

where (50) has been used. A negative correlation
means that there is an inverse relationship be-
tween the random variables C1 and C2. In phys-
ical terms this means that when the number of
photons counted byD1 increases, the one counted
by D2 must decrease, and vice versa. This is
a consequence of both the fixed the number of
photons in Fock states and the non-localizability
of the electromagnetic field, which we have pre-
viously discussed. Differently from (59), here
the correlation coefficient can achieve the mini-
mum value −1, which means perfect anticorre-
lation between C1 and C2. This occurs when

P1 = P2 = 1/2, which means that we are us-
ing a split detector to count photons in each half
of the beam. In this case, the first term in (62)
(the vacuum contribution), goes to zero.

5.2.3 c) Wave-particle detection

This is the last and more interesting case. By hy-
pothesis, detector D1 measures the electric-field
amplitude W1 of a portion of the impinging light
beam, and detectorD2 counts the number of pho-
tons C2 in a different portion of the same beam.
For the vacuum state (D.2) gives

pW1C2(0, w, c) = p0(w) δ(c), (67)

as expected. This result is very simple and there
is not much to say about it.

Conversely, for the single-photon state from
(D.7) we have,

pW1C2(1, w, c) =
(
1 − P

)
δ(c) q1(w)

+ P δ(c− 1) p0(w), (68)

where p0(w) is given by (42), s and P are de-
fined by (46), and the mixed distribution q1(w)
is defined by

q1(w) :=
(

1 − |s|2

1 − P

)
p0(w)

+ |s|2

1 − P
p1(w), (69)

where p1(w) is defined by (51). Note that q1(w)
coincides with pW (1, w) given by (44), if in the
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latter we replace |s|2 with |s|2/(1 − P ). The first
term in (69) is due to the vacuum-field fluctu-
ations, while the second term accounts for the
ϕ-dependent contribution from the single-photon
field. This distribution is illustrated in Fig. 4.

Figure 4: Plot of the probability distribution q1(w) given
by (69). By definition 0 ≤ |s|2/(1 − P ) ≤ 1, because
|s|2 → 0 when P → 1. When |s|2/(1 − P ) = 0, we
recover the vacuum-field distribution, that is q1(w) =
p0(w). In contrast, when |s|2/(1 − P ) = 1, we have
q1(w) = p1(w), where p1(w) is defined by (51). In this
limit q1(w) receives no contribution from the vacuum
field, and the dip at w = 0 is again the hallmark of the
single-photon field.

The meaning of the two terms in (68) should be
clear. The first term tells us that there is a prob-
ability 1−P that the pair of observables (W1, C2)
takes the values (w, 0), with the wave amplitude
w being sampled either from the vacuum-field dis-
tribution p0(w) with probability 1 − |s|2/(1 −P ),
or from the single-photon distribution p1(w) with
probability |s|2/(1 − P ). The second term shows
that whenever we measure the pair of values
(W1, C2) = (w, 1), then the value of w has been
sampled from the vacuum distribution with cer-
tainty. This demonstrates the mutually exclu-
sively dual nature, discrete and continuous, of the
single-photon field.

The first two moments that characterize the
p.d.f. (68), are

E[W1] = 0, E[C2] = P, (70)

and

E[W 2
1 ] = σ2

(
1 + 2|s|2

)
, (71)

E[C2
2 ] = P, (72)

E[W1C2] = 0. (73)

This implies

σW1 =
√

E[W 2
1 ] − (E[W1])2 = σ2(1 + 2|s|2),

(74)

σC2 =
√

E[C2
2 ] − (E[C2])2 =

√
P (1 − P ), (75)

with 0 ≤ P ≤ 1. Therefore, from (70)-(75) it
follows that the linear correlation coefficient of
W1 and C2 is zero:

E[W1C2] − E[W1] E[C2]
σW1 σC2

= 0. (76)

Interestingly, the positivity of the first term in
the distribution (69) implies the condition 1 −
|s|2 − P ≥ 0, which results in the inequality

|s|2 + P ≤ 1. (77)

This simple expression somehow quantifies wave-
particle duality in that it establishes a connec-
tion between the probability |s|2 that the photon
reaches the wave detector D1, thus revealing its
wave-like nature, and the probability P that it
hits the particle detector D2, then manifesting
its particle-like character.

6 Discussion of the results
6.1 Comparison of the linear correlations
To begin with, let us compare the linear cor-
relation coefficients of (W1,W2), (C1, C2), and
(W1, C2), given by (59), (66), and (76), respec-
tively, that we rewrite here as

ρW1W2 := E[W1W2] − E[W1] E[W2]
σW1σW2

≤ 1
2 , (78)

ρC1C2 := E[C1C2] − E[C1] E[C2]
σC1σC2

≥ −1, (79)

and

ρW1C2 := E[W1C2] − E[W1] E[C2]
σW1σC2

= 0. (80)

In the wave-wave detection case the two “wave-
like” random variables W1 and W2 are linearly
(positively) correlated, but their the correlation
coefficient ρW1W2 can not reach the maximum
value 1, even in the best case scenario with
σ1 = σ2 :=σ and |s1|2 = |s2|2 = 1/2, when the
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vacuum contribution to pW1,W2(1, w1, w2) goes to
zero. The constraint ρW1W2 ≤ 1

2 follows from the
rightmost “interference term” in (54), yielding to
(58). This term causes a dispersion of the values
of w1 and w2 around the two peaks of the proba-
bility distribution pW1W2(1, w1, w2), as shown in
Fig. 3 d), and it is due to the non-local char-
acter of the single-photon field that covers both
detectors, as previously discussed.

Vice versa, in the particle-particle case the (sin-
gular) probability distribution pC1C2(1, c1, c2) is
strictly localized in the c1c2-plane around the
three points (c1, c2) = (0, 0), (c1, c2) = (0, 1) and
(c1, c2) = (1, 0). In idealized experimental con-
ditions where the two detectors have 100% ef-
ficiency and intercept completely the light beam
(that is, P1 = P2 = 1/2), the first point (c1, c2) =
(0, 0) cannot occur thus yielding perfect anticor-
relation between C1 and C2, that is ρC1C2 = −1.
In other words, it is the localized nature of the
single-photon detection process that yields max-
imal anticorrelation.

Finally, in the wave-particle detection case the
continuous-discrete mixture probability distribu-
tion pW1C2(1, w, c) generates two sets of sample
points that lay in the wc-plane on the lines c = 0
and c = 1, respectively. The points on the
line c = 0 are sampled from the (single-photon)
distribution q1(w), while the points on the line
c = 1 are generated by the (vacuum) distribu-
tion p0(w), as implied by (68). From a physical
point of view, the two distributions q1(w) and
p0(w) differs because of the local nature of the
single-photon detection process (a photon cannot
be split in two): when the photon is measured
in the part of the field intercepted by the wave-
detector D1, the field values follow the distribu-
tion q1(w). Vice versa, when the photon falls
on the particle-detector D2, the field amplitudes
measured by D1 are due solely to vacuum field
fluctuations. From a mathematical point of view,
q1(w) ̸= p0(w) implies that the probability den-
sity function pW1C2(1, w, c) is not separable with
respect to the variables w and c. The physical
counterpart of this statement is that the random
variables W1 and C2 are not independent, that is

pW1C2(1, w, c) ̸= pW1(1, w)pC2(1, c), (81)

where the marginal distributions pW1(1, w) and
pC2(1, c) are given by (44) and (45), respectively.
This implies, surprisingly enough, that there ex-
ist nonlinear (quadratic, cubic, etc.,) correlations

between the wave-like (continuous) random vari-
able W1 and the particle-like (discrete) one C2.
In fact, it is not difficult to show that the first
nonzero correlation coefficient is given by the
quadratic (with respect to W1), central moment
of the wave-particle distribution pW1C2(1, w, c),
that is

E
[(
W 2

1 − E[W 2
1 ]
)
(C2 − E[C2])

]
= −2σ2|s|2P.

(82)

Thus, (80) and (82) show that there is no linear
dependence between the wave and particle ran-
dom variables W1 and C2, but there is at least a
quadratic one [30]. Now we will describe a prac-
tical way to quantify such nonlinear dependence.

6.2 Quantifying the nonlinear dependence:
The mutual information
It is well known in probability theory that when
random variables are correlated in a non-linear
manner one must use more suitable measures
of dependence such as the mutual information
[31]. Mutual information of W1 and C2 tells how
different the joint distribution pW1C2(1, w, c) is,
from the product of the marginal distributions
pW1(1, w) and pC2(1, c). In practice, mutual in-
formation quantifies the reduction in the average
uncertainty about one random variable given the
knowledge of another. Thus, large values of mu-
tual information indicate high reduction in un-
certainty; small values of mutual information de-
note low reduction; and zero mutual information
means that the two random variables are inde-
pendent. We stress that here the term “uncer-
tainty” is referring to the values taken by the ran-
dom variables W1 and C2, and it should not be
confused with the well-known Heisenberg uncer-
tainty, which refers to non-compatible, conjugate
observables, which, differently from W1 and C2,
cannot be measured simultaneously. Clearly, for
conjugate observables a joint probability distri-
bution cannot be calculated and, consequently,
mutual information cannot be defined.3

For a mixture of discrete and continuous vari-
ables the mutual information can be written as
[54],

I(W1;C2) = h(W1) + H(C2) − H(W1, C2), (83)

3However, using Wigner’s functions and linear entropy,
a different form of mutual information can be defined also
for non-compatible observables [52, 53].
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where we have defined the continuous (differen-
tial), discrete and mixed entropies, h(W1), H(C2),
and H(W1, C2), respectively, as

h(W1) = −
∫
R
pW1(1, w) ln

[
pW1(1, w)

]
dw, (84)

H(C2) = −P lnP − (1 − P ) ln(1 − P ), (85)

and

H(W1, C2) = −
1∑

i=0

∫
R
gi(w) ln

[
gi(w)

]
dw. (86)

The two functions g0(w) and g1(w) are defined
by

g0(w) := (1 − P )q1(w), g1(w) :=Pp0(w), (87)

where q1(w) is given by (69). The quantities in
(84)-(86) can be calculated explicitly, for exam-
ple by using Mathematica [55]. We do not write
down the formulae here as they are very com-
plicated and not particularly enlightening. How-
ever, we plot I(W1;C2) in Fig. 5. The existence of

Figure 5: Plot of I(W1;C2) given by (83). Note that
the domain of the function is the region of the |s|2P -
plane defined by 1−|s|2 −P ≥ 0 (gray area in the plot).
For point-like detectors we have P, |s|2 ≪ 1, so that
I(W1;C2) ≈ P |s|4/(1 − P ).

a nonzero mutual information witnesses the pres-
ence of a nonlinear relationship between the wave
and the particle observables W1 and C2, respec-
tively. This is the main result of this paper.

The maximum value of the mutual information
is achieved for P = 1−|s|2 ≈ 0.47, and it is given
by max[I(W1;C2)] ≈ 0.18. To understand what
this number means, we compare the maximum
of I(W1;C2) with the maximum of I(C1;C2), the

latter being given by

I(C1;C2) = −(1 − P1) ln(1 − P1)

− (1 − P2) ln(1 − P2)

+ (1 − P1 − P2) ln(1 − P1 − P2).
(88)

In this case we have max[I(C1;C2)] = ln 2, which
is the maximum value attainable by the mutual
information of two dichotomic discrete random
variables. Therefore,

max[I(W1;C2)]
max[I(C1;C2)] ≈ 0.26 ∼ 1

3 . (89)

This result tells us that the maximum value of
the mutual information of W1 and C2, which are
linearly uncorrelated, is about one third of the
maximum of the mutual information of C1 and
C2, which can be, instead, perfectly anticorre-
lated. Thus, the nonlinear correlation between
W1 and C2 is by no means negligible.

7 Conclusions
Discussions on the interpretation of light phe-
nomena in terms of waves or particles are cen-
turies old [56]. When finally the wave nature
of light took over at the end of the 19th cen-
tury, quantum mechanics arrived to challenge it
again. Nowadays, the debate on the particle ver-
sus wave interpretation of light is still ongoing
and is largely based on the fact that waves in-
terfere, while particles do not. In fact, “wave-
particle duality” has recently become synony-
mous with “interferometric duality” [15]. The
purpose of this paper was to present the wave-
particle duality from a novel point of view, based
on the very idea that the amplitudes of waves
can vary smoothly, and particles can be counted.
Thus, we have described wave-particle duality as
continuous-discrete duality. The two main results
of this work can be summarized as follows.

1. We have shown the existence of a nontriv-
ial complementarity between the continu-
ous and discrete nature of the electromag-
netic field prepared in a single-photon state.
In practice, it is not possible to simultane-
ously measure a nonzero wave amplitude not
yielded by the vacuum field, and to count
one photon in two separate parts of the same
beam of light.
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2. We have found that the continuous and dis-
crete random variables representing the re-
sults of repeated measurements of the wave
amplitudes and counting of the photons, re-
spectively, are linearly uncorrelated but not
independent. We use mutual information as
a statistical measure of such dependence.

We would like to remark that our study does not
cover fermionic (matter) fields. However, the ex-
tension of our formalism to fermionic fields should
be straightforward [57, 58]. In the end, we be-
lieve that this work can stimulate the use of the
probabilistic techniques used here, in various ap-
plications of quantum mechanics. For example,
it could be interesting to test local realism (Bell’s
inequality and the like), using higher-order corre-
lation functions and mutual information to quan-
tify the distance between classical and quantum
probability distributions.
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A Commutation relations
A.1 Amplitude operators
Let {f} = {f1(x), f2(x), . . . , fM (x)} be a set of M smooth real functions, such that

(fn, fm) =
∫
R2
fn(x)fm(x) dx

= δnm, (n,m = 1, 2, . . . ,M), (A.1)

where, here and hereafter, dx = dx dy, dx′ = dx′ dy′, et cetera. Given the field

Φ̂(x, z, t) = 1√
2

[
e−iωtϕ̂(x, z) + eiωtϕ̂†(x, z)

]
, (A.2)

with

ϕ̂(x, z) =
∑

µ

âµuµ(x, z), (A.3)

we can use the functions {f} to build the set of M Hermitian operators
{
Φ̂(z)

}
={

Φ̂1(z), Φ̂2(z), . . . , Φ̂M (z)
}
, defined by

Ŵn(z) =
(
fn, Φ̂(x, z, 0)

)
=
∫
R2
fn(x)Φ̂(x, z, 0) dx

= 1√
2
∑

µ

(
âµf

∗
nµ + â†

µfnµ

)
, (n = 1, 2, . . . ,M), (A.4)

where fnµ = fnµ(z), with

fnµ(z) = (uµ, fn)

=
∫
R2
u∗

µ(x, z)fn(x) dx. (A.5)

Next, we calculate the commutator[
Ŵn(z), Ŵm(z)

]
=
[
(fn, Φ̂), (fm, Φ̂)

]
= 1

2
∑
µ,ν

[
âµ(fn, uµ) + â†

µ(fn, u
∗
µ), âν(fm, uν) + â†

ν(fm, u
∗
ν)
]

= 1
2
∑

µ

[
(fn, uµ)(uµ, fm) − (fm, uµ)(uµ, fn)

]
= 1

2
[
(fn, fm) − (fm, fn)

]
= 0, (A.6)

where we have used[
âµ, â

†
ν

]
= δµν ,

[
âµ, âν

]
= 0, and

∑
µ

uµ(x, z)u∗
µ(x′, z) = δ(x − x′), (A.7)

with δ(x − x′) = δ(x − x′)δ(y − y′). Note that from fn(x) ∈ R it follows that (fn, fm) = (fm, fn), so
that the commutator (A.6) would be zero even if (A.1) were not satisfied.
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A.2 Intensity operators
Let us define the “intensity” operator Î(x, z) as,

Î(x, z) = ϕ̂†(x, z)ϕ̂(x, z)

=
∑
µ,ν

â†
µâνu

∗
µ(x, z)uν(x, z). (A.8)

By definition ∫
R2

Î(x, z) dx =
∑

µ

â†
µâµ, (A.9)

where the orthogonality relation

(uµ, uν) =
∫
R2
u∗

µ(x, z)uν(x, z) dx = δµν , (A.10)

has been used.
Let {1} = {11(x),12(x), . . . ,1M (x)} be a set of M indicator functions with disjoint compact sup-

ports. By definition

supp{1n}
⋂

supp{1m} = ∅ if n ̸= m, (A.11)

or, equivalently,

1n(x)1m(x) = δnm1n(x), (n,m = 1, 2, . . . ,M). (A.12)

We assume that they are normalized to some areas An (typically the area of the active surface of a
detector), defined by ∫

R2
1n(x) dx =

∫
Dn

dx = An, (A.13)

where Dn = supp{1n}. Using these functions, we define the “counting operator” Ĉn, as

Ĉn =
(
1n, Î(x, z)

)
=
∫
R2

1n(x) Î(x, z) dx

=
∑
µ,ν

â†
µâν

∫
R2
u∗

µ(x, z)1n(x)uν(x, z) dx

=
∑
µ,ν

â†
µâν1nµν , (A.14)

where 1nµν = 1nµν(z), with

1nµν(z) = (uµ,1nuν). (A.15)

Next, we calculate the commutator[
Ĉn(z), Ĉm(z)

]
=
[
(1n, Î), (1m, Î)

]
=
∑
µ,ν

∑
α,β

[
â†

µâν1nµν , â
†
αâβ1mαβ

]
=
∑
µ,ν

∑
α,β

1nµν1mαβ

[
â†

µâν , â
†
αâβ

]
. (A.16)
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Using the commutator relation[
ÂB̂, ĈD̂

]
= Â

[
B̂, Ĉ

]
D̂ +

[
Â, Ĉ

]
B̂D̂ + ĈÂ

[
B̂, D̂

]
+ Ĉ

[
Â, D̂

]
B̂, (A.17)

with Â = â†
µ, B̂ = âν , Ĉ = â†

α and D̂ = âβ , we find[
â†

µâν , â
†
αâβ

]
= â†

µ

[
âν , â

†
α

]︸ ︷︷ ︸
= δνα

âβ +
[
â†

µ, â
†
α

]︸ ︷︷ ︸
= 0

âν âβ + â†
αâ

†
µ

[
âν , âβ

]︸ ︷︷ ︸
= 0

+â†
α

[
â†

µ, âβ

]︸ ︷︷ ︸
= −δµβ

âν

= â†
µâβ δνα − â†

αâν δµβ. (A.18)

Substituting (A.18) into (A.17), we obtain[
Ĉn(z), Ĉm(z)

]
=
∑
µ,ν

∑
α,β

1nµν1mαβ

(
â†

µâβ δνα − â†
αâν δµβ

)

=
∑
µ,β

â†
µâβ

∑
ν

1nµν1mνβ −
∑
ν,α

â†
αâν

∑
µ

1mαµ1nµν . (A.19)

Now it remains to calculate∑
ν

1nµν1mνβ =
∑

ν

(uµ,1nuν)(uν ,1muβ)

=
∑

ν

∫
R2
uµ(x, z)1n(x)uν(x, z) dx

∫
R2
uν(x′, z)1m(x′)uβ(x′, z) dx′

=
∫
R2

{
uµ(x, z)1n(x)

∫
R2

[
1m(x′)uβ(x′, z)

∑
ν

uν(x, z)uν(x′, z)︸ ︷︷ ︸
= δ(x−x′)

]
dx′
}

dx

=
∫
R2
uµ(x, z)1n(x)1m(x)uβ(x, z) dx

=
(
uµ,1n1muβ

)
, (A.20)

where the completeness relation (A.7) has been used. Finally, substituting (A.20) into (A.19), we
obtain [

Ĉn(z), Ĉm(z)
]

=
∑
µ,β

â†
µâβ

(
uµ,1n1muβ

)
−
∑
ν,α

â†
αâν

(
uα,1m1nuν

)
=
∑
µ,ν

â†
µâν

[(
uµ,1n1muν

)
−
(
uµ,1m1nuν

) ]
= 0, (A.21)

where we have renamed the dummy indexes β → ν and α → µ. The final result comes from the trivial
identity 1n(x)1m(x) = 1m(x)1n(x).

A.3 A remark
It should be noticed that actually the two commutators (A.6) and (A.16) are trivially equal to zero,
because they are both of the form

[
(v, Â), (w, Â)

]
=
∫
R2

{∫
R2
v(x)w(x′)

[
Â(x), Â(x′)

]
dx′
}

dx, (A.22)
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with v(x), w(x′) ∈ R. Then, one should simply verify that[
Φ̂(x), Φ̂(x′)

]
= 0, and

[̂
I(x), Î(x′)

]
= 0. (A.23)

To illustrate this procedure, we calculate now the mixed commutator[
Ŵm(z), Ĉn(z)

]
=
[
(fm, Φ̂), (1n, Î)

]
=
∫
R2

dx
∫
R2

dx′ fm(x)1n(x′)
[
Φ̂(x, z, 0), Î(x′, z)

]
, (A.24)

where

[
Φ̂(x, z, 0), Î(x′, z)

]
= 1√

2
[
ϕ̂(x, z) + ϕ̂†(x, z), ϕ̂†(x′, z)ϕ̂(x′, z)

]
= 1√

2

{[
ϕ̂(x, z), ϕ̂†(x′, z)ϕ̂(x′, z)

]
+
[
ϕ̂†(x, z), ϕ̂†(x′, z)ϕ̂(x′, z)

]}
. (A.25)

Using [
Â, B̂Ĉ

]
=
[
Â, B̂

]
Ĉ + B̂

[
Â, Ĉ

]
, (A.26)

and [
ϕ̂(x, z), ϕ̂†(x′, z)

]
=
[∑

µ

âµuµ(x, z),
∑

ν

â†
νu

∗
ν(x′, z)

]

=
∑
µ,ν

uµ(x, z)u∗
ν(x′, z)

[
âµ, â

†
ν

]
︸ ︷︷ ︸

= δµν

=
∑

µ

uµ(x, z)u∗
µ(x′, z)

= δ
(
x − x′) , (A.27)

we calculate straightforwardly[
ϕ̂(x, z), ϕ̂†(x′, z)ϕ̂(x′, z)

]
=
[
ϕ̂(x, z), ϕ̂†(x′, z)

]
ϕ̂(x′, z)

= δ
(
x − x′) ϕ̂(x′, z), (A.28)

and [
ϕ̂†(x, z), ϕ̂†(x′, z)ϕ̂(x′, z)

]
= ϕ̂†(x′, z)

[
ϕ̂†(x, z), ϕ̂(x′, z)

]
= −δ

(
x − x′) ϕ̂†(x′, z). (A.29)

Substituting (A.28) and (A.29) into (A.25), we obtain

[
Φ̂(x, z, 0), Î(x′, z)

]
= 1√

2

{[
ϕ̂(x, z), ϕ̂†(x′, z)ϕ̂(x′, z)

]
+
[
ϕ̂†(x, z), ϕ̂†(x′, z)ϕ̂(x′, z)

]}
= 1√

2
δ
(
x − x′) {ϕ̂(x′, z) − ϕ̂†(x′, z)

}
. (A.30)
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Substitution of (A.30) into (A.24), gives[
Ŵm(z), Ĉn(z)

]
=
∫
R2

1√
2
fm(x)

{∫
R2

1n(x′) δ
(
x − x′) [ϕ̂(x′, z) − ϕ̂†(x′, z)

]
dx′
}

dx

=
∫
R2
fm(x)1n(x) ϕ̂(x, z) − ϕ̂†(x, z)√

2
dx

=
∫

Dn

fm(x) ϕ̂(x, z) − ϕ̂†(x, z)√
2

dx

= δnm

∫
Dn

fn(x) ϕ̂(x, z) − ϕ̂†(x, z)√
2

dx, (A.31)

because, by hypothesis, fm(x)1n(x) = 0 for n ̸= m. Then, we can rewrite (A.31) in a more compact
and suggestive form as, [

Ŵm(z), Ĉn(z)
]

= δnm√
2

{(
fn, ϕ̂

)
−
(
ϕ̂, fn

)}
. (A.32)

B Probability distribution for the wave operators
Here we calculate step by step the following expression for pW(N,w), which is defined by

pW(N,w) = ⟨N [ϕ]|
M∏

n=1
δ
(
Ŵn − wn

)
|N [ϕ]⟩, (B.1)

for N = 0 and N = 1. In the remainder we will use the Fourier transform representation of the Dirac
delta function,

δ(x− x0) = 1
2π

∫
R
eiα(x−x0) dα. (B.2)

B.1 Vacuum state

pW(0,w) = ⟨0|
M∏

n=1
δ
(
Ŵn − wn

)
|0⟩

= 1
(2π)M

∫
R

dα1 · · ·
∫
R

dαM exp
(

−i
M∑

n=1
αnwn

)
⟨0|eiα1Ŵ1eiα2Ŵ2 · · · eiαM ŴM |0⟩

= 1
(2π)M

∫
R

dα1 · · ·
∫
R

dαM exp
(

−i
M∑

n=1
αnwn

)
⟨0| exp

(
i

M∑
n=1

αnŴn

)
|0⟩, (B.3)

where (A.6) has been used. Next, using (A.4) and (A.5), we rewrite
M∑

n=1
αnŴn =

∑
µ

(
âµφ

∗
µ + â†

µφµ

)
, (B.4)

where using (A.5) we have defined

φµ = 1√
2

M∑
n=1

αnfnµ

=
(
uµ,

1√
2

M∑
n=1

αnfn

)

=
(
uµ, φ

)
. (B.5)
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This implies that we can define the field φ(x) as,

φ(x) = 1√
2

M∑
n=1

αnfn(x). (B.6)

Now, we are ready to calculate

⟨0| exp
(
i

M∑
n=1

αnŴn

)
|0⟩ = ⟨0|eÂ+B̂|0⟩, (B.7)

where we have defined

Â = i
∑

µ

âµφ
∗
µ, and B̂ = i

∑
µ

â†
µφµ. (B.8)

It is easy to see that

[
Â, B̂

]
= −

∑
µ,ν

φ∗
µφν

[
âµ, â

†
ν

]
= −

∑
µ

|φµ|2

= −
(
φ,φ

)
= −1

2

M∑
n,m=1

αnαm
(
fn, fm

)

= −1
2

M∑
n=1

α2
n

(
fn, fn

)
, (B.9)

where (B.6) and (A.1) have been used. So, we can use the Campbell-Baker-Hausdorff identity [59],

eÂ+B̂ = eÂ eB̂ e− 1
2 [Â,B̂] = eB̂ eÂ e

1
2 [Â,B̂], if [Â, [Â, B̂]] = 0 = [B̂, [Â, B̂]], (B.10)

to rewrite

⟨0| exp
(
i

M∑
n=1

αnŴn

)
|0⟩ = ⟨0|eÂ+B̂|0⟩

= e
1
2 [Â,B̂] ⟨0|eB̂ eÂ|0⟩︸ ︷︷ ︸

= 1

= exp
[
−1

4

M∑
n=1

α2
n

(
fn, fn

)]
, (B.11)
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where we have used Â|0⟩ = 0 = ⟨0|B̂. Substituting (B.11) into (B.3) we obtain

pW(0,w) = 1
(2π)M

∫
R

dα1 · · ·
∫
R

dαM exp
(

−i
M∑

n=1
αnwn

)[
−1

4

M∑
n=1

α2
n

(
fn, fn

)]

=
M∏

n=1

∫
R

dαn

2π exp
[
−
(
fn, fn

)
4 α2

n − iwnαn

]

=
M∏

n=1

1√
π
(
fn, fn

) exp
[
− w2

n(
fn, fn

)]

:=
M∏

n=1
pWn(0, wn), (B.12)

where the following Gaussian integral has been used (see Eq. (3.16) in [60]):

∫ ∞

−∞
exp

(
−ay2 + by

)
dy =

√
π

a
exp

(
b2

4a

)
, (B.13)

with a, b ∈ C, and Re a > 0. Note that in the main text we use the shortcut

pW (0, w) = 1√
2π σ

exp
(

− w2

2σ2

)
:= p0(w), (B.14)

with σ2 = (f, f)/2, when M = 1, and

pW1W2(0, w1, w2) = p0(w1)p0(w2), (B.15)

when M = 2.

B.2 Single photon state

In this case we calculate the probability distribution with respect to the single-photon state |1[ϕ]⟩
defined by

|1[ϕ]⟩ = â†[ϕ]|0⟩

=
∑

µ

ϕµâ
†
µ|0⟩, (B.16)

where, by hypothesis,

ϕµ =
(
uµ, ϕ

)
, with

(
ϕ, ϕ

)
= 1. (B.17)

So, we must evaluate

pW(1,w) = ⟨1[ϕ]|
M∏

n=1
δ
(
Ŵn − wn

)
|1[ϕ]⟩

=
∑
µ,ν

ϕ∗
µϕν⟨0|âµ

M∏
n=1

δ
(
Ŵn − wn

)
â†

ν |0⟩, (B.18)

Accepted in Quantum 2023-10-07, click title to verify. Published under CC-BY 4.0. 23



where

⟨0|âµ

M∏
n=1

δ
(
Ŵn − wn

)
â†

ν |0⟩

= 1
(2π)M

∫
R

dα1 · · ·
∫
R

dαM exp
(

−i
M∑

n=1
αnwn

)
⟨0|âµ exp

(
i

M∑
n=1

αnŴn

)
â†

ν |0⟩. (B.19)

Proceeding like in the previous section and using (B.8), we can write

⟨0|âµ exp
(
i

M∑
n=1

αnŴn

)
â†

ν |0⟩ = ⟨0|âµe
Â+B̂ â†

ν |0⟩

= e
1
2 [Â,B̂]⟨0|âµe

B̂ eÂâ†
ν |0⟩

= e
1
2 [Â,B̂]⟨0|eB̂

(
e−B̂ âµe

B̂
) (
eÂâ†

νe
−Â
)
eÂ|0⟩

= e
1
2 [Â,B̂]⟨0|

(
âµ −

[
B̂, âµ

]) (
â†

ν +
[
Â, â†

ν

])
|0⟩

= e
1
2 [Â,B̂]

{
⟨0|âµâ

†
ν |0⟩ −

[
B̂, âµ

][
Â, â†

ν

]}
, (B.20)

where we have used equation (10.11-2) in [59]:

exp
(
xÂ
)
B̂ exp

(
−xÂ

)
= B̂ + x

[
Â, B̂

]
, if

[
Â, B̂

]
is a c-number. (B.21)

In our case

[
Â, â†

ν

]
= i

∑
µ

φ∗
µ

[
âµ, â

†
ν

]
= i φ∗

ν , (B.22)

and

[
B̂, âµ

]
= i

∑
ν

φν
[
â†

ν , âµ
]

= −i φµ. (B.23)

Substituting (B.22) and (B.23) into (B.20), we obtain

⟨0|âµ exp
(
i

M∑
n=1

αnŴn

)
â†

ν |0⟩ = e
1
2 [Â,B̂]

{
⟨0|âµâ

†
ν |0⟩ −

[
B̂, âµ

][
Â, â†

ν

]}
= e

1
2 [Â,B̂]{δµν − (−i φµ) (i φ∗

ν)
}

= exp
[
−1

4

M∑
n=1

α2
n

(
fn, fn

)] (
δµν − φµφ

∗
ν

)
. (B.24)
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Inserting this expression into (B.18) and using (B.19), we find

pW(1,w)

=
∑
µ,ν

ϕ∗
µϕν ⟨0|âµ

M∏
l=1

δ
(
Ŵl − wl

)
â†

ν |0⟩

= 1
(2π)M

∫
R

dα1 · · ·
∫
R

dαM

[
exp

{
−

M∑
l=1

[1
4α

2
l

(
fl, fl

)
+ iαlwl

]}∑
µ,ν

ϕ∗
µϕν

(
δµν − φµφ

∗
ν

)
︸ ︷︷ ︸

= (ϕ,ϕ)−|(ϕ,φ)|2

]

=
(
ϕ, ϕ

)︸ ︷︷ ︸
= 1

pW(0,w)

− 1
(2π)M

∫
R

dα1 · · ·
∫
R

dαM |(ϕ, φ)|2 exp
{

−
M∑
l=1

[1
4α

2
l

(
fl, fl

)
+ iαlwl

]}
, (B.25)

where

|(ϕ, φ)|2 = 1
2

M∑
n,m=1

αnαm
(
ϕ, fn

)(
fm, ϕ

)
, (B.26)

because of (B.6). For the calculation of the multiple integral in (B.25) it is useful to separate the terms
with n = m in (B.26) from the rest of the sum, using the trivial identity(

M∑
n=1

an

)(
M∑

m=1
bm

)
=

M∑
n=1

anbn +
M∑

n=1

∑
m ̸=n

anbm. (B.27)

Applying this formula to (B.26), we find

|(ϕ, φ)|2 = 1
2

M∑
n=1

α2
n |
(
ϕ, fn

)
|2 + 1

2

M∑
n=1

∑
m ̸=n

αnαm
(
ϕ, fn

)(
fm, ϕ

)
. (B.28)

Substituting (B.28) into (B.25), we obtain

pW(1,w) = pW(0,w) − 1
2

M∑
n=1

|
(
ϕ, fn

)
|2
∫
R

dy
2π y

2 e−y2 (fn,fn)
4 −iywn

M∏
l=1
l ̸=n

∫
R

dαl

2π e−α2
l

(fl,fl)
4 −iαlwl︸ ︷︷ ︸

= pWl
(0,wl)

− 1
2

M∑
n=1

∑
m̸=n

(
ϕ, fn

)(
fm, ϕ

) ∫
R

dx
2π x e

−x2 (fn,fn)
4 −ixwn

∫
R

dy
2π y e

−y2 (fm,fm)
4 −iywm

×
M∏
l=1

l ̸=n,m

∫
R

dαl

2π e−α2
l

(fl,fl)
4 −iαlwl︸ ︷︷ ︸

= pWl
(0,wl)

, (B.29)

where (B.12) has been applied. Using the Gaussian integrals Eqs. (3.17-3.18) in [60], namely,

∫ ∞

−∞
y exp

(
−ay2 + by

)
dy = b

2a

√
π

a
exp

(
b2

4a

)
, (B.30)
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and ∫ ∞

−∞
y2 exp

(
−ay2 + by

)
dy = 1

2a

(
1 + b2

2a

) √
π

a
exp

(
b2

4a

)
, (B.31)

respectively, where a, b ∈ C, with Re a > 0, we rewrite

pW(1,w) = pW(0,w) − 1
2

M∑
n=1

|
(
ϕ, fn

)
|2pWn(0, wn) 2(

fn, fn
) [1 − 2w2

n(
fn, fn

)] M∏
l=1
l ̸=n

pWl
(0, wl)

− 1
2

M∑
n=1

∑
m ̸=n

(
ϕ, fn

)(
fm, ϕ

)
pWn(0, wn) −2iwn(

fn, fn
) pWm(0, wm) −2iwm(

fm, fm
) M∏

l=1
l ̸=n,m

pWl
(0, wl)

= pW(0,w)
{

1 −
M∑

n=1

|
(
ϕ, fn

)
|2(

fn, fn
) [1 − 2w2

n(
fn, fn

)]

+ 2
M∑

n=1

∑
m̸=n

wnwm

(
ϕ, fn

)(
fn, fn

) (fm, ϕ
)(

fm, fm
)
 . (B.32)

Next, we define

σ2
n = 1

2(fn, fn), and sn = (ϕ, fn)
(fn, fn)1/2 , (B.33)

to rewrite (B.29) as

pW(1,w) = pW(0,w)

1 −
M∑

n=1
|sn|2

(
1 − w2

n

σ2
n

)
+

M∑
n=1

∑
m̸=n

wn

σn

wm

σm
sns

∗
m



= pW(0,w)

1 −
M∑

n=1
|sn|2 +

∣∣∣∣∣
M∑

n=1

wn

σn
sn

∣∣∣∣∣
2 , (B.34)

where we have used (B.27) backwards to reconstruct the modulus square of the sum.
We can rewrite (B.34) in a more enlightening form introducing the M -component complex vector s,

defined by

s = (s1, . . . , sM ) ⇒ |s|2 = (s, s) = |s1|2 + . . . |sM |2. (B.35)

From this definition it follows that

pW(1,w) =
(
1 − |s|2

)
pW(0,w) + |s|2pW(0,w)

∣∣∣∣∣
M∑

n=1

wn

σn

sn

|s|

∣∣∣∣∣
2

:=
(
1 − |s|2

)
p0(w) + |s|2p1(w), (B.36)

where we have re-defined

p0(w) := pW(0,w), and p1(w) := pW(0,w)
∣∣∣∣∣

M∑
n=1

wn

σn

sn

|s|

∣∣∣∣∣
2

. (B.37)

Note that by definition ∫
RM

p0(w) dw = 1 =
∫
RM

p1(w) dw. (B.38)
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When M = 1 (B.36) reduces to

pW (1, w) =
(
1 − |s|2

)
p0(w) + |s|2p1(w), (B.39)

where p0(w) is defined by (B.14), and

p1(w) = p0(w) w
2

σ2 . (B.40)

C Probability distribution for the particle operators
Here we calculate step by step the following expression for pC(N, c):

pC(N, c) = ⟨N [ϕ]|
M∏

n=1
δ
(
Ĉn − cn

)
|N [ϕ]⟩. (C.1)

C.1 Vacuum state
In this case we have

pC(0, c) = ⟨0|
M∏

n=1
δ
(
Ĉn − cn

)
|0⟩

= 1
(2π)M

∫
R

dα1 · · ·
∫
R

dαM exp
(

−i
M∑

n=1
αncn

)
⟨0|eiα1Ĉ1eiα2Ĉ2 · · · eiαM ĈM |0⟩

= 1
(2π)M

∫
R

dα1 · · ·
∫
R

dαM exp
(

−i
M∑

n=1
αncn

)
⟨0| exp

(
i

M∑
n=1

αnĈn

)
|0⟩︸ ︷︷ ︸

= 1

=
M∏

n=1
δ(cn), (C.2)

because Ĉn|0⟩ = 0, and (A.21) has been used. When M = 1 we write in compact manner

pC(0, c) = δ(c) := p0(c), (C.3)

consistently with the notation used for p0(w) in (C.11).

C.2 Single photon state
In this case, we must evaluate

pC(1, c) = ⟨1[ϕ]|
M∏

n=1
δ
(
Ĉn − cn

)
|1[ϕ]⟩

=
∑
µ,ν

ϕ∗
µϕν⟨0|âµ

M∏
n=1

δ
(
Ĉn − cn

)
â†

ν |0⟩, (C.4)

where

⟨0|âµ

M∏
n=1

δ
(
Ĉn − cn

)
â†

ν |0⟩

=
∫
R

dα1
2π · · ·

∫
R

dαM

2π exp
(

−i
M∑

n=1
αncn

)
⟨0|âµ exp

(
i

M∑
n=1

αnĈn

)
â†

ν |0⟩. (C.5)
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We need to calculate explicitly the last term of the previous equation, that is

⟨0|âµ exp
(
i

M∑
n=1

αnĈn

)
â†

ν |0⟩ = ⟨0|âµ e
xÂB̂|0⟩

= ⟨0|âµ

(
exÂB̂ e−xÂ

)
exÂ|0⟩

= ⟨0|âµ

(
exÂB̂ e−xÂ

)
|0⟩, (C.6)

where we have defined

x = i, Â =
M∑

n=1
αnĈn, and B̂ = â†

ν . (C.7)

Moreover, we have used (A.14) to calculate Ĉn|0⟩ = 0, which implies exp(xÂ)|0⟩ = |0⟩.
Next, to calculate (C.6) we need to use equation (10.11-1) in [59]:

exp
(
xÂ
)
B̂ exp

(
−xÂ

)
= B̂ + x

[
Â, B̂

]
+ x2

2!
[
Â,
[
Â, B̂

]]
+ . . . . (C.8)

To this end, first we evaluate the commutator

[
Â, B̂

]
=

M∑
n=1

αn

[
Ĉn, â

†
ν

]

=
M∑

n=1
αn

∑
γ,β

1nγβ

[
â†

γ âβ, â
†
ν

]
︸ ︷︷ ︸

= δβν â†
γ

=
M∑

n=1
αn

∑
γ

1nγν â
†
γ︸ ︷︷ ︸

:= ϕ̂†
nν

=
M∑

n=1
αnϕ̂

†
nν , (C.9)

where we have used the relation

[
ÂB̂, Ĉ

]
= Â

[
B̂, Ĉ

]
+
[
Â, Ĉ

]
B̂, (C.10)

with Â = â†
γ , B̂ = âβ and Ĉ = â†

ν , and we have defined

ϕ̂†
nν :=

[
Ĉn, â

†
ν

]
=
∑

γ

1nγν â
†
γ =

(
uν ,1nϕ̂

†), (C.11)
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where (2) and (28) have been used. The next commutator is

[
Â,
[
Â, B̂

]]
=

M∑
n=1

αn

[
Ĉn,

M∑
m=1

αmϕ̂
†
mν

]

=
M∑

n,m=1
αnαm

[
Ĉn, ϕ̂

†
mν

]

=
M∑

n,m=1
αnαm

∑
γ

1mγν

[
Ĉn, â

†
γ

]
︸ ︷︷ ︸

= ϕ̂†
nγ

=
M∑

n,m=1
αnαm

∑
γ

1mγν ϕ̂
†
nγ . (C.12)

Now we note that from (C.11) we have∑
γ

1mγν ϕ̂
†
nγ =

∑
γ

1mγν

∑
τ

1nτγ â
†
τ

=
∑

τ

(∑
γ

1mγν1nτγ

)
â†

τ

= δnm

∑
τ

1nτν â
†
τ

= δnmϕ̂
†
nν , (C.13)

where (A.12),(A.15) and (A.20) have been used. Substituting (B.2) into (C.12), we obtain

[
Â,
[
Â, B̂

]]
=

M∑
n=1

α2
nϕ̂

†
nν . (C.14)

We can iterate the procedure above k times to find

[
Â
k

,
[
Â

k−1
, . . .

[
Â
2
,
[
Â
1
, B̂
]]
. . .
]]

=
M∑

n=1
αk

nϕ̂
†
nν , (k = 1, 2, . . . , D), (C.15)

so that

eiÂâ†
νe

−iÂ = â†
ν + i

M∑
n=1

αnϕ̂
†
nν + i2

2!

M∑
n=1

α2
nϕ̂

†
nν + . . .

= â†
ν +

M∑
n=1

ϕ̂†
nν

(
i αn + i2

2! α
2
n + . . .

)

= â†
ν −

M∑
n=1

ϕ̂†
nν +

M∑
n=1

ϕ̂†
nν

(
1 + i αn + i2

2! α
2
n + . . .

)

= â†
ν −

M∑
n=1

ϕ̂†
nν +

M∑
n=1

ϕ̂†
nν exp (iαn) . (C.16)
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Substituting (C.16) into (C.6), we obtain

⟨0|âµ exp
(
i

M∑
n=1

αnĈn

)
â†

ν |0⟩ = ⟨0|âµ

[
â†

ν −
M∑

n=1
ϕ̂†

nν +
M∑

n=1
ϕ̂†

nν exp (iαn)
]

|0⟩

= ⟨0|âµâ
†
ν |0⟩ −

M∑
n=1

⟨0|âµϕ̂
†
nν |0⟩ +

M∑
n=1

eiαn⟨0|âµϕ̂
†
nν |0⟩

= δµν −
M∑

n=1
1nµν +

M∑
n=1

eiαn1nµν , (C.17)

where we have used (C.11) to calculate

⟨0|âµϕ̂
†
nν |0⟩ =

∑
γ

1nγν⟨0|âµâ
†
γ |0⟩

=
∑

γ

1nγνδµγ

= 1nµν . (C.18)

Inserting (C.17) into (C.4), we obtain

pC(1, c) =
∫
R

dα1
2π · · ·

∫
R

dαM

2π

{
exp

(
−i

M∑
n=1

αncn

)

×
∑
µ,ν

ϕ∗
µϕν

(
δµν −

M∑
m=1

1mµν +
M∑

m=1
eiαm1mµν

)}
. (C.19)

To evaluate this expression we need to calculate∑
µ,ν

ϕ∗
µϕν1mµν =

∑
µ,ν

ϕ∗
µϕν(uµ,1muν)

=
(∑

µ

ϕµuµ,1m

∑
ν

ϕνuν

)

= (ϕ,1mϕ)

:=Pm ≥ 0, (C.20)

where (A.15) has been used. Using this result, we can rewrite (C.19) as,

pC(1, c) =
M∏

n=1
δ (cn)

(ϕ, ϕ)︸ ︷︷ ︸
= 1

−
M∑

m=1
Pm



+
M∑

m=1
Pm

∫
R

dαm

2π exp [−i(αm − 1)cm] dαm

M∏
n=1
n̸=m

∫
R

dαn

2π exp (−iαncn) dαn

=
M∏

n=1
δ (cn)

(
1 −

M∑
m=1

Pm

)
+

M∑
m=1

Pm δ (cm − 1)
M∏

n=1
n̸=m

δ (cn)

:=P0

M∏
n=1

δ (cn) +
M∑

m=1
Pm δ (cm − 1)

M∏
n=1
n̸=m

δ (cn) , (C.21)
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where (B.2) has been used, and we have defined the probability P0 of zero counting in all photodetectors,
as

P0 = 1 −
M∑

m=1
Pm. (C.22)

When M = 1 (C.21) reduces to

pC(1, c) = (1 − P ) δ (c) + P δ (c− 1) , (C.23)

where P = (ϕ,1ϕ). Moreover, note that pC(1, c) is correctly normalized because (C.22) trivially
implies

M∑
m=0

Pm = 1. (C.24)

The meaning of this equation is that given the single-photon state |1[ϕ]⟩, either we get a “click” in one
of the M detectors, or not.

D Probability distribution for the wave-particle operator
In this appendix we calculate explicitly pW1C2(N,w, c), defined by

pW1C2(N,w, c) = ⟨N [ϕ]|δ
(
Ŵ1 − w

)
δ
(
Ĉ2 − c

)
|N [ϕ]⟩. (D.1)

D.1 Vacuum state

In this case we have

pW1C2(0, w, c) = ⟨0|δ
(
Ŵ1 − w

)
δ
(
Ĉ2 − c

)
||0⟩

= 1
(2π)2

∫
R

dα1

∫
R

dα2 e
−i(α1w+α2c)⟨0|eiα1Ŵ1 eiα2Ĉ2 |0⟩︸ ︷︷ ︸

= |0⟩

= δ(c) 1
(2π)

∫
R

dα1 e
−iα1w⟨0|eiα1Ŵ1 |0⟩

= pW (0, w) pC(0, c), (D.2)

because Ĉ2|0⟩ = 0, and (B.3) has been used.

D.2 Single photon state

In this case, we must evaluate

pW1C2(1, w, c) = ⟨1[ϕ]|δ
(
Ŵ1 − w

)
δ
(
Ĉ2 − c

)
|1[ϕ]⟩

=
∑
µ,ν

ϕ∗
µϕν⟨0|âµδ

(
Ŵ1 − w

)
δ
(
Ĉ2 − c

)
â†

ν |0⟩, (D.3)

where

⟨0|âµδ
(
Ŵ1 − w

)
δ
(
Ĉ2 − c

)
â†

ν |0⟩ =
∫
R

dα1
2π

∫
R

dα2
2π e−i(α1w+α2c)⟨0|âµe

iα1Ŵ1eiα2Ĉ2 â†
ν |0⟩. (D.4)
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We need to calculate explicitly the last term of the previous equation, that is

⟨0|âµe
iα1Ŵ1eiα2Ĉ2 â†

ν |0⟩ = ⟨0|âµe
iα1Ŵ1

(
eiα2Ĉ2 â†

νe
−iα2Ĉ2

)
|0⟩

= ⟨0|âµ e
iα1Ŵ1 â†

ν |0⟩ −
(
1 − eiα2

)
⟨0|âµ e

iα1Ŵ1 ϕ̂†
2µ|0⟩, (D.5)

where all the quantities are defined as in the previous two appendices. The rest of the calculation is
very straightforward and yields:

pW1C2(1, w, c) = pW (1, w) pC(0, c) + pW (0, w) pC(1, c) − pW (0, w) pC(0, c). (D.6)

Using (C.2), (C.23), (B.14) and (B.36)-(B.37), we can rewrite this equation as

pW1C2(1, w, c) =
(
1 − |s|2 − P

)
p0(w) δ(c) + P p0(w) δ(c− 1) + |s|2 p1(w) δ(c)

:=
(
1 − |s|2 − P

)
p00(w, c) δ(c) + P p01(w, c) + |s|2 p10(w, c), (D.7)

where we have defined

p00(w, c) := p0(w) δ(c), p01(w, c) := p0(w) δ(c− 1), and p10(w, c) := p1(w) δ(c). (D.8)
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