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#### Abstract

Starting from a low-energy continuum model for the band dispersion of the $2 \times 2$ charge-ordered phase of the kagome metals $A \mathrm{~V}_{3} \mathrm{Sb}_{5}(A=\mathrm{K}, \mathrm{Rb}, \mathrm{Cs})$, we show that nematicity can develop in this state driven either by $4 \times 4$ charge fluctuations preemptive of a $1 \times 4$ charge order (CO), or by an actual zero momentum $d$-wave charge Pomeranchuk instability (PI). We perform an analysis that starts from a Kohn-Luttinger theory in the particle-hole sector, which allows us to establish a criterion for the development of an attractive nematic channel near the onset of the $1 \times 4$ CO and near the $d$-wave charge PI, respectively. We derive an effective charge-fermion model for the $d$-wave PI with a nematic susceptibility given via a random phase approximation (RPA) summation. By contrast, for the finite momentum CO, the RPA scheme breaks down and needs to be improved upon by including Aslamazov-Larkin contributions to the nematic pairing vertex. We then move to the derivation of the Ginzburg-Landau potentials for the $4 \times 4 \mathrm{CO}$ and for the $d$-wave PI, and we obtain the corresponding analytical expression for the nematic susceptibility at the nematic transition temperature $\mathrm{T} \sim \mathrm{T}_{\text {nem }}$ in both cases. The nematic response functions obtained in this way are interpreted starting from the two charge-fermion models, and we underline under which assumptions one recovers the Ginzburg-Landau result. Finally, we show an enhancement of the nematic character that is rooted in the coupling of the order parameters to elastic deformations. Our work establishes a relation between the nematicity observed in some of the iron-based superconductors, where the nematic phase might be driven by spin fluctuations, and the vanadium-based kagome metals, where charge fluctuations likely induce nematicity. The two microscopic mechanisms we propose for the stabilization of the nematic state in $A \mathrm{~V}_{3} \mathrm{Sb}_{5}$, i.e., the zero-momentum $d$-wave PI and the fluctuations of the finite momentum CO, are distinguishable by diffusive scattering experiments, meaning that it is possible to gauge which of the two theories, if any, is the most likely to describe this phase. Both mechanisms might also be relevant for the recently discovered titanium-based family $A \mathrm{Ti}_{3} \mathrm{Sb}_{5}$, where nematicity has also been observed.


## I. INTRODUCTION

Nematicity is a property originally observed in classical liquid crystals, where the microscopic structure of the constituent molecules and their anisotropic interactions lead to a breaking, on average, of the rotational symmetry in the system but preserving the spatial isotropy of the liquid. When nematicity occurs together with stratification so that the molecules are arranged in layers and show correlations in their positions, the liquid crystal is in a smectic phase [1]. In the smectic phase, no longrange crystalline order is present within each layer, and, as a general rule, nematicity occurs at higher temperatures than smecticity. The first quantum analog of the nematic state was described in the context of interacting spins on a lattice $[2,3]$, where the rotational symmetry that is broken is the internal $\mathrm{SU}(2)$ spin symmetry [4, 5]. Another quantum counterpart of liquid crystals has been found in correlated Fermi liquids [6]. On a lattice, the properties of the Fermi liquid are only invariant under the action of the discrete rotations $\mathrm{C}_{n}(n \in\{1,2,3,4,6\})$ of the point group symmetry of the host crystal, and the continuous translational symmetry is always broken
down to a discrete one. Nevertheless, when the discrete rotational symmetry of the lattice is broken, the system is in a nematic phase, while if also the discrete translational symmetry breaks along one direction, the state is called smectic.
As given, the definition of nematicity is purely phenomenological, meaning that it provides room for several microscopic mechanisms for the stabilization of a (generic) nematic state. In some cases, the nematic character might be driven by a structural transition of the system, while in some other cases the transition might be electronically driven. The existence of a finite coupling between the electronic and the structural degrees of freedom makes the problem of understanding the leading instability very challenging both from the experimental and the theoretical points of view. In experiments, since the electronic and the structural transitions take place together, one might hardly separate among the two conditions, even if time-resolved measurements might provide indications on the most important contribution. In the theoretical works, if a model takes into account both the degrees of freedom on the same footing, one might get a different result concerning the most relevant contribution
to the instability depending by the values of the parameters employed for the description of the problem, and, in several cases, it is hard to gauge their values against experiments, making most of the theoretical predictions not conclusive.
Even when it is clear that the nematic character comes from the electrons, still there are several possibilities for the microscopic mechanism driving the transition. Nevertheless, one can identify two macro-types of nematic states [7]: 1) A symmetry breaking which leads to some bilinear fermionic operator with non-zero expectation value such that the translational symmetry of the problem is preserved while the rotational one is broken; 2) A symmetry breaking with quadrilinear fermionic operators order parameter, i.e., the nematic character, in this second case, is driven by the anisotropy of the fluctuations in some degrees of freedom, a topic connected to intertwined vestigial orders $[8,9]$ and to the original observation of nematicity in liquid crystals, which sees this property as arising from a melted or "unsuccessful" smectic phase. In the first case, the nematic character of the phase naturally emerges from the real- or momentumspace structure of the order parameter, which, below the critical temperature, becomes different from zero. For instance, by considering the distortions of the Fermi surface of a system projected on harmonics with angular momentum $l$ and on the charge or the spin sectors, one might get a charge (spin) $l$-wave Pomeranchuk instability (PI) [10] where the order parameter has the form of a bilinear in the fermionic operators [11, 12]. This instability might take place in several systems, however, it does not always correspond to a nematic state, as it happens for $l=0$ (s-wave), where one gets phase separation (Stoner instability [13]) in the charge (spin) channel. For $l=1$ ( $p$-wave) PI, conservation laws for the total charge and spin prevent the onset of charge- and spin-current order parameters [14], however the corresponding state would be nematic [15]. Instead, no restrictions are found for the order parameter of an $l=2$ ( $d$-wave) PI, which also corresponds to a nematic state [16-21]. In case 2), the fluctuations of some degree of freedom are assumed to become large enough, and this might naturally occur nearby a second order phase transition. The lower temperature phase [180] might even break the translational symmetry of the problem, leading to a smectic state [22]. Another possibility consists in the presence of a quantum critical point (QCP) at zero temperature [2326], which might also lead to strong fluctuations nearby it. These fluctuations might give rise to non-Fermi liquid behaviors [27, 28] and they might provide a pairing glue between electrons leading to superconductivity, and this becomes particularly relevant in the proximity of a nematic QCP [29-32]. The poorly-understood relation between nematicity and unconventional superconductivity explains the huge interest about the former phase: It might explain the origins of the latter [33-36].
Coming to a more concrete example, in several of the iron-based superconductors [37], one observes the follow-
ing phenomenology: Below a critical temperature $T_{\text {nem }}$, an Ising $\mathbb{Z}_{2}$ symmetry is broken and the nematic character seems to have electronic origin [33]. Only by lowering the temperature further, at $\mathrm{T}_{\mathrm{N}}<\mathrm{T}_{\mathrm{nem}}$, the system develops an orbital order together with a spin-density wave that breaks the $\mathrm{SU}(2)$ spin symmetry and the discrete translational symmetry of the lattice along one direction and, for this reason, this phase might be referred to as smectic [38-40]. There are two main theories, based on the above-mentioned scenario 2 ), which explain the onset of nematicity in this class of compounds. The first one relates the nematic properties of the system to orbital fluctuations [41-43, 43], while the second one invokes a major role of anisotropic spin fluctuations which should be large right above the critical temperature $\mathrm{T}_{\mathrm{N}}[22,44-46]$. The breaking of the Ising $\mathbb{Z}_{2}$ symmetry corresponds to two ordering vectors for the broken rotational symmetry of the lattice $\left(\mathrm{C}_{4} \rightarrow \mathrm{C}_{2}\right)$, i.e., $\overline{\mathbf{Q}}_{1} \propto(0,1)$ or $\overline{\mathbf{Q}}_{2} \propto(1,0)$ (for $1-\mathrm{Fe}$ unit cell) [45, 47, 48]. The spin density wave fluctuations might also determine the symmetry of the superconducting gap at lower temperatures [49]. Understanding the most prominent character of the fluctuations that drive nematicity is particularly challenging because the two orders (orbital and spin density wave) are coupled and one can induce the other $[50,51]$. This leads to a typical the chicken or the egg problem, the solution of which might rely on the presence of different regimes where one mechanism dominates over the other depending by the magnitude of the Fermi energy of the system [52]. Also the development of a zero-momentum orbital order, i.e., a $d$-wave PI, can explain the onset of nematicity in the iron-based superconductor, and this mechanism would rely on scenario 1) rather than on scenario 2) [53, 54].
In the vanadium-based kagome metals $A \mathrm{~V}_{3} \mathrm{Sb}_{5}(A=$ $\mathrm{Cs}, \mathrm{K}, \mathrm{Rb}$ ), signatures of nematicity have been reported in several experiments $[32,55-59]$. However, the underlying phenomenology is different with respect to the one observed in most of the iron-based superconductors. At a critical temperature $\mathrm{T}_{\mathrm{co}} \sim 90 \mathrm{~K}$, these systems develop an unconventional charge order (CO) with $2 \times 2(\times 1[60], \times 2[61-63]$ or $\times 4$ [64]) in-plane (out-ofplane) lattice reconstruction which might (or not [65]) break time reversal symmetry without any signature of magnetism [66-70]. At $\mathrm{T}_{\text {sc }} \sim 1 \mathrm{~K}$, a superconducting phase is observed [71, 72], which might inherit the unconventional properties of the higher temperature state [73-75]. Particularly, the superconducting state has a two-dome structure, as observed by applying an external pressure [59, 76-78] or by doping ( $\mathrm{CsV}_{3} \mathrm{Sb}_{5-x} \mathrm{Sn}_{x}$ [79] and $\mathrm{CsV}_{3-x} \mathrm{Ti}_{x} \mathrm{Sb}_{5}[80,81]$ ) which further complicates the description of this phase. Interestingly, the double dome structure is not observed by hole doping the potassium and the rubidium compounds $(\mathrm{K}, \mathrm{Rb}) \mathrm{V}_{3} \mathrm{Sb}_{5-x} \mathrm{Sn}_{x}$ [82]. The different origin of the superconductivity in the two domes is suggested by the different shape of the superconductive gap, which has U- and V-shape, respectively [80]. Immediately below $\mathrm{T}_{\mathrm{co}}$, a "weak" nematic-
ity is observed, probably due to a $\pi$-shift of the CO between consecutive kagome layers, while each vanadium plane preserves the p 6 mm wallpaper group symmetry [83-85]. At $\mathrm{T}_{\mathrm{nem}} \sim 30-50 \mathrm{~K}$, several experiments performed on $\mathrm{CsV}_{3} \mathrm{Sb}_{5}$, the family-member which has the most controversial properties, report the transition to a "strong" nematic state, where each kagome layer has a lower rotational symmetry $\left(\mathrm{C}_{6} \rightarrow \mathrm{C}_{2}\right)$ [58, 60]. Since the kagome lattice has three independent directions, the onset of nematicity in this context breaks a Potts $\mathbb{Z}_{3}$ symmetry [86-88], corresponding to the ordering vectors $\mathbf{Q}_{1} \propto(-\sqrt{3},-1) / 2, \mathbf{Q}_{2} \propto(0,1)$ and $\mathbf{Q}_{3} \propto(\sqrt{3},-1) / 2$. Other experiments find, in the same temperature range, the stabilization of an additional $1 \times 4 \mathrm{CO}$ that simultaneously breaks the rotational and the discrete translational symmetry of the $2 \times 2 \mathrm{CO}$ [60, 89-92]. For this reason, this state might be regarded as smectic, considering the $2 \times 2 \mathrm{CO}$ as the "pristine" or "parent" state of the system [93]. Other experiments do not find, instead, any transition at $\mathrm{T}_{\text {nem }}$ [94, 95], suggesting nevertheless that both the nematic and the $1 \times 4$ COs might be stabilized by applying a tiny perturbation to the system such as a small magnetic field or a small strain [96]. The relation between superconductivity and nematicity in this class of compounds is suggested by the presence of strong nematic fluctuations corresponding to the maximum of the lower pressure/doping dome [32], i.e., the "superconducting glue" might be provided by the nematic fluctuations related to a quantum critical point in one dome [30].
As opposed to the iron-based superconductors, the spin order seems absent in the whole phase diagram of the kagome metals, suggesting a minor contribution of the spin fluctuations to the physics of $A \mathrm{~V}_{3} \mathrm{Sb}_{5}$ [59]. The orbital degree of freedom might play some role, even if it is not so clear, so far, what this might be [97]. Indeed, most of the theoretical approaches towards the physics of kagome metals has focused on models with a single orbital per site, in some cases even neglecting the sublattice character of the states near the Fermi energy [98103]. Instead, charge fluctuations are found to play a role already above $\mathrm{T}_{\mathrm{co}}[104-106]$ and the temperaturepressure phase diagram shows the presence of several CO phases [59, 107], so that, close to the phase boundaries, the fluctuations of the symmetry broken states should become strong [81]. As suggested by recent calculations [108], even the low-temperature superconducting character might be strongly influenced, if not determined, by charge fluctuations. In this regard, instead of a spinfermion model [109, 110], the physics observed in the kagome metals might be described by a charge-fermion model, in analogy with the relevant role charge fluctuations might play in the cuprates [111-114].
Here, we suggest two possibilities for the onset of nematicity in the vanadium-based kagome metals as driven by the charge degree of freedom: This might happen either through a transition to a $d$-wave charge PI or by spatially anisotropic finite momentum CO fluctuations. In support of these ideas, we perform a Kohn-Luttinger
analysis [115-118] of a model [92] for the electronic states at the Fermi level of the $2 \times 2 \mathrm{CO}$ in the particle-hole sector in the presence of electronic interactions [101, 119], which allows us to obtain the renormalized nematic vertices in the proximity of the zero- and finite-momentum ordered states. These vertices allow us to define two charge-fermion models describing the interactions among the electrons at the Fermi level, driving the transition to the nematic state in the two situations. Additionally, we describe how to restore the validity of the Ward identities for spin and charge conservation for the finite momentum charge-fermion model by including the Aslamazov-Larkin diagrams, i.e., by going beyond the random phase approximation (RPA) scheme. The analysis of the symmetry broken nematic phases is then supplied by the derivation of the Ginzburg-Landau potentials for the $d$-wave charge PI and the $1 \times 4 \mathrm{CO}$. Since from the experimental point of view, it is not clear if these states are actually stable or not, we focus on a natural probe both of nematicity and of nematic fluctuations [33, 120, 121], i.e., on the nematic susceptibility as can be defined in the two cases and we connect the expressions obtained from the Ginzburg-Landau analysis with the microscopic understanding coming from the charge fermion models.
The article is organized as follows: In Sec. II, we introduce the microscopic model to describe the main properties of the $2 \times 2$ charge order. In Sec. III, we perform a Kohn-Luttinger analysis in the nematic channel. Secs. IV-V are devoted to the derivation of the GinzburgLandau theories for the two ordering mechanisms. In Sec. VI, we discuss the nematic susceptibilities, which represent a natural probe of the nematic fluctuations. In Sec. VII, we discuss the relation between the microscopic expression of the nematic susceptibilities one can obtain in the two cases starting from the corresponding charge-fermion model and the Ginzburg-Landau expressions. Finally, Sec. VIII is devoted to concluding remarks on the the role of the $2 \times 2$ charge fluctuations explaining a few recent experimental findings and on the coupling of the nematic order parameters to the elastic deformations of the solid.

## II. MICROSCOPIC MODEL

In the reduced Brillouin zone, the Fermi surface of the system has three inequivalent pockets located at the reconstructed M points (M') [64, 101, 125-129] with holelike character related to the states coming from the $d$ orbitals of the vanadium atoms [92], see Fig. 1. A similar band structure hosting only hole pockets is relevant for some iron-based compounds [130], where a suppression of the spin-density wave fluctuations was found in this case [131], which might lead to $d$-wave superconductivity [132]. The relevance of the hole pockets for the formation of the superconducting state in the kagome metals is in agreement with the experimental findings that observe an increase of $T_{s c}$ by hole doping and a decrease by electron


FIG. 1: Fermi surface of the charge-ordered state - (a) Brillouin zone of the pristine kagome lattice with van Hove singularities [122, 123] at the three inequivalent momenta $\mathbf{M}_{1}=\pi(\sqrt{3}, 1) /(2 \sqrt{3} a), \mathbf{M}_{2}=\pi(0,-1) /(\sqrt{3} a)$ and $\mathbf{M}_{3}=\pi(-\sqrt{3}, 1) /(2 \sqrt{3} a)$, with $a$ the nearest-neighbor distance. The ordering wave vectors for the $2 \times 2$ instability are depicted as $\mathbf{Q}_{1,2,3}$ [124]. (b) Putative $2 \times 2$ charge-bond order with trihexagonal shape. Solid (dashed) lines describe a strong (weak) hopping. (c) Reduced Brillouin zone of the $2 \times 2$ charge-ordered state (the area is $1 / 4$ of the one shown in panel (a)). The orange ellipses are a sketch of the Fermi surface, centered at the high-symmetry points $\mathbf{M}_{i}^{\prime}=\mathbf{M}_{i} / 2$. The $\mathbf{Q}^{\prime}$ vectors are defined as $\mathbf{Q}_{i}^{\prime}=\mathbf{M}_{j}^{\prime}-\mathbf{M}_{k}^{\prime}$, with $(i, j, k)$ an even permutation of $(1,2,3)$.
doping [79, 80, 82, 133]. In the following, we assume that the elliptical hole pockets are the relevant features of the Fermi surface at zero doping. Even if the system hosts a circular electronic pocket coming from the $p$ orbitals of the antimony atoms centered at $\Gamma$, this should not be relevant for the properties of kagome metals at zero doping and no externally applied pressure given the strong mismatch between the radius of the electron and hole pockets, which should not provide any relevant nesting among the two. Nevertheless, at finite tin doping [133], the central Fermi pocket is tuned above the Fermi level of the system, i.e., at some point a nesting condition will be reached between the electron and the hole pockets, potentially opening an additional channel for the stabilization of the $1 \times 4 \mathrm{CO}$. The analysis of this different model goes beyond the present study.
We start from a minimal three-band model (six bands counting the spin degeneracy) for the electronic structure in the $2 \times 2$ charge-ordered state with hole-pockets centered at $M_{1}^{\prime}, M_{2}^{\prime}$ and $M_{3}^{\prime}$. To keep the calculations simple, we consider elliptic paraboloid dispersions, see

Fig. 1c:

$$
\begin{equation*}
\varepsilon_{2, \mathbf{k}}=-\sum_{a=x, y} \frac{k_{a}^{2}}{2 m_{a}}, \quad \varepsilon_{1 / 3, \mathbf{k}}=\varepsilon_{2, R\left( \pm \frac{\pi}{3}\right) \mathbf{k}} \tag{1}
\end{equation*}
$$

where $m_{x}=m(1+\delta)$ and $m_{y}=m(1-\delta)$ are the electronic masses along the $k_{x}$ and $k_{y}$ directions of reciprocal space, respectively, proportional to the inverse hopping $m \propto 1 / t[135,136]$, while $\delta$ quantifies the ellipticity of the bands, i.e., the deviation of the pockets from being perfectly circular. $R(\phi)$ is the rotation matrix about an angle $\phi$ in the momentum plane $\mathbf{k}=\left(k_{x}, k_{y}\right)$. We take $t=1$ as our energy unit. To convert to physical units, the value of the hopping is $t \sim 0.3 \mathrm{eV}$ [98]. Since the dispersions Eq. (1) describe the physics of the system in the $2 \times 2$ CO state, our theory applies for temperatures $T$ that fulfill $\mathrm{T}_{\mathrm{sc}} \sim 1 \mathrm{~K}<\mathrm{T}<\mathrm{T}_{\mathrm{co}} \sim 100 \mathrm{~K}$, i.e., $3 \times 10^{-6} \lesssim k_{B} T / t \lesssim 3 \times 10^{-4}$, with $k_{B}$ the Boltzmann constant. The noninteracting Hamiltonian is

$$
\begin{equation*}
\mathcal{H}_{0}=\sum_{i=1,2,3} \sum_{\mathbf{k}, \sigma}\left(\varepsilon_{i, \mathbf{k}}-\mu\right) c_{i, \mathbf{k}, \sigma}^{\dagger} c_{i, \mathbf{k}, \sigma} \tag{2}
\end{equation*}
$$

where $c_{i, \mathbf{k}, \sigma}^{\dagger}\left(c_{i, \mathbf{k}, \sigma}\right)$ is the creation (destruction) operator of an electron in band $\varepsilon_{i, \mathbf{k}}$ with spin $\sigma=\uparrow, \downarrow$ and momentum $\mathbf{k}$, and $\mu$ is the chemical potential. We take $\mu /\left(t \Lambda^{2}\right)=-3 \times 10^{-5}$ ( $\Lambda$ is the momentum/energy cutoff) [99]. In Eq. (2), the momenta of the $i$-th band's fermions are defined relative to $\mathbf{M}_{i}^{\prime}$.
The structure of the interactions is described within the g-ology model [99, 137, 138]:

$$
\begin{align*}
& \mathcal{H}_{\mathrm{int}}=\frac{1}{2 N} \sum_{\left|\mathbf{k}_{1}\right|, \cdots,\left|\mathbf{k}_{4}\right|<\Lambda} \delta\left(\mathbf{k}_{1}+\mathbf{k}_{2}-\mathbf{k}_{3}-\mathbf{k}_{4}\right) \\
& {\left[\sum _ { i \neq j , \sigma , \sigma ^ { \prime } } \left(g_{1} c_{i, \mathbf{k}_{1}, \sigma}^{\dagger} c_{j, \mathbf{k}_{2}, \sigma^{\prime}}^{\dagger} c_{i, \mathbf{k}_{3}, \sigma^{\prime}} c_{j, \mathbf{k}_{4}, \sigma}\right.\right.} \\
& +g_{2} c_{i, \mathbf{k}_{1}, \sigma}^{\dagger} c_{j, \mathbf{k}_{2}, \sigma^{\prime}}^{\dagger} c_{j, \mathbf{k}_{3}, \sigma^{\prime}} c_{i, \mathbf{k}_{4}, \sigma} \\
& \left.+g_{3} c_{i, \mathbf{k}_{1}, \sigma}^{\dagger} c_{i, \mathbf{k}_{2}, \sigma^{\prime}}^{\dagger} c_{j, \mathbf{k}_{3}, \sigma^{\prime}} c_{j, \mathbf{k}_{4}, \sigma}\right) \\
& \left.+g_{4} \sum_{i, \sigma, \sigma^{\prime}} c_{i, \mathbf{k}_{1}, \sigma}^{\dagger} c_{i, \mathbf{k}_{2}, \sigma^{\prime}}^{\dagger} c_{i, \mathbf{k}_{3}, \sigma^{\prime}} c_{i, \mathbf{k}_{4}, \sigma}\right] \tag{3}
\end{align*}
$$

with $N$ the number of unit cells in the system. Here the couplings are the interpatch exchange interaction $g_{1}$, interpatch density-density interaction $g_{2}$, umklapp scattering $g_{3}$, and interpatch density-density interaction $g_{4}$, respectively.

## III. KOHN-LUTTINGER ANALYSIS

In this section, we analyze the conditions under which the model introduced above has a tendency towards either a $4 \times 4$ charge ordering or a $d$-wave charge Pomeranchuk instability. For now we will not investigate whether or not these are the leading instabilities of the


FIG. 2: Diagrammatic expression of the charge order parameters - Diagrammatic representation of the interacting vertex for the (a) $Q_{4 a}$ charge order and (b) for the charge Pomeranchuk instability dressed by interactions. Here, $\Delta_{3}^{0}\left(n_{1}^{0}\right)$ is an infinitesimally small order parameter for the $Q_{4 a}$ CO (occupation of band 1) [134]. Continuous (dashed) [dotted] lines represent propagators for band 1 (2) [3].
model. Indeed, to properly address this point, the orbital/sublattice character of the states at the Fermi level has to be determined, but this information is lacking at present. Essentially, we assume that the combined role of the sublattice/orbital degrees of freedom consists of reducing the tendency of the system to develop any spin ordered state [139]. Nevertheless, we stress how recent analysis suggests a charge-fluctuations scenario to be preferred over a dominant spin-fluctuations one for a large number of lattice sites in the unit-cell of the system and for long-range repulsion [140]. By defining $\Delta_{1}, \Delta_{2}$ and $\Delta_{3}$ as the three order parameters for the $4 \times 4 \mathrm{CO}$, we find that the system is unstable towards this phase, see Fig. 2(a), when [141, 142]:

$$
\begin{equation*}
\Gamma^{Q_{4 a}} \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)+1=0 \tag{4}
\end{equation*}
$$

with $\Gamma^{Q_{4 a}}=g_{2}-2 g_{1}-g_{3}$. Instead, by defining $n_{1}, n_{2}$ and $n_{3}$ as the occupations of the three independent bands, we find a $d$-wave PI, see Fig. 2(b), when:

$$
\begin{equation*}
\Gamma^{\mathrm{d}-\mathrm{PI}} \Pi_{\mathrm{ph}}(\mathbf{0})+1=0 \tag{5}
\end{equation*}
$$

where $\Gamma^{\text {d-PI }}=2 g_{2}-g_{4}-g_{1} . \Pi_{\mathrm{ph}}(\mathbf{0})$ and $\Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)$ are the particle-hole polarizations computed for the intra- and
inter-band cases, respectively. To understand if it is possible to obtain a charge-driven nematic state in this system, we perform a Kohn-Luttinger analysis in the proximity of these two phases [101, 115, 116, 119, 143]. This procedure will allow us to understand if the nematic pairing interaction is enhanced near the onset of the order, if the interaction is attractive or repulsive, and what is its nature, e.g., whether it can be viewed as mediated by charge or spin fluctuations.
In the proximity of the $d$-wave charge PI, we expect the diagrams containing $\Pi_{\mathrm{ph}}(\mathbf{0})$ to be the only relevant ones for the renormalization of the nematic vertex $\Gamma_{\alpha \beta ; \gamma \delta}^{Q_{1 a}}(k, p ; p, k)=U_{a}^{Q_{1 a}} \delta_{\alpha \delta} \delta_{\beta \gamma}-U_{b}^{Q_{1 a}} \delta_{\alpha \gamma} \delta_{\beta \delta}$, diagrammatically represented in Fig. 3(a). By solving the coupled equations for the renormalized interactions $\bar{g}_{4}^{Q_{1 a}}$ and $\bar{g}_{2}^{Q_{1 a}}$ represented in Fig. 3(b), taking into account the renormalized vertex $\tilde{\gamma}$ shown in Fig. 3(c), one obtains the expression for $\bar{g}_{4}^{Q_{1 a}}$ and $\bar{g}_{2}^{Q_{1 a}}$ that allow to compute the fully dressed irreducible interaction $U_{a}^{Q_{1 a}}$ shown in Fig. 3(d). Since $U_{b}^{Q_{1 a}}$ is not divergent near the onset of the symmetry broken state, $U_{a}^{Q_{1 a}}$ becomes the only relevant contribution to the nematic pairing vertex, which,


FIG. 3: Diagrams for the renormalized interactions near the onset of the $d$-wave Pomeranchuk instability - (a) Diagrammatic representation of the nematic interaction. (b) Relevant diagrams containing the polarization $\Pi_{\mathrm{ph}}(\mathbf{0})$ to the renormalization of the interactions $g_{4}$ and $g_{2}$. (c) Diagrammatic representation of the dressed vertices (red dots). (d) Expression of the effective interaction $U_{a}^{Q_{1 a}}$ including the first order corrections due to $g_{1}$.
near the phase transition, acquires the form

$$
\begin{equation*}
\Gamma_{\alpha, \beta ; \gamma, \delta}^{Q_{1 a}} \approx \frac{1}{3 \Pi_{\mathrm{ph}}(\mathbf{0})} \frac{\delta_{\alpha \delta} \delta_{\beta \gamma}}{1+\Gamma^{\mathrm{d}-\mathrm{PI}} \Pi_{\mathrm{ph}}(\mathbf{0})} \tag{6}
\end{equation*}
$$

The interaction in Eq. (6) has the following properties: (i) it is divergent at the phase transition; (ii) it is negative due to $\Pi_{\mathrm{ph}}(\mathbf{0})<0$, i.e., attractive; (iii) it is mediated by both zero-momentum charge and spin fluctuations given the spin structure, which can be rewritten by means of the $\mathrm{SU}(2)$ Fierz identity $\delta_{\alpha \delta} \delta_{\beta \gamma}=\frac{1}{2}\left(\delta_{\alpha \gamma} \delta_{\beta \delta}+\boldsymbol{\sigma}_{\alpha \gamma} \cdot \boldsymbol{\sigma}_{\beta \delta}\right)$. The equal contribution coming from charge and spin fluctuations suggests that the charge-fermion model arising from this attractive interaction satisfies the Ward identities for charge and spin already at the RPA level, without
the need to correct the effective interaction with other diagrams [21, 110, 144].
Now we analyze the renormalization of the nematic vertex in the proximity of the $4 \times 4 \mathrm{CO}$ instability. In this case, the diagrams containing $\Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)$ are the most relevant ones for the renormalization of the vertex $\Gamma_{\alpha \beta ; \gamma \delta}^{Q_{4 a}}(k, p ; p, k)=U_{a}^{Q_{4 a}} \delta_{\alpha \delta} \delta_{\beta \gamma}-U_{b}^{Q_{4 a}} \delta_{\alpha \gamma} \delta_{\beta \delta}$, diagrammatically represented in Fig. 4(a). The expression for $U_{a}^{Q_{4 a}}=\bar{g}_{2}^{Q_{4 a}}$ can be obtained by summing the ladder series in Fig. 4(c), while $U_{b}^{Q_{4 a}}=\bar{g}_{1}^{Q_{4 a}}$ is obtained by solving the coupled equations for $\bar{g}_{1}^{Q_{4 a}}$ and $\bar{g}_{3}^{Q_{4 a}}$, diagrammatically represented in Fig. 4(b), taking into account the renormalized vertex $\bar{\gamma}$ shown in Fig. 4(d). Since $U_{a}^{Q_{4 a}}$ is


FIG. 4: Diagrams for the renormalized interactions near the onset of the $Q_{4 a} \mathbf{C O}$ - (a) Diagrammatic representation of the nematic vertex, focusing on the interaction between band 1 and band 2 electrons. (b) Relevant diagrams containing the polarization $\Pi_{\mathrm{ph}}(\mathbf{Q})$ to the renormalization of the interactions $g_{1}$ (equal to $U_{b}^{Q_{4 a}}$ ) and $g_{3}$. (c) Perturbative series for the renormalization of the interaction $g_{2}$ (equal to $U_{a}^{Q_{4 a}}$ ). (d) Diagrammatic representation of the dressed vertex (red dots).


FIG. 5: Renormalization of the charge-fermion vertex - The first diagram is the RPA vertex coming from $\Gamma^{Q_{4 a}}$. The last two diagrams are Aslamazov-Larkin contributions that restore the Ward identities. The first of these two diagrams comes from $\Gamma^{3, Q_{4 a}}$, while the second from $\Gamma^{Q_{4 a}}$.
not divergent at the phase transition, the only relevant contribution to $\Gamma_{\alpha \beta ; \gamma \delta}^{Q_{4 a}}$ comes from $U_{b}^{Q_{4 a}}$, leading to the expression

$$
\begin{equation*}
\Gamma_{\alpha, \beta ; \gamma, \delta}^{Q_{4 a}} \approx-\frac{1}{8\left(g_{1}+g_{3}\right) \Pi_{\mathrm{ph}}^{2}\left(\mathbf{Q}^{\prime}\right)} \frac{\delta_{\alpha \gamma} \delta_{\beta \delta}}{1+\Gamma^{Q_{4 a}} \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)} \tag{7}
\end{equation*}
$$

The interaction in Eq. (7) has the following properties: (i) it is divergent at the phase transition; (ii) it is negative $\left(g_{1}+g_{3}>0\right)$ due to the minus sign in front of it, i.e.,
it is attractive; (iii) it is mediated by finite momentum charge fluctuations. We also notice that, near the phase transition, the interaction $\bar{g}_{3}^{Q_{4 a}}$ diverges as well, and the corresponding interaction vertex is

$$
\begin{equation*}
\Gamma_{\alpha, \beta ; \gamma, \delta}^{3, Q_{4 a}} \approx \frac{1}{8\left(g_{1}+g_{3}\right) \Pi_{\mathrm{ph}}^{2}\left(\mathbf{Q}^{\prime}\right)} \frac{\frac{1}{2}\left(\boldsymbol{\sigma}_{\alpha \gamma} \cdot \boldsymbol{\sigma}_{\beta \delta}-\delta_{\alpha \gamma} \delta_{\beta \delta}\right)}{1+\Gamma^{Q_{4 a} \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)}} \tag{8}
\end{equation*}
$$

i.e., the interaction is attractive in the charge channel and repulsive in the spin channel. The violation of the Ward identities of Eq. (7), i.e., the unequal prefactors of the spin and the charge components of the vertex, suggests that the inclusion of only the RPA diagrams does not lead to a description of the corresponding chargefermion model consistent with the one coming from Fermi liquid theory. However, one can restore spin and the charge conservation by including the Aslamazov-Larkin diagrams coming from $\Gamma^{Q_{4 a}}$ and $\Gamma^{3, Q_{4 a}}$, as displayed in Fig. 5. The corresponding interaction between fermions at the Fermi surface with collective charge fluctuations, which represents a microscopic theory for the interaction near a finite momentum CO quantum critical point, can be written as

$$
\begin{aligned}
\mathcal{H}_{\mathrm{ch}-\mathrm{ch}}= & \sum_{\mathbf{q}, i, j, l} \sum_{\alpha, \beta, \gamma, \delta} V_{i j l ; \alpha \beta, \gamma \delta}(\mathbf{q}) \\
& \sum_{\mathbf{k}, \mathbf{p}} c_{l, \mathbf{p}, \gamma}^{\dagger} c_{j, \mathbf{k}, \delta}^{\dagger} c_{j, \mathbf{k}-\mathbf{q}, \alpha} c_{l, \mathbf{p}+\mathbf{q}, \beta}
\end{aligned}
$$

where $i, j$ and $l$ run over the band indices, and where

$$
V_{i j l ; \alpha \beta, \gamma \delta}(\mathbf{q})=\left|\epsilon_{i j l}\right| V_{i}(\mathbf{q})\left(\delta_{\alpha \gamma} \delta_{\beta \delta}+\boldsymbol{\sigma}_{\alpha \gamma} \cdot \boldsymbol{\sigma}_{\beta \delta}\right)
$$

In the expression above, $\epsilon_{i j l}$ is the Levi-Civita tensor, and the interaction potential $V_{i}(\mathbf{q})$ is peaked at $\mathbf{Q}_{i}^{\prime}$ such that near $\mathbf{Q}_{i}^{\prime}$ it can be approximated as

$$
V_{i}(\mathbf{q})=\frac{\bar{g}}{\xi^{-2}+\left|\mathbf{q}-\mathbf{Q}_{i}^{\prime}\right|^{2}}
$$

Here we have introduced the effective coupling $\bar{g}$ between the charge fluctuations and the fermions, and the correlation length $\xi$ of the CO.
While the crossed and uncrossed Aslamazov-Larkin diagrams are found to cancel out in the charge sector for $q=0$ spin [145] and charge [146] instabilities, we find them to add up near a finite momentum CO. The explanation of this difference comes from the different spin structure of the two diagrams, see Fig. 5, which does not lead to a cancellation of the two contributions despite the fact that they have a different sign. Further details regarding the Kohn-Luttinger analysis and the restoration of the charge and spin conservation are provided in the Supplemental Material (SM) [147].
From the previous analysis, it follows that the nematic susceptibility for the $d$-wave Pomeranchuk instability has the standard RPA expression [21], while in the case of the $Q_{4 a}$ CO it has a form similar to what has been discussed for iron-based superconductors [148-150], but with charge fluctuations instead of spin fluctuations.
Now that we have shown that a divergent attraction exists in the nematic channel due to the presence of chargefluctuations in the proximity of the $d$-wave charge PI and of the $Q_{4 a}$ CO, we analyze the precise form of these phases by performing a Ginzburg-Landau analysis of the symmetry broken states the system tends to or even stabilizes.

## IV. GINZBURG-LANDAU THEORY FOR THE $\mathrm{Q}_{4 \mathrm{a}}$ CHARGE ORDER

For the $Q_{4 a} \mathrm{CO}$, the patch model interaction Eq. (3) can be rewritten as:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{int}}^{Q_{4 a}} \approx-N \frac{g_{\mathrm{co}}}{2} \sum_{i} \rho_{i} \rho_{i} \tag{9}
\end{equation*}
$$

where $g_{\mathrm{co}}=\Gamma^{Q_{4 a}}$ and $\rho_{i}=\frac{\left|\epsilon_{i j l}\right|}{2 N} \sum_{\sigma} \sum_{\mathbf{q}<\Lambda} c_{j, \mathbf{q}, \sigma}^{\dagger} c_{l, \mathbf{q}, \sigma}$ is the charge operator with momentum $\mathbf{Q}_{i}^{\prime}=\mathbf{M}_{j}^{\prime}-\mathbf{M}_{l}^{\prime}$, i.e., it describes an instability towards charge ordered states that might stabilize an additional $1 \times 4$ or $4 \times 4 \mathrm{CO}$ besides the $2 \times 2$ one.
By decoupling the interaction Eq. (9) in the HubbardStratonovich (HS) sense and by integrating out the fermions, we derive the effective free energy in terms of the three fields $\Delta_{1}, \Delta_{2}$ and $\Delta_{3}$ up to the fourth order [151]:

$$
\begin{align*}
& \mathcal{F}_{\mathrm{eff}}^{Q_{4 a}}=\sum_{i} \int_{k} \Delta_{i}(k) \chi^{-1}(k) \Delta_{i}(-k) \\
& +\frac{\gamma^{Q_{4 a}}}{3} \int_{x} \Delta_{1}(x) \Delta_{2}(x) \Delta_{3}(x)+\frac{\xi_{1}^{Q_{4 a}}}{4} \int_{x}\left(\sum_{i} \Delta_{i}^{2}(x)\right)^{2} \\
& +\frac{\xi_{2}^{Q_{4 a}}-2 \xi_{1}^{Q_{4 a}}}{4} \int_{x} \sum_{i<j} \Delta_{i}^{2}(x) \Delta_{j}^{2}(x) \tag{10}
\end{align*}
$$

having included the contribution of the fluctuations of the order parameters, and where $2 \chi^{-1}(k)=\alpha^{Q_{4 a}}+\bar{\gamma}\left|\nu_{n}\right|+$ $\nu_{n}^{2}+\bar{f}(\mathbf{k})$ is the charge propagator in principle peaked at one of the wave vectors $\mathbf{Q}_{i}^{\prime}$, the ordering vector corresponding to the order parameter $\Delta_{i}[152-154]$. However, the momentum $\mathbf{k}$ in the expression above is taken with respect to the ordering vectors $\mathbf{Q}_{i}^{\prime}$, so in this regard the dependence of the charge propagator on the index $i$ does not appear. $\nu_{n}=2 \pi T n$ is the bosonic Matsubara frequency, due to the bosonic nature of the excitations of the charge-ordered state, $k=\left(i \nu_{n}, \mathbf{k}\right), \bar{\gamma}$ is the Landau damping coefficient, and $\bar{f}(\mathbf{k})=k_{x}^{2}+k_{y}^{2}[22,155]$. The explicit expressions for the coefficients in Eq. (10), which depend on temperature and chemical potential, are

$$
\begin{aligned}
\alpha^{Q_{4 a}} & =\frac{1}{g_{\mathrm{co}}}+\frac{1}{2} \int_{k} \mathcal{G}_{0,1}(k) \mathcal{G}_{0,2}(k) \\
\gamma^{Q_{4 a}} & =\frac{3}{2} \int_{k} \mathcal{G}_{0,1}(k) \mathcal{G}_{0,2}(k) \mathcal{G}_{0,3}(k) \\
\xi_{1}^{Q_{4 a}} & =\frac{1}{8} \int_{k} \mathcal{G}_{0,1}^{2}(k) \mathcal{G}_{0,2}^{2}(k) \\
\xi_{2}^{Q_{4 a}} & =\frac{1}{4} \int_{k} \mathcal{G}_{0,1}(k) \mathcal{G}_{0,2}(k) \mathcal{G}_{0,3}^{2}(k)
\end{aligned}
$$

with $\mathcal{G}_{0, i}^{-1}\left(i \omega_{n}, \mathbf{k}\right)=-i \omega_{n}+\varepsilon_{i, \mathbf{k}}-\mu$ the electronic Green's functions and $\omega_{n}=(2 n+1) \pi T$ the fermionic Matsubara frequencies. Their temperature dependence is shown in Fig. 6 [99, 156]. In Eq. (10), the integrals are defined such that $\int_{k}=T \sum_{n} \int_{-\Lambda}^{\Lambda} \frac{d^{2} k}{(2 \pi \Lambda)^{2}}, \int_{x}=\int_{0}^{\beta} d \tau \int d^{2} r$ and $x=$
$(\tau, \mathbf{r})$, with $\tau$ the time variable and $\mathbf{r}$ the position. The quartic part of the interaction can be decoupled by introducing three auxiliary HS fields $A(x) \rightarrow \sum_{i} \Delta_{i}^{2}(x) / \sqrt{3}$, $O_{1}(x) \rightarrow N_{1}(x)=\left(\Delta_{1}^{2}(x)-\frac{\Delta_{2}^{2}(x)+\Delta_{3}^{2}(x)}{2}\right) \sqrt{2 / 3}$ and $O_{2}(x) \rightarrow N_{2}(x)=\left(\Delta_{2}^{2}(x)-\Delta_{3}^{2}(x)\right) / \sqrt{2}\left(\mathbf{N}=\left(N_{1}, N_{2}\right)\right)$, where $A(x)$ transforms as an $\mathrm{A}_{1}$ irreducible representation (irrep), while $\mathbf{O}^{t}(x)=\left(O_{1}(x), O_{2}(x)\right)$ transforms as the two dimensional $\mathrm{E}_{2}$ irrep of $\mathrm{D}_{6 \mathrm{~h}}$. We use the Gaussian approximation rewriting the fields $\Delta_{i}(x)=\Delta_{i}+\delta \Delta_{i}(x)$. Keeping only the quadratic contributions in the fluctuations $\delta \Delta_{i}(x)$ and integrating them out $[86,157,158]$, the free energy becomes

$$
\begin{align*}
\mathcal{F}_{\mathrm{eff}}^{Q_{4 a}}= & -\int_{k}\left[\frac{A^{2}}{\xi_{1}^{Q_{4 a}}+\xi_{2}^{Q_{4 a}}}-\frac{2\left(O_{1}^{2}+O_{2}^{2}\right)}{\xi_{2}^{Q_{4 a}}-2 \xi_{1}^{Q_{4 a}}}\right] \\
& +\frac{1}{2} \sum_{i} \int_{k} \ln \left(\chi_{i}^{-1}(k)\right) \tag{11}
\end{align*}
$$

Here we have assumed $\Delta_{i}=0$ and

$$
\begin{aligned}
& \chi_{1}^{-1}(k)=\tilde{\chi}^{-1}(k)+O_{1} \sqrt{2 / 3} \\
& \chi_{2}^{-1}(k)=\tilde{\chi}^{-1}(k)-O_{1} / \sqrt{6}+O_{2} / \sqrt{2} \\
& \chi_{3}^{-1}(k)=\tilde{\chi}^{-1}(k)-O_{1} / \sqrt{6}-O_{2} / \sqrt{2}
\end{aligned}
$$

with $\tilde{\chi}^{-1}(k)=\chi^{-1}(k)+A / \sqrt{3}$, where the field $A$ renormalizes the bare mass term due to fluctuations $\left(\alpha^{Q_{4 a}} \rightarrow\right.$ $\left.\alpha^{Q_{4 a}}+A / \sqrt{3}\right)$. Additional details of the derivation can be found in the SM [147].
The temperature dependence of the coefficients in Fig. 6 shows that, below some temperature, $\xi_{1}^{Q_{4 a}}<0$, indicating an instability of the theory, which might be cured by higher-order contributions to the Ginzburg-Landau free energy $[22,159]$. We focus on the temperature range where the theory is stable. At the mean-field level, a negative $\xi_{2}^{Q_{4 a}}-2 \xi_{1}^{Q_{4 a}}<0$ prefers to stabilize a $3 \mathrm{Q} C O$, i.e., a state with $\Delta_{1}, \Delta_{2}$ and $\Delta_{3}$ different from zero ( $4 \times 4 \mathrm{CO}$ ), while $\xi_{2}^{Q_{4 a}}-2 \xi_{1}^{Q_{4 a}}>0$ points towards a 1 Q solution, corresponding to a $1 \times 4 \mathrm{CO}$. Since the quartic coefficient $\xi_{2}^{Q_{4 a}}-2 \xi_{1}^{Q_{4 a}}$ changes from negative to positive values, one would expect a transition from the $4 \times 4$ to the $1 \times 4$ CO. However, the mass renormalization coming from the $A$ field might suppress the $4 \times 4 \mathrm{CO}$ in the temperature range where it appears at the mean-field level. Indeed, this phase is not observed experimentally. Nevertheless, $A$ might become small enough to stabilize the $1 \times 4 \mathrm{CO}$ close to the temperature where $\xi_{2}^{Q_{4 a}}-2 \xi_{1}^{Q_{4 a}}$ changes sign.

## V. GINZBURG-LANDAU THEORY FOR THE $\mathbf{Q}_{1 \mathrm{a}} d$-WAVE POMERANCHUK INSTABILITY

For the $Q_{1 a} d$-wave charge PI, the patch model interaction Eq. (3) can be rewritten as

$$
\begin{equation*}
\mathcal{H}_{\mathrm{int}}^{Q_{1 a}} \approx-N \frac{1}{2} \sum_{i, j} g_{i j} n_{i} n_{j} \tag{12}
\end{equation*}
$$



FIG. 6: Temperature evolution of the GinzburgLandau coefficients - Log-log plot of the absolute value of the coefficients $\alpha^{Q_{4 a}}, \gamma^{Q_{4 a}}, \xi_{1}^{Q_{4 a}}$ and $\xi_{2}^{Q_{4 a}}$ evaluated asymptotically in the limit of $\mu, k_{B} T \ll t \Lambda^{2}$ (see the SM for their analytical expression [147]) at $\mu / t \Lambda^{2}=-3 \times 10^{-5}(\Lambda=1)$. Solid (dashed) lines indicate positive (negative) values. The vertical dotted lines indicate the position of the zeros of $\xi_{1}^{Q_{4 a}}$ and $\xi_{2}^{Q_{4 a}}-2 \xi_{1}^{Q_{4 a}}$. The band structure parameters are $m=1$, $\delta=0.3$.
with $g_{i j}=g_{\mathrm{d}}=-g_{4}$ if $i=j, g_{i j}=g_{\mathrm{o}}=-2 g_{2}+g_{1}$ if $i \neq j$ and $n_{i}=\frac{1}{2 N} \sum_{\sigma} \sum_{\mathbf{q}<\Lambda} c_{i, \mathbf{q}, \sigma}^{\dagger} c_{i, \mathbf{q}, \sigma}$ is the charge operator with zero momentum, i.e., Eq. (12) describes an instability towards a $1 \times 1$ charge-ordered state within the $2 \times 2$ one, describing an intra-unit-cell CO.
Considering the interaction Eq. (12) and the effective band structure Eq. (2), one might decouple the interacting part of the Hamiltonian by introducing two HS fields $O_{1} \rightarrow N_{1}=\left(n_{1}-\frac{n_{2}+n_{3}}{2}\right) \sqrt{2 / 3}$ and $O_{2} \rightarrow N_{2}=$ $\left(n_{2}-n_{3}\right) / \sqrt{2}$. By integrating out the fermions and by expanding the resulting expression for small $O_{1}$ and $O_{2}$, one arrives at the effective free energy (up to irrelevant constants)

$$
\begin{align*}
\mathcal{F}_{\mathrm{eff}}^{Q_{1 a}} & \approx \frac{\alpha^{Q_{1 a}}}{2} \sum_{i=1}^{2} O_{i}^{2}-\frac{\gamma^{Q_{1 a}}}{3} O_{1}\left(O_{1}^{2}-3 O_{2}^{2}\right) \\
& +\frac{\xi^{Q_{1 a}}}{4}\left(\sum_{i=1}^{2} O_{i}^{2}\right)^{2} \tag{13}
\end{align*}
$$

having defined the Ginzburg-Landau coefficients

$$
\begin{aligned}
\alpha^{Q_{1 a}} & =\frac{1}{g_{\text {nem }}^{Q_{1 a}}}+\int_{k} \mathcal{G}_{0,1}^{2}(k), \\
\gamma^{Q_{1 a}} & =\frac{3}{2} \int_{k} \mathcal{G}_{0,1}^{3}(k), \\
\xi^{Q_{1 a}} & =\frac{1}{8} \int_{k} \mathcal{G}_{0,1}^{4}(k),
\end{aligned}
$$

with $g_{\text {nem }}^{Q_{1 a}}=g_{\mathrm{d}}-g_{\mathrm{o}}=\Gamma^{\mathrm{d}-\mathrm{PI}}$. The free energy Eq. (13) describes a three states Potts model [86, 87, 160-164]. Details concerning the derivation of the expressions above can be found in the SM [147].

## VI. RISE OF NEMATICITY

We envisage two ways in which nematicity might arise in the kagome metals: On the one hand, nematicity might manifest itself as a vestigial order of the 1Q $1 \times 4$ charge order related to the finite momentum charge fluctuations. Within the saddle point approximation, one can write the corresponding zero-momentum nematic susceptibility as [148, 165-169]

$$
\begin{equation*}
\left(\hat{\chi}_{\mathrm{nem}}^{Q_{4 a}}\right)_{l m}=-\delta_{l m} \frac{g_{\mathrm{nem}}^{Q_{4 a}} \int_{k} \tilde{\chi}^{2}(k)}{1+g_{\mathrm{nem}}^{Q_{4 a}} \int_{k} \tilde{\chi}^{2}(k)}, \tag{14}
\end{equation*}
$$

with $l, m=1,2$, corresponding to the two-components of the $\mathrm{E}_{2}$ irrep, and having introduced the nematic interaction $g_{\mathrm{nem}}^{Q_{4 a}}=-\frac{1}{4}\left(\xi_{2}^{Q_{4 a}}-2 \xi_{1}^{Q_{4 a}}\right)$. If $\int_{k} \tilde{\chi}^{2}(k)$ becomes large, it might produce a divergence of the nematic susceptibility in the temperature range where $\xi_{2}^{Q_{4 a}}-2 \xi_{1}^{Q_{4 a}}>0$. This condition is surely satisfied near the transition to the $1 \times 4$ CO.
On the other hand, nematicity might occur as a symmetry breaking in the zero momentum order parameters, which, as such, would not lead to an increase of the unit cell of the system. More explicitly, the $Q_{1 a}$ nematic response function becomes $[170,171]$ :

$$
\begin{equation*}
\left(\hat{\chi}_{\text {nem }}^{Q_{1 a}}\right)_{l m}=-\delta_{l m} \frac{g_{\text {nem }}^{Q_{1 a}} \int_{k} \mathcal{G}_{0, i}^{2}(k)}{1+g_{\text {nem }}^{Q_{1 a}} \int_{k} \mathcal{G}_{0, i}^{2}(k)}, \tag{15}
\end{equation*}
$$

with $i=1,2$ or 3 and $g_{\text {nem }}^{Q_{1 a}}>0$. From Eq. (15), one can obtain an analytic expression for the divergence of the nematic susceptibility relating the hopping strength of the effective dispersions Eq. (1) to the other parameters of the problem (see the SM for the explicit relation and for additional details on the calculations sketched above [147]). The diagonal structure of Eqs. (14)-(15) reflects the degeneracy of the $\mathrm{E}_{2}$ irrep at the instability level. However, below the instability level, the $\mathrm{C}_{2 \mathrm{v}}$ nematic state is actually preferred [172, 173]. Differently from the case of a system with $D_{4 h}$ symmetry, where only the $\mathrm{B}_{1 \mathrm{~g}}$ symmetry channel gives a contribution different from zero, while the $B_{2 g}$ one goes to zero [149], here we obtain a finite contribution in both the degenerate components of $\mathrm{E}_{2}$.

## VII. MICROSCOPIC INTERPRETATION OF THE NEMATIC RESPONSE FUNCTIONS

The analysis performed in Sec. III allows us to introduce two microscopic models that can explain the onset
of nematicity in the kagome metals. These models represent a transposition of the spin-fermion [174] and of the fermion-boson model [175] to the charge fluctuations cases, i.e., we introduce two charge-fermion models. The first model is described by the effective zero-momentum charge-charge interaction Eq. (6), while the second one comes from the effective finite momentum interaction depicted in Fig. 5. The nematic susceptibility for the zeromomentum charge fluctuations (d-PI) can be described at the RPA level [21], in agreement with the result of the Ginzburg-Landau analysis we performed, compare Eq. (15) and Fig. 3 (b) and (d).
The nematic susceptibility of the finite-momentum charge fluctuations is related to the Aslamazov-Larkin diagrams, i.e., its representation goes beyond the RPA scheme. Indeed, the triangular fermionic loops that appear in these diagrams (by closing the external lines in Fig. 5 with a zero-momentum vertex) become large in the presence of nesting [176], i.e., when the ellipticity of the hole pockets is small enough, and one can approximate the nematic susceptibility by the contribution coming from the Aslamazov-Larkin diagrams, in analogy with the relevant role played by these diagrams in determining the $d$-wave Raman response function in the cuprates [113]. If we assume the charge fluctuations to have a smaller energy scale than the electronic degree of freedom, we might replace the triangular fermionic loop by a constant. By considering the corresponding ladder series, one arrives at Eq. (14) [150, 169].

## VIII. DISCUSSION

There is a third possibility that we have not analyzed so far for the onset of nematicity in the kagome metals, and this is related to the fluctuations of the three charge order parameters stabilized immediately below $T_{\text {co }}$. While the thermal fluctuations might be important above the critical temperature $T>T_{\text {co }}$, as shown experimentally [104], we do not expect them to play a relevant contribution for $T<T_{\text {co }}$. Moreover, a recent experiment [177] has found an odd nematic state above $T_{\text {co }}$ in the cesium member of the family, which points towards a nematic order parameter belonging to the $\mathrm{E}_{1 \mathrm{u}}$ or $\mathrm{E}_{2 \mathrm{u}}$ irreps. Any theory for the charge order stabilized below $T_{\text {co }}$ that considers it as a purely two-dimensional ordered state fails to catch this feature. Since this phase might actually have an out-of-plane component, one would need to derive a microscopic model that leads to a $2 \times 2 \times 2$ charge order, described by an effective theory that takes into account the three-dimensional nature of the order parameters [84]. The development of this theory goes beyond the scope of the present work.
The coupling of the elastic deformations of the $\mathrm{E}_{2}$ irrep to the nematic order parameter renormalizes the nematic couplings $g_{\text {nem }}^{Q_{n a}}(n=1,4)$ appearing in Eqs. (14)(15). Indeed, considering the nemato-elastic interaction $\mathcal{F}_{\text {int }}=\tilde{g} \int_{x} \boldsymbol{\epsilon}_{\mathrm{E}_{2}}(x) \cdot \mathbf{N}(x)$ where $\boldsymbol{\epsilon}_{\mathrm{E}_{2}}=\left(\epsilon_{\mathrm{E}_{2,1}}, \epsilon_{\mathrm{E}_{2,2}}\right)$
is the deformation tensor and the elastic contribution $\mathcal{F}_{\text {el }}=c_{\mathrm{E}_{2}}\left(\epsilon_{\mathrm{E}_{2,1}}^{2}+\epsilon_{\mathrm{E}_{2,2}}^{2}\right)$, with $c_{\mathrm{E}_{2}}$ an element of the stiffness matrix [102], by integrating out the deformation tensor we can rewrite the nematic interactions as $g_{\mathrm{nem}}^{Q_{4 a}} \rightarrow g_{\mathrm{nem}}^{Q_{4 a}}-3 \tilde{g}^{2} /\left(8 c_{\mathrm{E}_{2}}\right)$ and $g_{\mathrm{nem}}^{Q_{1 a}} \rightarrow g_{\mathrm{nem}}^{Q_{1 a}}+\tilde{g}^{2} /\left(2 c_{\mathrm{E}_{2}}\right)$. Generally speaking, the propensity to nematicity is increased by the coupling to the lattice [176]. If, instead of considering the coupling to the classical elastic deformations, we would consider the coupling to quantum phonons, we would obtain a frequency and momentum dependence of the renormalized nematic interaction [148, 171].
One can also consider the effect of finite stress fields on the system. The free energy of the problem after having integrated out the elastic deformations would correspond to a linear coupling between the stress field and the nematic operator $\mathbf{N}$. The presence of strain can induce a non-zero expectation value of $N_{1}$ and $N_{2}$, irrespective of the electronic effects previously discussed. The crucial role played by stress in stabilizing the nematic state seems to be in agreement with recent experimental findings [96] (see the SM for additional details regarding this calculation [147]).
To conclude, we have derived two microscopic theories to explain the nematicity and the nematic fluctuations observed in vanadium-based kagome metals, starting from a purely electronic model of phenomenological inspiration. In one case, the nematic state is described as a zero-momentum d-wave charge Pomeranchuk instability, while in the other case, it is stabilized by the anisotropic character of the fluctuations of the $1 \times 4$ charge order observed in several experiments. The two mechanisms might be relevant in different regions of the phase diagram [59], and diffusive scattering techniques can experimentally distinguish them. The correlation between ne-
maticity and superconductivity observed in the kagome metals [32] suggests that charge fluctuations might play a role in forming the superconducting pairs [108], making this class of compounds complementary to the iron pnictides.
Finally, the proposed mechanism for the $Q_{1 a}$ nematicity suggested in this article might also be relevant for the class of compounds $A \mathrm{Ti}_{3} \mathrm{Sb}_{5}(A=\mathrm{K}, \mathrm{Rb}, \mathrm{Cs})$ given the presence of (rhombic-like) hole-pockets at the Fermi level at the M points of the Brillouin zone, stressing the analogy between the nematic characters of the vanadium and titanium kagome families [178, 179].
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## Supplemental material for: 'Theories for charge-driven nematicity in kagome metals'

In this supplemental material, we present some additional information concerning the Kohn-Luttinger analysis of the effective model for the kagome metals, the charge-fermion models, the computation of the nematic susceptibilities as emerging from the $4 \times 4$ charge fluctuations and the zero momentum charge order. Moreover, we present the calculation for the nematic response function coming from the fluctuations of the $2 \times 2$ order parameters. Finally, we present the calculations for the presence of a finite stress in the system and the definition of a possible nematic order parameter.

## 1. Microscopic analysis of the model

## a. Microscopic model for the $2 \times 2$ charge order

In the reduced Brillouin zone (once the $2 \times 2$ charge order has settled in), the Fermi surface of the system is composed of three inequivalent pockets located at the reconstructed M points (M') [101, 125, 127] with hole-like character related to the states coming from the d orbitals of the vanadium atoms [60], see Fig. 1 of the main text. The relevance of the hole pockets for the formation of the superconducting state seems to be in agreement with recent experimental findings that observe an increase in the superconducting critical temperature by hole doping and a decrease by electron doping [79, 80, 82, 133]. In the following, we assume the elliptical hole pockets are the relevant features of the Fermi surface.
We start from a minimal three-band model (six bands counting the spin degeneracy) for the electronic structure in the $2 \times 2$ charge-ordered state with hole-pockets centered at $M_{1}^{\prime}, M_{2}^{\prime}$ and $M_{3}^{\prime}$. To keep the calculations simple, we consider elliptic paraboloid dispersions:

$$
\begin{align*}
\varepsilon_{1, \mathbf{k}} & =-\frac{k_{x}^{2}}{2} \frac{3 m_{x}+m_{y}}{4 m_{x} m_{y}}-\frac{\sqrt{3} k_{x} k_{y}}{2} \frac{m_{x}-m_{y}}{2 m_{x} m_{y}}-\frac{k_{y}^{2}}{2} \frac{m_{x}+3 m_{y}}{4 m_{x} m_{y}} \\
\varepsilon_{2, \mathbf{k}} & =-\frac{k_{x}^{2}}{2 m_{x}}-\frac{k_{y}^{2}}{2 m_{y}}  \tag{16}\\
\varepsilon_{3, \mathbf{k}} & =-\frac{k_{x}^{2}}{2} \frac{3 m_{x}+m_{y}}{4 m_{x} m_{y}}+\frac{\sqrt{3} k_{x} k_{y}}{2} \frac{m_{x}-m_{y}}{2 m_{x} m_{y}}-\frac{k_{y}^{2}}{2} \frac{m_{x}+3 m_{y}}{4 m_{x} m_{y}}
\end{align*}
$$

where $m_{x}=m(1+\delta)$ and $m_{y}=m(1-\delta)$ are the electronic masses along the $k_{x}$ and $k_{y}$ directions of reciprocal space, respectively, and they are proportional to the inverse hopping $m=1 / t$, see Fig. 1c for a sketch of the Fermi surface of the problem $[135,136]$. In the following, we take $t=1$ as our energy unit. To convert in physical units the value of the hopping is $t \sim 0.3 \mathrm{eV}$ [98]. Since the dispersions Eq. (1) describe the physics of the system in the $2 \times 2$ charge ordered state, we consider temperatures $\mathrm{T}_{\mathrm{sc}} \sim 1 \mathrm{~K}<\mathrm{T}<\mathrm{T}_{\mathrm{co}} \sim 100 \mathrm{~K}$, i.e., $310^{-6} \lesssim k_{B} T / t \lesssim 310^{-4}$, with $k_{B}$ the Boltzmann constant. The noninteracting Hamiltonian can thus be rewritten as:

$$
\begin{equation*}
\mathcal{H}_{0}=\sum_{i=1,2,3} \sum_{\mathbf{k}, \sigma}\left(\varepsilon_{i, \mathbf{k}}-\mu\right) c_{i, \mathbf{k}, \sigma}^{\dagger} c_{i, \mathbf{k}, \sigma} \tag{17}
\end{equation*}
$$

where $c_{i, \mathbf{k}, \sigma}^{\dagger}\left(c_{i, \mathbf{k}, \sigma}\right)$ is the creation (destruction) operator of an electron in the band $\varepsilon_{i, \mathbf{k}}$ with spin $\sigma=\uparrow, \downarrow$ and momentum $\mathbf{k}$, and $\mu$ is the chemical potential. We assume $\mu /\left(/ t \Lambda^{2}\right)=-310^{-5}$ [99]. In Eq. (17), the momenta of the $i$-th fermions are defined from $\mathbf{M}_{i}^{\prime}$.
Since all the bands are of hole kind, there are no interactions between electrons and holes, but only between holes. The structure of the interactions is described with the g-ology model [99, 137]:

$$
\begin{align*}
\mathcal{H}_{\mathrm{int}}=\frac{1}{2 N} & \sum_{\left|\mathbf{k}_{1}\right|, \cdots,\left|\mathbf{k}_{4}\right|<\Lambda} \delta\left(\mathbf{k}_{1}+\mathbf{k}_{2}-\mathbf{k}_{3}-\mathbf{k}_{4}\right)\left[\sum _ { i \neq j , \sigma , \sigma ^ { \prime } } \left(g_{1} c_{i, \mathbf{k}_{1}, \sigma}^{\dagger} c_{j, \mathbf{k}_{2}, \sigma^{\prime}}^{\dagger} c_{i, \mathbf{k}_{3}, \sigma^{\prime}} c_{j, \mathbf{k}_{4}, \sigma}+g_{2} c_{i, \mathbf{k}_{1}, \sigma}^{\dagger} c_{j, \mathbf{k}_{2}, \sigma^{\prime}}^{\dagger} c_{j, \mathbf{k}_{3}, \sigma^{\prime}} c_{i, \mathbf{k}_{4}, \sigma}\right.\right. \\
& \left.\left.+g_{3} c_{i, \mathbf{k}_{1}, \sigma^{\prime}}^{\dagger} c_{i, \mathbf{k}_{2}, \sigma^{\prime}}^{\dagger} c_{j, \mathbf{k}_{3}, \sigma^{\prime}} c_{j, \mathbf{k}_{4}, \sigma}\right)+g_{4} \sum_{i, \sigma, \sigma^{\prime}} c_{i, \mathbf{k}_{1}, \sigma^{\prime}}^{\dagger} c_{i, \mathbf{k}_{2}, \sigma^{\prime}}^{\dagger} c_{i, \mathbf{k}_{3}, \sigma^{\prime}} c_{i, \mathbf{k}_{4}, \sigma}\right] \tag{18}
\end{align*}
$$

with $N$ the number of unit cells in the system. $g_{1}\left(g_{2}\right)\left[g_{3}\right]\left\{g_{4}\right\}$ is the interpatch exchange (interpatch density-density) [umklapp] \{intrapatch density-density \} scattering process and $\Lambda$ is a momentum and energy cutoff.


FIG. 7: Irreducible vertices at the second order in the interactions - Diagrammatic representation of the irreducible vertices $\Gamma_{\mathrm{d}}$ (intrapatch density-density), $\Gamma_{\mathrm{o}, \mathrm{a}}$ (umklapp), $\Gamma_{\mathrm{o}, \mathrm{b}}$ (interpatch density density) and $\Gamma_{\mathrm{o}, \mathrm{c}}$ (interpatch exchange) up to the second order in the interactions $g_{1}, g_{2}, g_{3}$ and $g_{4}$, having excluded the renormalizations coming from particle-particle response functions. The ladder, the bubble and the wine-glass diagrams appear at the second order. A few of them cancel out.

## b. Kohn-Luttinger analysis

In this section, we study the microscopic model introduced in the previous section. We analyze under which conditions it has a tendency towards the development of a $1 \times 4 \mathrm{CO}$ or towards a $d$-wave charge Pomeranchuk instability (PI). At present, we will not consider if these are the leading instabilities of the model. Indeed, to properly address this point, the orbital/sublattice character of the states at the Fermi level would have to be experimentally determined, but this information is lacking at present. We perform a Kohn-Luttinger analysis of the particle-hole vertices and we project them on the interesting channels to see if and under which conditions the system shows an instability $[115,116,143]$. We analyze the renormalization of the vertices to the second order in the interactions, and we neglect the renormalization coming from the particle-particle response function because we assume the main instability to take place in the particle-hole sector. We write the particle-hole response function as:

$$
\Pi_{\mathrm{ph}}^{i j}(q)=i \int \frac{d^{2} \mathbf{p} d \omega^{\prime}}{(2 \pi \hbar)^{3}} \mathcal{G}_{0, i}\left(\mathbf{p}, \omega^{\prime}\right) \mathcal{G}_{0, j}\left(\mathbf{p}+\mathbf{q}, \omega^{\prime}+\omega\right)<0
$$

with $q=(\mathbf{q}, \omega)$ and $\mathcal{G}_{0, i}(k)=\frac{1}{-\omega+\epsilon_{i}(k)-\mu}$ the single-particle Green's function for the $i$-th band. In the following, we define $\Pi_{\mathrm{ph}}(\mathbf{0})\left(\Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)\right)$ as the intraband (interband) particle-hole response function. We stress that $\Pi_{\mathrm{ph}}(\mathbf{0})$ does not correspond to the zero-momentum particle-hole response function.

The expressions for the irreducible vertices can be computed at the second order in perturbation theory by assuming a small value of the coupling interactions $g_{1}, g_{2}, g_{3}$ and $g_{4}$. The corresponding analytical expressions can be read from Fig. 7, leading to:

$$
\begin{aligned}
& \Gamma_{\mathrm{d}}=g_{4}+\left[g_{4}^{2}+2 g_{1}^{2}-4 g_{2}\left(g_{2}-g_{1}\right)\right] \Pi_{\mathrm{ph}}(\mathbf{0}) \\
& \Gamma_{\mathrm{o}, \mathrm{a}}=g_{3}+2 g_{3}\left(2 g_{2}-g_{1}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right), \\
& \Gamma_{\mathrm{o}, \mathrm{~b}}=g_{2}-2\left(g_{2}-g_{1}\right)\left(g_{2}+g_{4}\right) \Pi_{\mathrm{ph}}(\mathbf{0})+\left(g_{2}^{2}+g_{3}^{2}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right), \\
& \Gamma_{\mathrm{o}, \mathrm{c}}=g_{1}+g_{1}\left(2 g_{4}+g_{1}\right) \Pi_{\mathrm{ph}}(\mathbf{0})+2 g_{1}\left(g_{2}-g_{1}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right),
\end{aligned}
$$

where the second order contribution proportional to $\Pi_{p h}(\mathbf{0})$ or to $\Pi_{p h}\left(\mathbf{Q}^{\prime}\right)$ is, by the perturbative construction, smaller than the first order term. In most of the physically relevant situations, $g_{i}>0, i=1,2,3,4$, since they represent repulsive interactions. Moreover, all the interactions are generally of the same order of magnitude $g_{1} \sim g_{2} \sim g_{3} \sim g_{4}$ (even if, in many cases, $g_{4}>g_{1}, g_{2}, g_{3}$ ). The considerations above, together with the perturbative nature of the calculation, suggest that it is not possible for the second order contribution to overcome the magnitude of the linear terms. To proceed in the analysis, we consider the case of $g_{1}=g_{2}=g_{3}=g_{4}=g>0$, which simplify the expressions above as:

$$
\begin{aligned}
& \Gamma_{\mathrm{d}}=g+3 g^{2} \Pi_{\mathrm{ph}}(\mathbf{0}), \\
& \Gamma_{\mathrm{o}, \mathrm{a}}=g+2 g^{2} \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right), \\
& \Gamma_{\mathrm{o}, \mathrm{~b}}=g+2 g^{2} \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right), \\
& \Gamma_{\mathrm{o}, \mathrm{c}}=g+3 g^{2} \Pi_{\mathrm{ph}}(\mathbf{0})
\end{aligned}
$$

In the following, we analyze the tendency of the system towards the development of the $1 \times 4 \mathrm{CO}$ and the $d$-wave PI.

## c. Instability in the $1 \times 4$ charge order channel

We introduce an infinitesimal coupling in the $Q_{4 a} \mathrm{CO} \Delta_{j}^{0}\left|\epsilon_{j, l, m}\right| \sum_{\mathbf{k}, \sigma} c_{l, \mathbf{k}, \sigma}^{\dagger} c_{m, \mathbf{k}, \sigma}, j, l, m=1,2,3$. We then dress this vertex by interactions as shown in Fig. 8 [119, 141, 142]. We arrive at the relation:

$$
\left(\begin{array}{c}
\Delta_{1} \\
\Delta_{2} \\
\Delta_{3}
\end{array}\right)=\left(\begin{array}{c}
\Delta_{1}^{0} \\
\Delta_{2}^{0} \\
\Delta_{3}^{0}
\end{array}\right)-\Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right) \Gamma^{Q_{4 a}}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
\Delta_{1} \\
\Delta_{2} \\
\Delta_{3}
\end{array}\right),
$$

which is already diagonal and it has the same form for the three order parameters, leading to:

$$
\Delta_{j}=\frac{\Delta_{j}^{0}}{1+\Gamma^{Q_{4 a}} \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)}
$$



FIG. 8: Diagrammatic expression of the $1 \times 4$ CO instability - Diagrammatic representation of the interacting vertex for the $Q_{4 a}$ CO instability dressed by interactions.


FIG. 9: Diagrammatic expression of the Pomeranchuk instability - Diagrammatic representation of the interacting vertex for the charge Pomeranchuk instability dressed by interactions.

In the previous expression, we introduced the effective vertex $\Gamma^{Q_{4 a}}=\Gamma_{\mathrm{o}, \mathrm{b}}-2 \Gamma_{\mathrm{o}, \mathrm{c}}-\Gamma_{\mathrm{o}, \mathrm{a}}$. To get an enhancement of the $Q_{4 a}$ instability, we must have $\Gamma^{Q_{4 a}}>0$ since $\Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)<0$. The vertex can be written as

$$
\begin{aligned}
\Gamma^{Q_{4 a}} & =\left(g_{2}-2 g_{1}-g_{3}\right)-2\left[\left(g_{2}-g_{1}\right)\left(g_{2}+g_{4}\right)+g_{1}\left(2 g_{4}+g_{1}\right)\right] \Pi_{\mathrm{ph}}(\mathbf{0}) \\
& +\left[\left(g_{2}^{2}+g_{3}^{2}\right)-4\left(\left(g_{1}-g_{3}\right)^{2}+g_{1}\left(g_{3}-g_{2}\right)\right)-2 g_{3}\left(2 g_{2}-g_{1}\right)\right] \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right) .
\end{aligned}
$$

At the first order in the interactions, this expression becomes $\Gamma^{Q_{4 a}}=\left(g_{2}-2 g_{1}-g_{3}\right)$. If we assume $g_{2}=g_{4}=0$, we get $\Gamma^{Q_{4 a}}=-\left(2 g_{1}+g_{3}\right)-2 g_{1}^{2} \Pi_{\mathrm{ph}}(\mathbf{0})-\left(4 g_{1}^{2}-6 g_{1} g_{3}+3 g_{3}^{2}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right) \sim-\left(2 g_{1}+g_{3}\right)$ at the leading order. If we assume, instead, $g_{1}=g_{2}=g_{3}=g_{4}=g$, the leading order expression is $\Gamma^{Q_{4 a}} \sim-2 g<0$, i.e., in these cases there is no tendency towards the $Q_{4 a}$ CO. Generally speaking, the first order contribution to $\Gamma^{Q_{4 a}}$ is positive when $g_{2}>2 g_{1}+g_{3}$.

## d. Instability in the charge Pomeranchuk channel

We introduce an infinitesimal coupling in the charge PI $n_{j}^{0} \sum_{\mathbf{k}, \sigma} c_{j, \mathbf{k}, \sigma}^{\dagger} c_{j, \mathbf{k}, \sigma}, j=1,2,3$. We then dress this vertex by interactions as shown in Fig. 9 [119, 141, 142]. This way, one arrives at the relation:

$$
\left(\begin{array}{c}
n_{1} \\
n_{2} \\
n_{3}
\end{array}\right)=\left(\begin{array}{c}
n_{1}^{0} \\
n_{2}^{0} \\
n_{3}^{0}
\end{array}\right)+\Pi_{\mathrm{ph}}(\mathbf{0})\left(\begin{array}{ccc}
\Gamma_{\mathrm{d}} & 2 \Gamma_{\mathrm{o}, \mathrm{~b}}-\Gamma_{\mathrm{o}, \mathrm{c}} & 2 \Gamma_{\mathrm{o}, \mathrm{~b}}-\Gamma_{\mathrm{o}, \mathrm{c}} \\
2 \Gamma_{\mathrm{o}, \mathrm{~b}}-\Gamma_{\mathrm{o}, \mathrm{c}} & \Gamma_{\mathrm{d}} & 2 \Gamma_{\mathrm{o}, \mathrm{~b}}-\Gamma_{\mathrm{o}, \mathrm{c}} \\
2 \Gamma_{\mathrm{o}, \mathrm{~b}}-\Gamma_{\mathrm{o}, \mathrm{c}} & 2 \Gamma_{\mathrm{o}, \mathrm{~b}}-\Gamma_{\mathrm{o}, \mathrm{c}} & \Gamma_{\mathrm{d}}
\end{array}\right)\left(\begin{array}{c}
n_{1} \\
n_{2} \\
n_{3}
\end{array}\right)
$$

which, in the diagonal basis, becomes:

$$
\left(\begin{array}{c}
\sqrt{\frac{2}{3}}\left(n_{1}-\frac{n_{2}+n_{3}}{2}\right) \\
\frac{n_{2}-n_{3}}{\sqrt{2}} \\
\frac{n_{1}+n_{2}+n_{3}}{\sqrt{3}}
\end{array}\right)=\left(\begin{array}{c}
\sqrt{\frac{2}{3}}\left(n_{1}^{0}-\frac{n_{2}^{0}+n_{3}^{0}}{2}\right) \\
\frac{n_{2}^{0}-n_{3}^{0}}{\sqrt{2}} \\
\frac{n_{1}^{0}+n_{2}^{0}+n_{3}^{0}}{\sqrt{3}}
\end{array}\right)-\Pi_{\mathrm{ph}}(\mathbf{0})\left(\begin{array}{ccc}
\Gamma^{\mathrm{d}-\mathrm{PI}} & 0 & 0 \\
0 & \Gamma^{\mathrm{d}-\mathrm{PI}} & 0 \\
0 & 0 & \Gamma^{\mathrm{s}-\mathrm{PI}}
\end{array}\right)\left(\begin{array}{c}
\sqrt{\frac{2}{3}}\left(n_{1}-\frac{n_{2}+n_{3}}{2}\right) \\
\frac{n_{2}-n_{3}}{\sqrt{2}} \\
\frac{n_{1}+n_{2}+n_{3}}{\sqrt{3}}
\end{array}\right)
$$

with $\Gamma^{d-P I}=2 \Gamma_{\mathrm{o}, \mathrm{b}}-\Gamma_{\mathrm{d}}-\Gamma_{\mathrm{o}, \mathrm{c}}$ and $\Gamma^{\mathrm{s}-\mathrm{PI}}=2 \Gamma_{\mathrm{o}, \mathrm{c}}-\Gamma_{\mathrm{d}}-4 \Gamma_{\mathrm{o}, \mathrm{b}} . \Gamma^{\mathrm{d}-\mathrm{PI}}$ is doubly degenerate, in agreement with the two-dimensional nature of the $\mathrm{E}_{2}$ irrep. By solving the relation above, one obtains the relations for the dressed order parameters [134, 141]:

$$
\begin{aligned}
& n_{1}-\frac{n_{2}+n_{3}}{2}=\frac{n_{1}^{0}-\frac{n_{2}^{0}+n_{3}^{0}}{2}}{1+\Gamma^{\mathrm{d}-\mathrm{PI}} \Pi_{\mathrm{ph}}(\mathbf{0})} \\
& n_{2}-n_{3}=\frac{n_{2}^{0}-n_{3}^{0}}{1+\Gamma^{\mathrm{d}-\mathrm{PI}} \Pi_{\mathrm{ph}}(\mathbf{0})} \\
& n_{1}+n_{2}+n_{3}=\frac{n_{1}^{0}+n_{2}^{0}+n_{3}^{0}}{1+\Gamma^{\mathrm{s}-\mathrm{PI}} \Pi_{\mathrm{ph}}(\mathbf{0})}
\end{aligned}
$$

We can explicitly write the expressions for the interaction vertices in the s- and d-PI channels:

$$
\begin{aligned}
\Gamma^{\mathrm{s}-\mathrm{PI}} & =\left(2 g_{1}-g_{4}-4 g_{2}\right)-\left[g_{4}\left(g_{4}-4 g_{2}\right)+4\left(3 g_{2}+g_{4}\right)\left(g_{1}-g_{2}\right)\right] \Pi_{\mathrm{ph}}(\mathbf{0}) \\
& -4\left[\left(g_{2}-g_{1}\right)\left(g_{1}+g_{2}\right)+g_{1}\left(g_{2}+g_{3}\right)\right] \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right) \\
& \Gamma^{\mathrm{d}-\mathrm{PI}}=\left(2 g_{2}-g_{4}-g_{1}\right)-\left(g_{4}^{2}+3 g_{1}^{2}+4 g_{2} g_{4}-2 g_{1} g_{4}\right) \Pi_{\mathrm{ph}}(\mathbf{0}) \\
\quad & -2\left[\left(g_{1}-g_{2}\right)\left(g_{1}+g_{2}\right)-g_{1}\left(g_{2}+g_{3}\right)\right] \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)
\end{aligned}
$$

At the lowest order in the interactions, we get $\Gamma^{\mathrm{d}-\mathrm{PI}}=2 g_{2}-g_{4}-g_{1}$ and $\Gamma^{\mathrm{s}-\mathrm{PI}}=2 g_{1}-g_{4}-4 g_{2}$. If we assume the zero-momentum exchanged interactions to be dominant, i.e., $g_{2}, g_{4} \gg g_{1}=g_{3}=0$, the leading contribution to the instabilities are $\Gamma^{\mathrm{s}-\mathrm{PI}} \sim-\left(g_{4}+4 g_{2}\right)$ and $\Gamma^{\mathrm{d}-\mathrm{PI}} \sim\left(2 g_{2}-g_{4}\right)$. While the s-wave channel is always negative $\Gamma^{\mathrm{s}-\mathrm{PI}}<0$, the $d$-wave one becomes positive when $g_{2}>g_{4} / 2$, a condition that might safely be reached. If we consider, instead, the condition $g_{1}=g_{2}=g_{3}=g_{4}=g$, we obtain $\Gamma^{\text {s-PI }} \sim-3 g$ and $\Gamma^{\mathrm{d}-\mathrm{PI}} \sim-2 g^{2}\left(3 \Pi_{\mathrm{ph}}(\mathbf{0})-2 \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)\right)$. Once again, the system does not show any tendency towards phase separation (s-wave charge PI) for positive interactions [12], while it has a tendency towards nematicity ( $d$-wave charge PI ) when $3 \Pi_{\mathrm{ph}}(\mathbf{0})<2 \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)[118]$.

## e. Pairing interaction in the nematic channel near the onset of the d-wave charge Pomeranchuk instability

In this and in the next sections we aim to analyze the pairing interaction in the nematic channel that arises in the proximity of the charge ordered states analyzed before [119]:

$$
\begin{equation*}
\Gamma_{\alpha, \beta ; \gamma, \delta}^{Q_{1 a}}(k, p ; p, k)=U_{a}^{Q_{1 a}} \delta_{\alpha \delta} \delta_{\beta \gamma}-U_{b}^{Q_{1 a}} \delta_{\alpha \gamma} \delta_{\beta \delta} \tag{19}
\end{equation*}
$$

where $\alpha, \beta, \gamma$ and $\delta$ are spin indexes and $U_{a}^{Q_{1 a}}\left(U_{b}^{Q_{1 a}}\right)$ represents the fully dressed irreducible interaction with zero $(k-p)$ momentum transfer. We first focus on the $d$-wave charge PI. In this case, the diagrammatic representation of Eq. (19) is provided in Fig. 10(a). In the proximity of the phase transition, the most relevant diagrams are the ones that contain a zero-momentum polarization bubble $\Pi_{\mathrm{ph}}(\mathbf{0})$. The diagrammatic expression of $U_{a}^{Q_{1 a}}$ is related to the renormalized interaction $\bar{g}_{4}^{Q_{1 a}}$, digrammatically shown in Fig. 10(b), which includes the ladder series for the vertex renormalization (Fig. 10(c)):

$$
\tilde{\gamma}=1-g_{4} \Pi_{\mathrm{ph}}(\mathbf{0})+g_{4}^{2} \Pi_{\mathrm{ph}}^{2}(\mathbf{0})+\cdots=\frac{1}{1+g_{4} \Pi_{\mathrm{ph}}(\mathbf{0})}
$$

as well as bubble diagrams and the renormalized interaction $\bar{g}_{2}^{Q_{1 a}}$. We can write analytically the coupled equations diagrammatically shown in Fig. 10(b) as:

$$
\begin{aligned}
& \bar{g}_{4}^{Q_{1 a}}=\tilde{\gamma}^{2} g_{4}+2 \tilde{\gamma} g_{4} \bar{g}_{4}^{Q_{1 a}} \Pi_{\mathrm{ph}}(\mathbf{0})+4 \tilde{\gamma} g_{2} \bar{g}_{2}^{Q_{1 a}} \Pi_{\mathrm{ph}}(\mathbf{0}), \\
& \bar{g}_{2}^{Q_{1 a}}=\tilde{\gamma}^{2} g_{2}+2 \tilde{\gamma} g_{2} \bar{g}_{4}^{Q_{1 a}} \Pi_{\mathrm{ph}}(\mathbf{0})+2 \tilde{\gamma} \bar{g}_{2}^{Q_{1 a}}\left(g_{2}+g_{4}\right) \Pi_{\mathrm{ph}}(\mathbf{0})
\end{aligned}
$$

(a)

(b)


(c)


FIG. 10: Diagrams for the renormalized interactions near the onset of the $d$-wave Pomeranchuk instability (a) Diagrammatic representation of Eq. (19). (b) Relevant diagrams containing the polarization $\Pi_{p h}(\mathbf{0})$ to the renormalization of the interactions $g_{4}$ and $g_{2}$. (c) Diagrammatic representation of the dressed vertex (red dot). (d) Expression of the effective interaction $U_{a}^{Q_{1 a}}$ including the first order correction due to $g_{1}$. (e) Coupled ladder series for the computation of $U_{b}^{Q_{1 a}}$.

The solution of these equations leads to:

$$
\begin{aligned}
& \bar{g}_{4}^{Q_{1 a}}=\frac{g_{4}}{1-g_{4}^{2} \Pi_{\mathrm{ph}}^{2}(\mathbf{0})}-\frac{4 g_{2}^{2} \Pi_{\mathrm{ph}}(\mathbf{0})}{\left[1-g_{4} \Pi_{\mathrm{ph}}(\mathbf{0})\right]\left[1-\left(g_{4}+4 g_{2}\right) \Pi_{\mathrm{ph}}(\mathbf{0})\right]\left[1+\left(2 g_{2}-g_{4}\right) \Pi_{\mathrm{ph}}(\mathbf{0})\right]}, \\
& \bar{g}_{2}^{Q_{1 a}}=\frac{g_{2}}{\left[1-\left(g_{4}+4 g_{2}\right) \Pi_{\mathrm{ph}}(\mathbf{0})\right]\left[1+\left(2 g_{2}-g_{4}\right) \Pi_{\mathrm{ph}}(\mathbf{0})\right]} .
\end{aligned}
$$

To get the expression of the effective interaction $U_{a}^{Q_{1 a}}$, we include the effect of the interaction $g_{1}$ at the first order, as diagrammatically shown in Fig. 10(d). The corresponding analytical expression reads:

$$
\begin{equation*}
U_{a}^{Q_{1 a}}=\bar{g}_{4}^{Q_{1 a}}+4 g_{1} \Pi_{\mathrm{ph}}^{2}(\mathbf{0}) \bar{g}_{2}^{Q_{1 a}}\left(2 \bar{g}_{4}^{Q_{1 a}}+\bar{g}_{2}^{Q_{1 a}}\right) \tag{20}
\end{equation*}
$$

Near the onset of the phase transition, i.e, when $\left(g_{4}-2 g_{2}\right) \Pi_{\mathrm{ph}}(\mathbf{0}) \approx 1$, we can rewrite $\bar{g}_{2}^{Q_{1 a}}$ and $\bar{g}_{4}^{Q_{1 a}}$, keeping only the divergent part, as:

$$
\begin{aligned}
& \bar{g}_{4}^{Q_{1 a}} \approx \frac{1}{3 \Pi_{\mathrm{ph}}(\mathbf{0})} \frac{1}{1+\left(2 g_{2}-g_{4}\right) \Pi_{\mathrm{ph}}(\mathbf{0})} \\
& \bar{g}_{2}^{Q_{1 a}} \approx-\frac{1}{6 \Pi_{\mathrm{ph}}(\mathbf{0})} \frac{1}{1+\left(2 g_{2}-g_{4}\right) \Pi_{\mathrm{ph}}(\mathbf{0})}
\end{aligned}
$$

which, substituted into Eq. (20), lead to:

$$
\begin{aligned}
U_{a}^{Q_{1 a}} & \approx \frac{1}{3 \Pi_{\mathrm{ph}}(\mathbf{0})} \frac{1}{1+\left(2 g_{2}-g_{4}\right) \Pi_{\mathrm{ph}}(\mathbf{0})}\left[1+\frac{g_{1} \Pi_{\mathrm{ph}}(\mathbf{0})}{1+\left(2 g_{2}-g_{4}\right) \Pi_{\mathrm{ph}}(\mathbf{0})}\right] \\
& \approx \frac{1}{3 \Pi_{\mathrm{ph}}(\mathbf{0})} \frac{1}{1+\left(2 g_{2}-g_{4}-g_{1}\right) \Pi_{\mathrm{ph}}(\mathbf{0})} .
\end{aligned}
$$

By proceeding in a similar manner, one can compute $U_{b}^{Q_{1 a}}$ considering the diagrammatic expressions shown in Fig. 10(e). The corresponding analytical expressions are:

$$
\begin{aligned}
& U_{b}^{Q_{1 a}}=g_{4}-g_{4} U_{b}^{Q_{1 a}} \Pi_{\mathrm{ph}}(\mathbf{0})-2 g_{1} \tilde{g}_{1}^{Q_{1 a}} \Pi_{\mathrm{ph}}(\mathbf{0}) \\
& \tilde{g}_{1}^{Q_{1 a}}=g_{1}-\left[g_{1} U_{b}^{Q_{1 a}}+\left(g_{1}+g_{4}\right) \tilde{g}_{1}^{Q_{1 a}}\right] \Pi_{\mathrm{ph}}(\mathbf{0})
\end{aligned}
$$

with solutions:

$$
\begin{aligned}
\tilde{g}_{1}^{Q_{1 a}} & =\frac{g_{1}}{\left[1-\left(g_{1}-g_{4}\right) \Pi_{\mathrm{ph}}(\mathbf{0})\right]\left[1+\left(2 g_{1}+g_{4}\right) \Pi_{\mathrm{ph}}(\mathbf{0})\right]} \\
U_{b}^{Q_{1 a}} & =\frac{g_{4}}{1+g_{4} \Pi_{\mathrm{ph}}(\mathbf{0})}-\frac{2 g_{1}^{2} \Pi_{\mathrm{ph}}(\mathbf{0})}{\left(1+g_{4} \Pi_{\mathrm{ph}}(\mathbf{0})\right)\left[1-\left(g_{1}-g_{4}\right) \Pi_{\mathrm{ph}}(\mathbf{0})\right]\left[1+\left(2 g_{1}+g_{4}\right) \Pi_{\mathrm{ph}}(\mathbf{0})\right]}
\end{aligned}
$$

From the expression of $U_{b}^{Q_{1 a}}$, it becomes clear that it is not divergent in the proximity of the phase transition, thus it can be neglected. Finally, one arrives at the effective nematic pairing interaction:

$$
\begin{equation*}
\Gamma_{\alpha, \beta ; \gamma, \delta}^{Q_{1 a}}(k, p ; p, k) \approx \frac{1}{3 \Pi_{\mathrm{ph}}(\mathbf{0})} \frac{\delta_{\alpha \delta} \delta_{\beta \gamma}}{1+\left(2 g_{2}-g_{4}-g_{1}\right) \Pi_{\mathrm{ph}}(\mathbf{0})} \tag{21}
\end{equation*}
$$

We notice that the effective interaction Eq. (21) is strongly enhanced in the proximity of the phase transition, and it is actually divergent. Moreover, for our choice of the particle-hole polarization, $\Pi_{\mathrm{ph}}(\mathbf{0})$ is negative, meaning that Eq. (21) is attractive. Finally, the spin structure of the vertex $\delta_{\alpha \delta} \delta_{\beta \gamma}$ suggests that the nematic interaction is mediated by both zero-momentum charge and spin fluctuations, as it becomes apparent by using the SU(2) Fierz identity $\delta_{\alpha \delta} \delta_{\beta \gamma}=\frac{1}{2}\left(\delta_{\alpha \gamma} \delta_{\beta \delta}+\sigma_{\alpha \gamma} \cdot \sigma_{\beta \delta}\right)$, i.e., the interaction does not violate the Ward identities for spin and charge conservation.

## f. Pairing interaction in the nematic channel near the onset of the $Q_{4 a} C O$

In the proximity of the onset of the $Q_{4 a} \mathrm{CO}$, the nematic pairing vertex

$$
\begin{equation*}
\Gamma_{\alpha, \beta ; \gamma, \delta}^{Q_{4 a}}(k, p ; p, k)=U_{a}^{Q_{4 a}} \delta_{\alpha \delta} \delta_{\beta \gamma}-U_{b}^{Q_{4 a}} \delta_{\alpha \gamma} \delta_{\beta \delta}, \tag{22}
\end{equation*}
$$

takes the diagrammatic form shown in Fig. 11(a). The expression of $U_{a}^{Q_{4 a}}$ is equal to the renormalized interaction $\bar{g}_{2}^{Q_{4 a}}$, and it can be obtained summing the ladder series in Fig. 11(c):

$$
U_{a}^{Q_{4 a}}=\bar{g}_{2}^{Q_{4 a}}=\frac{1}{1+g_{2} \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)}\left[g_{2}-\frac{g_{3}^{2} \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)}{\left(1+g_{2} \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)\right)^{2}\left(1-g_{3}^{2} \Pi_{\mathrm{ph}}^{2}\left(\mathbf{Q}^{\prime}\right)\right)}\right]
$$



FIG. 11: Diagrams for the renormalized interactions near the onset of the $Q_{4 a}$ CO - (a) Diagrammatic representation of Eq. (22), focusing on the interaction between band 1 and band 2 electrons. (b) Relevant diagrams containing the polarization $\Pi_{\mathrm{ph}}(\mathbf{Q})$ to the renormalization of the interactions $g_{1}$ (equal to $U_{b}^{Q_{4 a}}$ ) and $g_{3}$. (c) Perturbative series for the renormalization of the interaction $g_{2}$ (equal to $U_{a}^{Q_{4 a}}$ ). (d) Diagrammatic representation of the dressed vertices (red dots).

The computation of $U_{b}^{Q_{4 a}}$ is more involved, and one needs to solve a system of coupled equations for $\bar{g}_{1}^{Q_{4 a}}$ and $\bar{g}_{3}^{Q_{4 a}}$ as shown in Fig. 11(b):

$$
\begin{align*}
& \bar{g}_{1}^{Q_{4 a}}=\bar{\gamma}^{2} g_{1}+2 \bar{\gamma}\left(g_{1} \bar{g}_{1}^{Q_{4 a}}+g_{3} \bar{g}_{3}^{Q_{4 a}}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right) \\
& \bar{g}_{3}^{Q_{4 a}}=\bar{\gamma}^{2} g_{3}+2 \bar{\gamma}\left(g_{1} \bar{g}_{3}^{Q_{4 a}}+g_{3} \bar{g}_{1}^{Q_{4 a}}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right) \tag{23}
\end{align*}
$$

The renormalized vertex $\bar{\gamma}$ is computed from the diagrams in Fig. 11(c), leading to:

$$
\begin{equation*}
\bar{\gamma}=\frac{1}{1+g_{2} \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)+g_{3} \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)} \tag{24}
\end{equation*}
$$

The solution of the system of equations Eq. (23) is:

$$
\begin{aligned}
& \bar{g}_{3}^{Q_{4 a}}=\frac{g_{3}}{\left[1+\left(g_{2}+g_{3}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)\right]\left[1-\left(2 g_{1}+g_{3}-g_{2}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)\right]\left[1-\left(2 g_{1}-3 g_{3}-g_{2}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)\right]}, \\
& U_{b}^{Q_{4 a}}=\bar{g}_{1}^{Q_{4 a}}=\frac{1}{\left[1+\left(g_{2}+g_{3}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)\right]\left[1+\left(g_{2}+g_{3}-2 g_{1}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)\right]}\left[g_{1}\right. \\
& \left.+\frac{2 g_{3}^{2} \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)}{\left[1+\left(g_{2}-2 g_{1}-g_{3}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)\right]\left[1+\left(g_{2}-2 g_{1}+3 g_{3}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)\right]}\right]
\end{aligned}
$$

In the proximity of the $Q_{4 a}$ CO phase transition, i.e., when $\left(2 g_{1}+g_{3}-g_{2}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right) \approx 1$, the effective nematic pairing


FIG. 12: Diagrams for the renormalized umklapp interaction near the onset of the $Q_{4 a}$ CO - Diagrammatic representation of Eq. (26), focusing on the interaction between band 1 and band 2 electrons. In this case, $U_{a}^{3, Q_{4 a}}=U_{b}^{3, Q_{4 a}}$.


FIG. 13: Renormalization of the charge-fermion vertex - The first diagram is the RPA vertex coming from $\Gamma^{Q_{4 a}}$. The last two diagrams are Aslamazov-Larkin contributions that restore the Ward identities. The last two diagrams come from $\Gamma^{3, Q_{4 a}}$ and $\Gamma^{Q_{4 a}}$, respectively.
interactions becomes:

$$
\begin{equation*}
\Gamma_{\alpha, \beta ; \gamma, \delta}^{Q_{4 a}}(k, p ; p, k) \approx-\frac{1}{8\left(g_{1}+g_{3}\right) \Pi_{\mathrm{ph}}^{2}\left(\mathbf{Q}^{\prime}\right)} \frac{\delta_{\alpha \gamma} \delta_{\beta \delta}}{1+\left(g_{2}-2 g_{1}-g_{3}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)}, \tag{25}
\end{equation*}
$$

given that $U_{a}^{Q_{4 a}}$ does not diverge when $\left(2 g_{1}+g_{3}-g_{2}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)=1$. Eq. (25) is divergent at the phase transition. Moreover, it is negative, i.e., attractive. Finally, the interaction is mediated only by finite momentum charge fluctuations, i.e., as it is, the interaction Eq. (25) violates the Ward identities. We notice that the interaction $\bar{g}_{3}^{Q_{4 a}}$ also diverges at the phase transition, leading to an interacting vertex (retaining only the divergent part) of the form:

$$
\begin{equation*}
\Gamma_{\alpha, \beta ; \gamma, \delta}^{3, Q_{4 a}}=\frac{\bar{g}_{3}^{Q_{4 a}}}{2}\left(\boldsymbol{\sigma}_{\alpha \gamma} \cdot \boldsymbol{\sigma}_{\beta \delta}-\delta_{\alpha \gamma} \delta_{\beta \delta}\right) \approx \frac{1}{8\left(g_{1}+g_{3}\right) \Pi_{\mathrm{ph}}^{2}\left(\mathbf{Q}^{\prime}\right)} \frac{\frac{1}{2}\left(\boldsymbol{\sigma}_{\alpha \gamma} \cdot \boldsymbol{\sigma}_{\beta \delta}-\delta_{\alpha \gamma} \delta_{\beta \delta}\right)}{1+\left(g_{2}-2 g_{1}-g_{3}\right) \Pi_{\mathrm{ph}}\left(\mathbf{Q}^{\prime}\right)} \tag{26}
\end{equation*}
$$

which is a positive (repulsive) divergent quantity in the spin channel ( $\boldsymbol{\sigma}_{\alpha \gamma} \cdot \boldsymbol{\sigma}_{\beta \delta}$ ) and a negative (attractive) divergent quantity in the charge channel $\left(\delta_{\alpha \gamma} \delta_{\beta \delta}\right)$. The diagrammatic representation of Eq. (26) is reported in Fig. 12. By combining the interaction vertices in Eqs. (25)-(26), one can renormalize the charge-fermion vertex Eq. (25) restoring charge and spin conservations. The full vertex is represented diagrammatically in Fig. 13. The spin structure of the first Aslamazov-Larkin diagram that appears in Fig. 13 has the form:

$$
\frac{1}{4} \sum_{s, t}\left(\boldsymbol{\sigma}_{\alpha s} \cdot \boldsymbol{\sigma}_{t \gamma}-\delta_{\alpha s} \delta_{t \gamma}\right)\left(\boldsymbol{\sigma}_{s \delta} \cdot \boldsymbol{\sigma}_{\beta t}-\delta_{s \delta} \delta_{\beta t}\right)=\boldsymbol{\sigma}_{\alpha \gamma} \cdot \boldsymbol{\sigma}_{\beta \delta}+3 \delta_{\alpha \gamma} \delta_{\beta \delta}
$$

while the spin structure of the second Aslamazov-Larkin diagram in Fig. 13 is:

$$
\sum_{s, t} \delta_{\alpha s} \delta_{\beta t} \delta_{\delta s} \delta_{\gamma t}=\frac{1}{2}\left(\delta_{\alpha \gamma} \delta_{\beta \delta}+\boldsymbol{\sigma}_{\alpha \gamma} \cdot \boldsymbol{\sigma}_{\beta \delta}\right)
$$

Using the same notation of [144], we arrive writing the contribution to the full vertex coming from the AslamazovLarkin diagrams as:

$$
\Gamma_{\alpha, \beta ; \gamma, \delta}^{\mathrm{full}, \mathrm{AL}}=\frac{1}{2} \bar{g} \xi^{2}\left(\boldsymbol{\sigma}_{\alpha \gamma} \cdot \boldsymbol{\sigma}_{\beta \delta}+3 \delta_{\alpha \gamma} \delta_{\beta \delta}\right)-\frac{1}{4} \bar{g} \xi^{2}\left(\delta_{\alpha \gamma} \delta_{\beta \delta}+\boldsymbol{\sigma}_{\alpha \gamma} \cdot \boldsymbol{\sigma}_{\beta \delta}\right)=\frac{1}{4} \bar{g} \xi^{2}\left(5 \delta_{\alpha \gamma} \delta_{\beta \delta}+\boldsymbol{\sigma}_{\alpha \gamma} \cdot \boldsymbol{\sigma}_{\beta \delta}\right),
$$

where the minus sign between the two diagrams has been discussed previously [145]. The contribution coming from the RPA diagram is

$$
\Gamma_{\alpha, \beta ; \gamma, \delta}^{\mathrm{full,RPA}}=-\bar{g} \xi^{2} \delta_{\alpha \gamma} \delta_{\beta \delta}
$$

where the minus sign comes from the negative value of the vertex Eq. (25). In the previous expressions, $\bar{g}$ represents the effective coupling between the charge fluctuations and the fermions and $\xi$ is the CO correlation length (further details can be found in [144]). Adding up the two contributions, one obtains:

$$
\Gamma_{\alpha, \beta ; \gamma, \delta}^{\mathrm{full}}=\Gamma_{\alpha, \beta ; \gamma, \delta}^{\mathrm{full}, \mathrm{RPA}}+\Gamma_{\alpha, \beta ; \gamma, \delta}^{\mathrm{full}, \mathrm{AL}}=\frac{1}{4} \bar{g} \xi^{2}\left(\delta_{\alpha \gamma} \delta_{\beta \delta}+\boldsymbol{\sigma}_{\alpha \gamma} \cdot \boldsymbol{\sigma}_{\beta \delta}\right),
$$

indeed leading to a restoration of the Ward identities.
Now that we have shown that a nematic attraction might exist in both the $d$-wave charge PI and the $Q_{4 a}$ charge order channels, we analyze, in the following, the precise form of the corresponding symmetry breaking by performing a Ginzburg-Landau analysis in the two channels.
2. $4 \times 4$ fluctuations and $1 \times 4$ order within the $2 \times 2$ charge ordered state

The patch model interaction Eq. (18) can be rewritten as:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{int}}^{Q_{4 a}} \approx-N \frac{g_{\mathrm{co}}}{2} \sum_{i} \rho_{i} \rho_{i} \tag{27}
\end{equation*}
$$

with $g_{\mathrm{co}}=\Gamma_{Q_{4 a}}$ and $\rho_{i}=\frac{\left|\epsilon_{i j l}\right|}{2 N} \sum_{\sigma} \sum_{\mathbf{q}<\Lambda} c_{j, \mathbf{q}, \sigma}^{\dagger} c_{l, \mathbf{q}, \sigma}$ is the charge operator with momentum $\mathbf{Q}_{i}^{\prime}=\mathbf{M}_{j}^{\prime}-\mathbf{M}_{l}^{\prime}$, i.e., it describes an instability towards three one-dimensional charge ordered states that might stabilize an additional $1 \times 4$ charge order besides the $2 \times 2$ one, see Fig. 14. We assume the interaction constant $g_{\text {co }}$ in Eq. (27) to be positive to ensure the stabilization of the symmetry broken state.

## a. Ginzburg-Landau theory

By decoupling the interaction Eq. (27) in the Hubbard-Stratonovich sense and by integrating out the fermionic variables, we arrive at the effective free energy in terms of the three fields $\Delta_{1}, \Delta_{2}$ and $\Delta_{3}$

$$
\begin{equation*}
\mathcal{F}^{Q_{4 a}}\left[\Delta_{1}, \Delta_{2}, \Delta_{3}\right]=\frac{N}{2 g_{\mathrm{co}}} \sum_{i} \Delta_{i}^{2}-\operatorname{Tr}\left[\ln \left(\hat{\mathcal{G}}_{0}^{-1}(k)-\hat{\mathcal{V}}_{\Delta}\right)\right] \tag{28}
\end{equation*}
$$

where, in the absence of an interaction that involves an imaginary contribution to the charge order, the fields $\Delta_{1}$, $\Delta_{2}$ and $\Delta_{3}$ are real quantities, see Eq. (27). In Eq. (28), the trace (Tr) implies both a summation over the fermionic Matsubara frequencies $\omega_{n}=(2 n+1) \pi T$, with $T$ the electronic temperature, and an integration over momentum $\mathbf{k}$, with $k=\left(i \omega_{n}, \mathbf{k}\right)$. The Green's function reads $\left(\hat{\mathcal{G}}_{0}(k)\right)_{i j}=\frac{\delta_{i j}}{-i \omega_{n}+\varepsilon_{i, \mathbf{k}}-\mu}=\delta_{i j} \mathcal{G}_{0, i}(k)$, while the interaction $\hat{\mathcal{V}}_{\Delta}$ has the expression:

$$
\hat{\mathcal{V}}_{\Delta}=\left(\begin{array}{ccc}
0 & \frac{\Delta_{3}}{2} & \frac{\Delta_{2}}{2} \\
\frac{\Delta_{3}}{2} & 0 & \frac{\Delta_{1}}{2} \\
\frac{\Delta_{2}}{2} & \frac{\Delta_{1}}{2} & 0
\end{array}\right) .
$$

An expansion up to the fourth order in the Hubbard-Stratonovich fields of the last contribution to Eq. (28) yields:

$$
\begin{equation*}
-\operatorname{Tr}\left[\ln \left(\hat{\mathcal{G}}_{0}^{-1}(k)-\hat{\mathcal{V}}_{\Delta}\right)\right] \approx-\operatorname{Tr}\left[\ln \left(\hat{\mathcal{G}}_{0}^{-1}(k)\right)\right]+\sum_{n=1}^{4} \frac{\operatorname{Tr}\left[\left(\hat{\mathcal{G}}_{0}(k) \hat{\mathcal{V}}_{\Delta}\right)^{n}\right]}{n} \tag{29}
\end{equation*}
$$

where $\operatorname{Tr}\left[\ln \left(\hat{\mathcal{G}}_{0}^{-1}(k)\right)\right]$ is a constant which is omitted in the following. The linear contribution $(n=1$ in the sum in Eq. (29)) trivially goes to zero, so we remain with the quadratic, the cubic and the quartic terms in the expression above. These contributions lead to the free energy:

$$
\begin{equation*}
\mathcal{F}^{Q_{4 a}}\left[\Delta_{1}, \Delta_{2}, \Delta_{3}\right] \approx \frac{\alpha}{2} \sum_{i} \Delta_{i}^{2}+\frac{\gamma}{3} \Delta_{1} \Delta_{2} \Delta_{3}+\frac{\xi_{1}}{4}\left(\sum_{i} \Delta_{i}^{2}\right)^{2}+\frac{\xi_{2}-2 \xi_{1}}{4} \sum_{i<j} \Delta_{i}^{2} \Delta_{j}^{2} \tag{30}
\end{equation*}
$$

where $\alpha, \gamma, \xi_{1}$ and $\xi_{2}$ depend on the inverse temperature $\beta=1 / T$ and on the chemical potential $\mu$, and they have the expressions:

$$
\begin{align*}
\alpha(\beta, \mu) & =\frac{1}{g_{\mathrm{co}}}+\frac{1}{2} \int_{k} \mathcal{G}_{0,1}(k) \mathcal{G}_{0,2}(k)  \tag{31}\\
\gamma(\beta, \mu) & =\frac{3}{2} \int_{k} \mathcal{G}_{0,1}(k) \mathcal{G}_{0,2}(k) \mathcal{G}_{0,3}(k)  \tag{32}\\
\xi_{1}(\beta, \mu) & =\frac{1}{8} \int_{k} \mathcal{G}_{0,1}^{2}(k) \mathcal{G}_{0,2}^{2}(k)  \tag{33}\\
\xi_{2}(\beta, \mu) & =\frac{1}{4} \int_{k} \mathcal{G}_{0,1}(k) \mathcal{G}_{0,2}(k) \mathcal{G}_{0,3}^{2}(k) \tag{34}
\end{align*}
$$

where $\int_{k}=T \sum_{n} \int_{-\Lambda}^{\Lambda} \frac{d^{d} k}{(2 \pi \Lambda)^{d}}$ ( $d$ is the dimensionality of the problem, i.e., in the case of kagome metals, $d=2$ ). The temperature dependence of $\alpha, \gamma, \xi_{1}$ and $\xi_{2}$ is shown in Fig. 6 of the main text. In Eqs. (31)-(34), a permutation


FIG. 14: $1 \times 4$ within the $2 \times 2$ charge order - Putative shapes of the $2 \times 2$ charge ordered state (left) and of the $1 \times 4$ one (right) with the corresponding unit vectors. A dark blue (red) site or bond indicate low (high) occupation or weak (strong) bond strength.
of indexes 1,2 and 3 would lead to an equivalent expression, a property that derives from the $\mathrm{C}_{6}$ symmetry of the underlying Hamiltonian. We assume the quadratic coefficient $\alpha<0$, i.e., at the mean-field level, the system has a tendency to develop a $1 \times 4$ or a $4 \times 4$ charge order, see Fig. 6 of the main text. Moreover, also the coefficients $\gamma$ and $\xi_{2}$ are always positive ( $\gamma>0$ induces a preference for the so-called 3Q- charge order [99]), while $\xi_{1}$ becomes negative for $k_{B} T / t \Lambda^{2} \lesssim 10^{-5}$, indicating a lack of stability of the Ginzburg-Landau theory in that temperature range. In that regime, we expect the fifth and the sixth order contributions to the expansion Eq. (29) to become relevant. However, we are not interested in exploring that temperature range. When the system shows perfect nesting, i.e., $\mathcal{G}_{0,1}(k)=\mathcal{G}_{0,2}(k)=\mathcal{G}_{0,3}(k), \xi_{2}-2 \xi_{1}=0$ and no nematicity can be observed.
We generalize the expression for the free energy in Eq. (30) to include the momentum and frequency dependence of the $\Delta_{i}$ fields, so that $\Delta_{i} \rightarrow \Delta_{i}(k)$. This way, the prefactor of the quadratic term gets modified, at small $k$ (long wavelength and low energies), as [152-154]:

$$
\begin{equation*}
\alpha \rightarrow 2 \chi_{i}^{-1}(k)=\frac{1}{g_{\mathrm{co}}}+\frac{1}{2} \int_{k^{\prime}} \mathcal{G}_{0,1}\left(k^{\prime}\right) \mathcal{G}_{0,2}\left(k^{\prime}+k\right)=\alpha(\beta, \mu)+\bar{\gamma}\left|\nu_{n}\right|+\nu_{n}^{2}+\bar{f}_{i}(\mathbf{k}) \tag{35}
\end{equation*}
$$

where the charge propagator $\chi_{i}^{-1}(k)$ is actually peaked at the wave vector $Q_{i}^{\prime}$, i.e., the ordering vector that corresponds to the order parameter $\Delta_{i}$. In the previous expression, $\nu_{n}=2 \pi T n$ is the bosonic Matsubara frequency, coherent with the bosonic nature of the excitations of the charge ordered state, $\bar{\gamma}$ is the Landau damping coefficient and $\bar{f}_{i}(\mathbf{k})$ is a function of $\mathbf{k}$ of the kind:

$$
\begin{align*}
& \bar{f}_{1}(\mathbf{k})=\left(1-\frac{\eta}{2}\right) k_{x}^{2}-\sqrt{3} \eta k_{x} k_{y}+\left(1+\frac{\eta}{2}\right) k_{y}^{2} \\
& \bar{f}_{2}(\mathbf{k})=(1+\eta) k_{x}^{2}+(1-\eta) k_{y}^{2} \\
& \bar{f}_{3}(\mathbf{k})=\left(1-\frac{\eta}{2}\right) k_{x}^{2}+\sqrt{3} \eta k_{x} k_{y}+\left(1+\frac{\eta}{2}\right) k_{y}^{2} \tag{36}
\end{align*}
$$

where $\eta$ is the anisotropy parameter $\eta \in(-1,1)$. These expressions come from including a gradient term of the fields in the free energy. In the following, to simplify the calculations, we assume $\eta=0$, which makes $\bar{f}_{1}(\mathbf{k})=\bar{f}_{2}(\mathbf{k})=$ $\bar{f}_{3}(\mathbf{k})=\bar{f}(\mathbf{k})=k_{x}^{2}+k_{y}^{2}$, i.e., the bare charge susceptibilities for the three order parameters are equal $\chi_{i}^{-1}(k)=\chi^{-1}(k)$. The same assumption, in the context of nematicity driven by spin fluctuations in the iron-based superconductors, has been shown not to qualitatively alter the results [22]. The free energy becomes:

$$
\begin{aligned}
& \mathcal{F}_{\mathrm{eff}}^{Q_{4 a}}=\sum_{i} \int_{k} \Delta_{i}(k) \chi^{-1}(k) \Delta_{i}(-k)+\frac{\gamma}{3} \int_{x} \Delta_{1}(x) \Delta_{2}(x) \Delta_{3}(x)+\frac{\xi_{1}}{4} \int_{x}\left(\sum_{i} \Delta_{i}^{2}(x)\right)^{2} \\
& +\frac{\xi_{2}-2 \xi_{1}}{4} \int_{x} \sum_{i<j} \Delta_{i}^{2}(x) \Delta_{j}^{2}(x)
\end{aligned}
$$

where $\int_{x}=\int_{0}^{\beta} d \tau \int d^{d} r$ and $x=(\tau, \mathbf{r})$. We can decouple the quartic part of the interaction by introducing three auxiliary Hubbard-Stratonovich fields $A(x) \rightarrow \sum_{i} \Delta_{i}^{2}(x) / \sqrt{3}, O_{1}(x) \rightarrow \sqrt{\frac{2}{3}}\left(\Delta_{1}^{2}(x)-\frac{\Delta_{2}^{2}(x)+\Delta_{3}^{2}(x)}{2}\right)$ and $O_{2}(x) \rightarrow$ $\frac{1}{\sqrt{2}}\left(\Delta_{2}^{2}(x)-\Delta_{3}^{2}(x)\right)$, where $A(x)$ transforms as an $\mathrm{A}_{1}$ irrep while $\mathbf{O}^{t}(x)=\left(O_{1}(x), O_{2}(x)\right)$ transforms as the two dimensional $\mathrm{E}_{2}$ irrep of $\mathrm{D}_{6 \mathrm{~h}}$. Particularly, we rewrite the second quartic contribution to the free energy as:

$$
\begin{aligned}
\sum_{i<j} \Delta_{i}^{2} \Delta_{j}^{2} & =\Delta_{1}^{2} \Delta_{2}^{2}+\Delta_{1}^{2} \Delta_{3}^{2}+\Delta_{2}^{2} \Delta_{3}^{2} \\
& =\left(\frac{\sum_{i} \Delta_{i}^{2}}{\sqrt{3}}\right)^{2}-\frac{1}{2}\left[\left(\sqrt{\frac{2}{3}}\left(\Delta_{1}^{2}(x)-\frac{\Delta_{2}^{2}(x)+\Delta_{3}^{2}(x)}{2}\right)\right)^{2}+\left(\frac{\Delta_{2}^{2}(x)-\Delta_{3}^{2}(x)}{\sqrt{2}}\right)^{2}\right]
\end{aligned}
$$

This way, we might rewrite the free energy as:

$$
\begin{aligned}
& \mathcal{F}_{\mathrm{eff}}^{Q_{4 a}}=\sum_{i} \int_{k} \Delta_{i}(k) \chi^{-1}(k) \Delta_{i}(-k)+\frac{\gamma}{3} \int_{x} \Delta_{1}(x) \Delta_{2}(x) \Delta_{3}(x)-\int_{k}\left[\frac{A^{2}}{\xi_{1}+\xi_{2}}-\frac{2\left(O_{1}^{2}+O_{2}^{2}\right)}{\xi_{2}-2 \xi_{1}}\right] \\
& +\sqrt{\frac{2}{3}} \int_{x} O_{1}\left(\Delta_{1}^{2}(x)-\frac{\Delta_{2}^{2}(x)+\Delta_{3}^{2}(x)}{2}\right)+\frac{1}{\sqrt{2}} \int_{x} O_{2}\left(\Delta_{2}^{2}(x)-\Delta_{3}^{2}(x)\right)+\frac{1}{\sqrt{3}} \sum_{i} \int_{x} A \Delta_{i}^{2}(x)
\end{aligned}
$$

From the expression above, it follows that a nonzero value of $O_{1}\left(O_{2}\right)$ implies a nonzero expectation value of $\frac{2 O_{1}}{\xi_{2}-2 \xi_{1}}=$ $\sqrt{\frac{3}{2}}\left\langle\Delta_{1}^{2}-\frac{\Delta_{2}^{2}+\Delta_{3}^{2}}{2}\right\rangle \neq 0\left(\frac{2 O_{2}}{\xi_{2}-2 \xi_{1}}=\frac{3}{2 \sqrt{2}}\left\langle\Delta_{2}^{2}-\Delta_{3}^{2}\right\rangle \neq 0\right)$ and thus the nematicity of the state if, at the same time, $\Delta_{1}=\Delta_{2}=\Delta_{3}=0$. Even if the nematic order parameter should be represented as a traceless symmetric tensor [48], we will refer to $\mathbf{N}=\left(\sqrt{\frac{2}{3}}\left(\Delta_{1}^{2}-\frac{\Delta_{2}^{2}+\Delta_{3}^{2}}{2}\right), \frac{1}{\sqrt{2}}\left(\Delta_{2}^{2}-\Delta_{3}^{2}\right)\right)$ as the nematic order parameter, as it became customary in this context. By including the Hubbard-Stratonovich fields into the definition of $\chi^{-1}(k)$, we arrive at the expression for the free energy:

$$
\mathcal{F}_{\mathrm{eff}}^{Q_{4 a}}=\sum_{i} \int_{k} \Delta_{i}(k) \chi_{i}^{-1}(k) \Delta_{i}(-k)+\frac{\gamma}{3} \int_{x} \Delta_{1}(x) \Delta_{2}(x) \Delta_{3}(x)-\int_{k}\left[\frac{A^{2}}{\xi_{1}+\xi_{2}}-\frac{2\left(O_{1}^{2}+O_{2}^{2}\right)}{\xi_{2}-2 \xi_{1}}\right]
$$

where:

$$
\begin{align*}
& \chi_{1}^{-1}(k)=\chi^{-1}(k)+\frac{A}{\sqrt{3}}+\sqrt{\frac{2}{3}} O_{1}  \tag{37}\\
& \chi_{2}^{-1}(k)=\chi^{-1}(k)+\frac{A}{\sqrt{3}}-\frac{O_{1}}{\sqrt{6}}+\frac{O_{2}}{\sqrt{2}}  \tag{38}\\
& \chi_{3}^{-1}(k)=\chi^{-1}(k)+\frac{A}{\sqrt{3}}-\frac{O_{1}}{\sqrt{6}}-\frac{O_{2}}{\sqrt{2}} \tag{39}
\end{align*}
$$

It is also possible to add a field $\mathbf{h}=\left(h_{1}, h_{2}\right)$ coupled to $\mathbf{N}$ by substituting, in Eqs. (37)-(39), $O_{1} \rightarrow O_{1}+h_{1}$ and $O_{2} \rightarrow O_{2}+h_{2}$. In the following, we assume this substitution to be performed. Moreover, we include the gaussian fluctuations of the fields $\Delta_{1}(x), \Delta_{2}(x)$ and $\Delta_{3}(x)$, which we generally rewrite as $\Delta_{i}(x)=\Delta_{i}+\delta \Delta_{i}(x)$, i.e., $\Delta_{i}=\left\langle\Delta_{i}(x)\right\rangle$ is the spatial average $\langle\cdots\rangle$ of the field $\Delta_{i}(x)$ (implying $\left\langle\delta \Delta_{i}(x)\right\rangle=0$ ) [86]. Formally, we treat them within the large-N expansion of the fields $\Delta_{i}$. This way, we arrive at the expression:

$$
\mathcal{F}_{\mathrm{eff}}^{Q_{4 a}} \approx \int_{k} \delta \boldsymbol{\Delta}^{t}(k) \hat{\Lambda}^{-1}(k) \delta \boldsymbol{\Delta}(k)+\sum_{i} \Delta_{i}(0) \chi_{i}^{-1}(0) \Delta_{i}(0)+\frac{\gamma}{3} \prod_{i} \Delta_{i}(0)-\int_{k}\left[\frac{A^{2}}{\xi_{1}+\xi_{2}}-\frac{2\left(O_{1}^{2}+O_{2}^{2}\right)}{\xi_{2}-2 \xi_{1}}\right]
$$

having defined the vector $\delta \boldsymbol{\Delta}^{t}=\left(\delta \Delta_{1}, \delta \Delta_{2}, \delta \Delta_{3}\right)$ and the matrix:

$$
\begin{aligned}
\hat{\Lambda}^{-1}(k) & =\frac{\chi_{1}^{-1}(k)}{3}\left(\lambda_{0}+\frac{3 \lambda_{3}+\sqrt{3} \lambda_{8}}{2}\right)+\frac{\chi_{2}^{-1}(k)}{3}\left(\lambda_{0}-\frac{3 \lambda_{3}-\sqrt{3} \lambda_{8}}{2}\right) \\
& +\frac{\chi_{3}^{-1}(k)}{3}\left(\lambda_{0}-\sqrt{3} \lambda_{8}\right)+\frac{\gamma}{3}\left(\Delta_{3}(0) \lambda_{1}+\Delta_{2}(0) \lambda_{4}+\Delta_{1}(0) \lambda_{6}\right)
\end{aligned}
$$

where $\lambda_{i}$ are the Gell-Mann matrices:

$$
\begin{array}{ll}
\lambda_{0}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), & \lambda_{1}=\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right),
\end{array} \quad \lambda_{3}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

By integrating out the fluctuations of the order parameters, we remain with the effective free energy:

$$
\begin{equation*}
\mathcal{F}_{\mathrm{eff}}^{Q_{4 a}}=\sum_{i} \Delta_{i}(0) \chi_{i}^{-1}(0) \Delta_{i}(0)+\frac{\gamma}{3} \prod_{i} \Delta_{i}(0)-\int_{k}\left[\frac{A^{2}}{\xi_{1}+\xi_{2}}-\frac{2\left(O_{1}^{2}+O_{2}^{2}\right)}{\xi_{2}-2 \xi_{1}}\right]+\frac{1}{2} \int_{k} \operatorname{Tr}\left[\ln \left(\hat{\Lambda}^{-1}(k)\right)\right] \tag{40}
\end{equation*}
$$

## b. Expression of the coefficients of the Landau theory

Following [99], we write:

$$
\begin{aligned}
& \alpha(\beta, \mu)=\frac{1}{g_{\mathrm{co}}}+\frac{1}{2} \int_{k} \mathcal{G}_{0,1}(k) \mathcal{G}_{0,2}(k)=\frac{1}{g_{\mathrm{co}}}+\frac{1}{2} \int_{-\Lambda}^{\Lambda} \frac{d k_{x} d k_{y}}{(2 \pi \Lambda)^{2}} \frac{f\left(\varepsilon_{M_{1}^{\prime}, \mathbf{k}}-\mu\right)-f\left(\varepsilon_{M_{2}^{\prime}, \mathbf{k}}-\mu\right)}{\varepsilon_{M_{1}^{\prime}, \mathbf{k}}-\varepsilon_{M_{2}^{\prime}, \mathbf{k}}}= \\
& =\frac{1}{g_{\mathrm{co}}}+\frac{1}{8 \pi^{2} \Lambda^{2} t} \int_{-\Lambda \sqrt{t \beta}}^{\Lambda \sqrt{t \beta}} d x d y \frac{F\left(\tilde{\varepsilon}_{1}(x, y)-\beta \mu\right)-F\left(\tilde{\varepsilon}_{2}(x, y)-\beta \mu\right)}{\tilde{\varepsilon}_{1}(x, y)-\tilde{\varepsilon}_{2}(x, y)} \\
& \approx \frac{1}{g_{\mathrm{co}}}+\frac{1}{8 \pi^{2} \Lambda^{2} t} \int_{-\infty}^{\infty} d x d y \frac{F\left(\tilde{\varepsilon}_{1}(x, y)-\beta \mu\right)-F\left(\tilde{\varepsilon}_{2}(x, y)-\beta \mu\right)}{\tilde{\varepsilon}_{1}(x, y)-\tilde{\varepsilon}_{2}(x, y)} \\
& =\frac{1}{g_{\mathrm{co}}}+\frac{3}{2 \pi^{2} \Lambda^{2} t} \int_{0}^{\infty} d x \int_{0}^{x / \sqrt{3}} d y \frac{F\left(\tilde{\varepsilon}_{1}(x, y)-\beta \mu\right)-F\left(\tilde{\varepsilon}_{2}(x, y)-\beta \mu\right)}{\tilde{\varepsilon}_{1}(x, y)-\tilde{\varepsilon}_{2}(x, y)}
\end{aligned}
$$

having defined $\tilde{\varepsilon}_{1}(x, y)=-\frac{1}{2\left(1-\delta^{2}\right)}\left[\left(1+\frac{\delta}{2}\right) x^{2}+\sqrt{3} \delta x y+\left(1-\frac{\delta}{2}\right) y^{2}\right], \tilde{\varepsilon}_{2}(x, y)=-\frac{1}{2\left(1-\delta^{2}\right)}\left[(1-\delta) x^{2}+(1+\delta) y^{2}\right]$ and $\tilde{\varepsilon}_{3}(x, y)=-\frac{1}{2\left(1-\delta^{2}\right)}\left[\left(1+\frac{\delta}{2}\right) x^{2}-\sqrt{3} \delta x y+\left(1-\frac{\delta}{2}\right) y^{2}\right]$, the Fermi distribution function $f(\varepsilon)=1 /\left(1+e^{\beta \varepsilon}\right)$ and the rescaled Fermi distribution $F(\tilde{\varepsilon})=1 /\left(1+e^{\tilde{\varepsilon}}\right)$. In the fist step of the expression above, we explicitly computed the summation over the Matsubara frequencies, then we performed a change of variable and the approximation $(\approx)$ is valid as soon as $\mu, 1 / \beta \ll t \Lambda^{2}$. The last step follows from the symmetry of the integrand over the integration domain. Similarly, we write:

$$
\begin{aligned}
& \gamma(\beta, \mu)=\frac{3}{2} \int_{k} \mathcal{G}_{0,1}(k) \mathcal{G}_{0,2}(k) \mathcal{G}_{0,3}(k) \\
& =-\frac{3}{2} \int_{-\Lambda}^{\Lambda} \frac{d k_{x} d k_{y}}{(2 \pi \Lambda)^{2}}\left[\frac{f\left(\varepsilon_{M_{1}^{\prime}, \mathbf{k}}-\mu\right)}{\left(\varepsilon_{M_{1}^{\prime}, \mathbf{k}}-\varepsilon_{M_{2}^{\prime}, \mathbf{k}}\right)\left(\varepsilon_{M_{1}^{\prime}, \mathbf{k}}-\varepsilon_{M_{3}^{\prime}, \mathbf{k}}\right)}+\frac{f\left(\varepsilon_{M_{2}^{\prime}, \mathbf{k}}-\mu\right)}{\left(\varepsilon_{M_{2}^{\prime}, \mathbf{k}}-\varepsilon_{M_{1}^{\prime}, \mathbf{k}}\right)\left(\varepsilon_{M_{2}^{\prime}, \mathbf{k}}-\varepsilon_{M_{3}^{\prime}, \mathbf{k}}\right)}\right. \\
& \left.+\frac{f\left(\varepsilon_{M_{3}^{\prime}, \mathbf{k}}-\mu\right)}{\left(\varepsilon_{M_{3}^{\prime}, \mathbf{k}}-\varepsilon_{M_{1}^{\prime}, \mathbf{k}}\right)\left(\varepsilon_{M_{3}^{\prime}, \mathbf{k}}-\varepsilon_{M_{2}^{\prime}, \mathbf{k}}\right)}\right] \\
& \approx-\frac{9 \beta}{2 \pi^{2} \Lambda^{2} t} \int_{0}^{\infty} d x \int_{0}^{x / \sqrt{3}} d y\left[\frac{F\left(\tilde{\varepsilon}_{1}(x, y)-\beta \mu\right)}{\left(\tilde{\varepsilon}_{1}(x, y)-\tilde{\varepsilon}_{2}(x, y)\right)\left(\tilde{\varepsilon}_{1}(x, y)-\tilde{\varepsilon}_{3}(x, y)\right)}+\frac{F\left(\tilde{\varepsilon}_{2}(x, y)-\beta \mu\right)}{\left(\tilde{\varepsilon}_{2}(x, y)-\tilde{\varepsilon}_{1}(x, y)\right)\left(\tilde{\varepsilon}_{2}(x, y)-\tilde{\varepsilon}_{3}(x, y)\right)}\right. \\
& \left.+\frac{F\left(\tilde{\varepsilon}_{3}(x, y)-\mu\right)}{\left(\tilde{\varepsilon}_{3}(x, y)-\tilde{\varepsilon}_{1}(x, y)\right)\left(\tilde{\varepsilon}_{3}(x, y)-\tilde{\varepsilon}_{2}(x, y)\right)}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \xi_{2}(\beta, \mu)=\frac{1}{4} \int_{k} \mathcal{G}_{0,1}(k) \mathcal{G}_{0,2}(k) \mathcal{G}_{0,3}^{2}(k) \\
& =\frac{1}{12} \int_{k}\left[\mathcal{G}_{0,1}(k) \mathcal{G}_{0,2}(k) \mathcal{G}_{0,3}^{2}(k)+\mathcal{G}_{0,1}^{2}(k) \mathcal{G}_{0,2}(k) \mathcal{G}_{0,3}(k)+\mathcal{G}_{0,1}(k) \mathcal{G}_{0,2}^{2}(k) \mathcal{G}_{0,3}(k)\right] \\
& =\frac{1}{12} \int_{-\Lambda}^{\Lambda} \frac{d k_{x} d k_{y}}{(2 \pi \Lambda)^{2}}\left[\frac{f^{\prime}\left(\varepsilon_{M_{1}^{\prime}, \mathbf{k}}-\mu\right)}{\left(\varepsilon_{M_{1}^{\prime}, \mathbf{k}}-\varepsilon_{M_{2}^{\prime}, \mathbf{k}}\right)\left(\varepsilon_{M_{1}^{\prime}, \mathbf{k}}-\varepsilon_{M_{3}^{\prime}, \mathbf{k}}\right)}+\frac{f^{\prime}\left(\varepsilon_{M_{2}^{\prime}, \mathbf{k}}-\mu\right)}{\left(\varepsilon_{M_{2}^{\prime}, \mathbf{k}}-\varepsilon_{M_{1}^{\prime}, \mathbf{k}}\right)\left(\varepsilon_{M_{2}^{\prime}, \mathbf{k}}-\varepsilon_{M_{3}^{\prime}, \mathbf{k}}\right)}\right. \text {, } \\
& \left.+\frac{f^{\prime}\left(\varepsilon_{M_{3}^{\prime}, \mathbf{k}}-\mu\right)}{\left(\varepsilon_{M_{3}^{\prime}, \mathbf{k}}-\varepsilon_{M_{1}^{\prime}, \mathbf{k}}\right)\left(\varepsilon_{M_{3}^{\prime}, \mathbf{k}}-\varepsilon_{M_{2}^{\prime}, \mathbf{k}}\right)}\right] \\
& \approx \frac{\beta^{2}}{4 \pi^{2} \Lambda^{2} t} \int_{0}^{\infty} d x \int_{0}^{x / \sqrt{3}} d y\left[\frac{F^{\prime}\left(\tilde{\varepsilon}_{1}(x, y)-\beta \mu\right)}{\left(\tilde{\varepsilon}_{1}(x, y)-\tilde{\varepsilon}_{2}(x, y)\right)\left(\tilde{\varepsilon}_{1}(x, y)-\tilde{\varepsilon}_{3}(x, y)\right)}+\frac{F^{\prime}\left(\tilde{\varepsilon}_{2}-\beta \mu\right)}{\left(\tilde{\varepsilon}_{2}(x, y)-\tilde{\varepsilon}_{1}(x, y)\right)\left(\tilde{\varepsilon}_{2}(x, y)-\tilde{\varepsilon}_{3}(x, y)\right)},\right. \\
& \left.+\frac{F^{\prime}\left(\tilde{\varepsilon}_{3}-\beta \mu\right)}{\left(\tilde{\varepsilon}_{3}(x, y)-\tilde{\varepsilon}_{1}(x, y)\right)\left(\tilde{\varepsilon}_{3}(x, y)-\tilde{\varepsilon}_{2}(x, y)\right)}\right] \\
& \xi_{1}(\beta, \mu)=\frac{1}{8} \int_{k} \mathcal{G}_{0,1}^{2}(k) \mathcal{G}_{0,2}^{2}(k) \\
& =-\frac{1}{4} \int_{-\Lambda}^{\Lambda} \frac{d k_{x} d k_{y}}{(2 \pi \Lambda)^{2}}\left[\frac{f\left(\varepsilon_{M_{2}^{\prime}, \mathbf{k}}-\mu\right)-f\left(\varepsilon_{M_{1}^{\prime}, \mathbf{k}}-\mu\right)}{\left(\varepsilon_{M_{2}^{\prime}, \mathbf{k}}-\varepsilon_{M_{1}^{\prime}, \mathbf{k}}\right)^{3}}-\frac{f^{\prime}\left(\varepsilon_{M_{1}^{\prime}, \mathbf{k}}-\mu\right)+f^{\prime}\left(\varepsilon_{M_{2}^{\prime}, \mathbf{k}}-\mu\right)}{2\left(\varepsilon_{M_{1}^{\prime}, \mathbf{k}}-\varepsilon_{M_{2}^{\prime}, \mathbf{k}}\right)^{2}}\right] \text {, } \\
& \approx-\frac{\beta^{2}}{16 \pi^{2} \Lambda^{2} t} \int_{-\infty}^{\infty} d x d y\left[\frac{F\left(\tilde{\varepsilon}_{2}(x, y)-\beta \mu\right)-F\left(\tilde{\varepsilon}_{1}(x, y)-\beta \mu\right)}{\left(\tilde{\varepsilon}_{2}(x, y)-\tilde{\varepsilon}_{1}(x, y)\right)^{3}}-\frac{F^{\prime}\left(\tilde{\varepsilon}_{1}(x, y)-\beta \mu\right)+F^{\prime}\left(\tilde{\varepsilon}_{2}(x, y)-\beta \mu\right)}{2\left(\tilde{\varepsilon}_{1}(x, y)-\tilde{\varepsilon}_{2}(x, y)\right)^{2}}\right] \\
& \approx \frac{\beta^{2}}{32 \Lambda^{2} t} \int_{0}^{\infty} d \varepsilon \rho(\varepsilon)\left[\frac{F(-\varepsilon-\beta \mu)-F(\varepsilon-\beta \mu)}{\varepsilon^{3}}+\frac{F^{\prime}(-\varepsilon-\beta \mu)+F^{\prime}(\varepsilon-\beta \mu)}{\varepsilon^{2}}\right] \\
& =\frac{\sqrt{1-\delta^{2}} \beta^{2}}{128 \pi \Lambda^{2} t} \int_{0}^{\infty} d \varepsilon\left[\frac{F(-\varepsilon-\beta \mu)-F(\varepsilon-\beta \mu)}{\varepsilon^{3}}+\frac{F^{\prime}(-\varepsilon-\beta \mu)+F^{\prime}(\varepsilon-\beta \mu)}{\varepsilon^{2}}\right],
\end{aligned}
$$

having assumed that only the contributions of the kind: $\tilde{\varepsilon}_{1}(x, y) \rightarrow \varepsilon, \tilde{\varepsilon}_{2}(x, y) \rightarrow-\varepsilon$ are relevant and having taken into account that the density of states for a two dimensional electron gas is $\rho(\varepsilon)=\sqrt{1-\delta^{2}} /(4 \pi)$.

## c. Saddle point equations for the $4 \times 4$ charge order

In the effective action Eq. (40), one might first bring $\hat{\boldsymbol{\Lambda}}^{-1}(k)$ to its diagonal form $\hat{\boldsymbol{\Lambda}}_{\mathrm{d}}^{-1}(k)$ and then take the logarithm since $\operatorname{Tr}\left[\ln \left(\hat{\boldsymbol{\Lambda}}^{-1}(k)\right)\right]=\operatorname{Tr}\left[\ln \left(\hat{\boldsymbol{\Lambda}}_{\mathrm{d}}^{-1}(k)\right)\right]$. The eigenvalues of $\hat{\boldsymbol{\Lambda}}^{-1}(k)$ read:

$$
\begin{equation*}
E_{m}\left(k, \Delta_{0}, A, O_{1}, O_{2}, h_{1}, h_{2}\right)=\chi^{-1}(k)+\frac{A}{\sqrt{3}}+\sqrt{-\frac{4 P}{3}} \cos \left[\frac{1}{3} \arccos \left(\frac{3 Q}{2 P} \sqrt{-\frac{3}{P}}\right)-\frac{2 m \pi}{3}\right] \tag{41}
\end{equation*}
$$

with $m=0,1,2$ and

$$
\begin{aligned}
& P\left(\Delta_{0}, O_{1}, O_{2}, h_{1}, h_{2}\right)=-\frac{1}{2}\left[\left(O_{1}+h_{1}\right)^{2}+\left(O_{2}+h_{2}\right)^{2}+\frac{2 \gamma^{2}}{3} \Delta_{0}^{2}\right] \\
& Q\left(\Delta_{0}, O_{1}, O_{2}, h_{1}, h_{2}\right)=-\frac{2 \gamma^{3} \Delta_{0}^{3}}{27}-\frac{2}{3} \sqrt{\frac{2}{3}}\left(O_{1}+h_{1}\right) \frac{\left(O_{1}+h_{1}\right)-\sqrt{3}\left(O_{2}+h_{2}\right)}{2} \frac{\left(O_{1}+h_{1}\right)+\sqrt{3}\left(O_{2}+h_{2}\right)}{2},
\end{aligned}
$$

having made explicit the functional dependence of $P$ and $Q$. Eq. (41) provides three real independent solutions when $4 P^{3}+27 Q^{2}<0$, however it becomes meaningless if $P=0$ since one would get a division by zero in the argument of the arc cosine. The effective free energy Eq. (40) can be rewritten as:

$$
\begin{align*}
\mathcal{F}_{\mathrm{eff}}^{Q_{4 a}} & =\frac{3 \Delta_{0}^{2}}{2}\left(\chi^{-1}(0)+\frac{A}{\sqrt{3}}\right)+\frac{\gamma \Delta_{0}^{3}}{3}-\int_{k}\left[\frac{A^{2}}{\xi_{1}+\xi_{2}}-\frac{2\left(O_{1}^{2}+O_{2}^{2}\right)}{\xi_{2}-2 \xi_{1}}\right] \\
& +\frac{1}{2} \int_{k} \ln \left[E_{0}\left(k, \Delta_{0}, A, O_{1}, O_{2}, h_{1}, h_{2}\right) E_{1}\left(k, \Delta_{0}, A, O_{1}, O_{2}, h_{1}, h_{2}\right) E_{2}\left(k, \Delta_{0}, A, O_{1}, O_{2}, h_{1}, h_{2}\right)\right] \tag{42}
\end{align*}
$$

The expression of the derivative of the m-th eigenvalue with respect to the parameter $\theta=\Delta_{0}, A, O_{1}, O_{2}$ is:

$$
\begin{aligned}
& \frac{\partial E_{m}}{\partial \theta}=\frac{1}{\sqrt{3}} \frac{\partial A}{\partial \theta}+\frac{1}{\sqrt{-3 P}} \frac{\partial P}{\partial \theta} \cos \left[\frac{1}{3} \arccos \left(\frac{3 Q}{2 P} \sqrt{-\frac{3}{P}}\right)-\frac{2 m \pi}{3}\right] \\
& -\sqrt{\frac{4 P}{4 P^{3}+27 Q^{2}}}\left[\frac{\partial Q}{\partial \theta}-\frac{3}{2} \frac{Q}{P} \frac{\partial P}{\partial \theta}\right] \sin \left[\frac{1}{3} \arccos \left(\frac{3 Q}{2 P} \sqrt{-\frac{3}{P}}\right)-\frac{2 m \pi}{3}\right]
\end{aligned}
$$

with:

$$
\begin{aligned}
& \frac{\partial P}{\partial \Delta_{0}}=-\frac{2 \gamma^{2}}{3} \Delta_{0} \\
& \frac{\partial P}{\partial O_{1}}=-\left(O_{1}+h_{1}\right) \\
& \frac{\partial P}{\partial O_{2}}=-\left(O_{2}+h_{2}\right) \\
& \frac{\partial P}{\partial A}=0
\end{aligned}
$$

and:

$$
\begin{aligned}
\frac{\partial Q}{\partial \Delta_{0}} & =-\frac{2 \gamma^{3} \Delta_{0}^{2}}{9} \\
\frac{\partial Q}{\partial O_{1}} & =-\frac{1}{\sqrt{6}}\left[\left(O_{1}+h_{1}\right)^{2}-\left(O_{2}+h_{2}\right)^{2}\right] \\
\frac{\partial Q}{\partial O_{2}} & =\sqrt{\frac{2}{3}}\left(O_{1}+h_{1}\right)\left(O_{2}+h_{2}\right) \\
\frac{\partial Q}{\partial A} & =0
\end{aligned}
$$

The saddle-point solution of Eq. (42) leads to the equations:

$$
\begin{aligned}
\frac{\partial \mathcal{F}_{\mathrm{eff}}^{Q_{4 a}}}{\partial \Delta_{0}} & =3 \Delta_{0}\left(\chi^{-1}(0)+\frac{A}{\sqrt{3}}\right)+\gamma \Delta_{0}^{2}+\sum_{m} \int_{k} \frac{1}{2 E_{m}} \frac{\partial E_{m}}{\partial \Delta_{0}}=0 \\
\frac{\partial \mathcal{F}_{\mathrm{eff}}^{Q_{4 a}}}{\partial A} & =\sqrt{3} \Delta_{0}^{2}-\frac{2 A}{\xi_{1}+\xi_{2}}+\sum_{m} \int_{k} \frac{1}{\sqrt{3} E_{m}}=0 \\
\frac{\partial \mathcal{F}_{\mathrm{eff}}^{Q_{4 a}}}{\partial O_{1}} & =\frac{4 O_{1}}{\xi_{2}-2 \xi_{1}}+\sum_{m} \int_{k} \frac{1}{2 E_{m}} \frac{\partial E_{m}}{\partial O_{1}}=0 \\
\frac{\partial \mathcal{F}_{\mathrm{eff}}^{Q_{4 a}}}{\partial O_{2}} & =\frac{4 O_{2}}{\xi_{2}-2 \xi_{1}}+\sum_{m} \int_{k} \frac{1}{2 E_{m}} \frac{\partial E_{m}}{\partial O_{2}}=0
\end{aligned}
$$

## d. Rise of nematicity

In the following, we analyze the condition $\Delta_{i}(0)=\Delta_{0}=0$ for each $i$, i.e., the three order parameters are equal and null. Indeed, we want to explore the possibility of having a nematic transition in the regime where no order parameter acquires a nonzero value. Using the saddle point approximation, one arrives at four coupled equations of state which have solutions characterized by $\Delta_{0}=0$, see the previous section of this Supplemental Material. We might write the nematic susceptibility $\hat{\chi}_{\text {nem }}^{Q_{4 a}}$, which is a $2 \times 2$ matrix [166]:

$$
\begin{equation*}
\left(\hat{\chi}_{\mathrm{nem}}^{Q_{4 a}}\right)_{l m}(k)=\left\langle N_{l}(k) N_{m}(-k)\right\rangle . \tag{43}
\end{equation*}
$$

In the saddle point approximation, one arrives at the expressions at zero exchanged momentum [148, 165]:

$$
\begin{equation*}
\left(\hat{\chi}_{\mathrm{nem}}^{Q_{4 a}}\right)_{l m}=\left.\frac{\partial O_{l}}{\partial h_{m}}\right|_{\mathbf{h}=\mathbf{0}}=-\delta_{l m} \frac{g_{\mathrm{nem}}^{Q_{4 a}} \int_{k} \tilde{\chi}^{2}(k)}{1+g_{\mathrm{nem}}^{Q_{4 a}} \int_{k} \tilde{\chi}^{2}(k)}, \tag{44}
\end{equation*}
$$



FIG. 15: Signs and nodes of the first order $\mathbf{E}_{2}$ Brillouin zone harmonics - (a) Representation of the first Brillouin zone of the $2 \times 2$ charge ordered state and of the Fermi pockets at the reconstructed M-points. (b-c) Blue (red) areas represent regions of the first Brillouin zone of negative (positive) values of the first order $\mathrm{E}_{2}$ harmonics. The small coloured circles indicate the location of the hot-spots for different nesting vectors, clearly indicating that the first order harmonics do not change sign for all the hot-spots, i.e., one expects both the components of the $\mathrm{E}_{2}$ irrep to be different from zero [149].
with $l, m=1,2$ and having introduced the propagator $\tilde{\chi}^{-1}(k)=\chi^{-1}(k)+A / \sqrt{3}$, where $A$ simply renormalizes the mass term due to fluctuations [157, 158], and the nematic interaction is $g_{\mathrm{nem}}^{Q_{4 a}}=-\frac{1}{4}\left(\xi_{2}-2 \xi_{1}\right)$. In the absence of a direct symmetry breaking in the $\mathrm{E}_{2}$ sector, i.e., $\mathbf{O}=\mathbf{0}$, the nematic susceptibility has no off-diagonal elements and the diagonal components are identical, signaling the degeneracy and the lack of coupling of the two fields $O_{1}$ and $O_{2}$ at the instability level, see Fig. 15.

## 3. Zero-momentum $\left(Q_{1 a}\right)$ Pomeranchuk instability within the $2 \times 2$ charge ordered state

Starting from the band dispersion defined in Eqs. (16), i.e., from the effective model for the $2 \times 2$ charge ordered state, we can consider the interaction that drives a zero momentum instability in the charge sector, which reads:

$$
\mathcal{H}_{\mathrm{int}}^{Q_{1 a}} \approx-\frac{N}{2} \sum_{i, j} g_{i j} n_{i} n_{j}
$$

where $n_{i}=\sum_{|\mathbf{k}|<\Lambda, \sigma} c_{i, \mathbf{k}, \sigma}^{\dagger} c_{i, \mathbf{k}, \sigma}, i=1,2,3$ is the index of the hole pockets centered at $M_{i}^{\prime}$ and $g_{i j}=\delta_{i j} g_{\mathrm{d}}+\left(1-\delta_{i j}\right) g_{\mathrm{o}}$, with $g_{\mathrm{d}}=-\Gamma_{\mathrm{d}}$ and $g_{\mathrm{o}}=-2 \Gamma_{\mathrm{o}, \mathrm{b}}+\Gamma_{\mathrm{o}, \mathrm{c}}$. We assume the system to be in the regime $g_{\mathrm{d}}-g_{\mathrm{o}}>0$, which ensures the instability of the system towards the $d$-wave charge PI. The operators $n_{i}$ do not exchange any momentum differently from the other $\rho_{i}$ operators defined when we were analyzing the $4 \times 4$ charge order. Following [137], we arrive at the expression:

$$
\mathcal{F}^{Q_{1 a}}=\sum_{i} \int_{k} \mathcal{G}_{0, i}^{-1}\left(i \omega_{n}, \mathbf{k}\right) n_{j, \mathbf{k}}-\frac{1}{2} \Phi^{\dagger} \tilde{\Lambda} \Phi
$$

with $\mathcal{G}_{0, i}^{-1}\left(i \omega_{n}, \mathbf{k}\right)=-i \omega_{n}+\varepsilon_{i}(\mathbf{k})-\mu, \Phi^{t}=\left(n_{1}, n_{2}, n_{3}\right)$ and

$$
\tilde{\Lambda}=\left(\begin{array}{lll}
g_{\mathrm{d}} & g_{\mathrm{o}} & g_{\mathrm{o}} \\
g_{\mathrm{o}} & g_{\mathrm{d}} & g_{\mathrm{o}} \\
g_{\mathrm{o}} & g_{\mathrm{o}} & g_{\mathrm{d}}
\end{array}\right)
$$

having rescaled $g_{\mathrm{d}} \rightarrow g_{\mathrm{d}} / N$ and $g_{\mathrm{o}} \rightarrow g_{\mathrm{o}} / N$. The matrix $\tilde{\Lambda}$ has two degenerate eigenvalues $E_{1,2}=g_{\mathrm{d}}-g_{\mathrm{o}}$ and $E_{3}=g_{\mathrm{d}}+2 g_{\mathrm{o}}$. One can rewrite the free energy as:

$$
\mathcal{F}^{Q_{1 a}}=\sum_{i} \int_{k} \mathcal{G}_{0, i}^{-1}\left(i \omega_{n}, \mathbf{k}\right) n_{i, \mathbf{k}}-\frac{1}{2} \sum_{i} E_{i} V_{i}^{2}
$$

where $V_{1}=\sqrt{\frac{2}{3}}\left(n_{1}-\frac{n_{2}+n_{3}}{2}\right), V_{2}=\frac{1}{\sqrt{2}}\left(n_{2}-n_{3}\right)$ and $V_{3}=\frac{1}{\sqrt{3}}\left(n_{1}+n_{2}+n_{3}\right)$. Since $n_{1}, n_{2}$ and $n_{3}$ are actually constrained by the conservation of the total electronic charge $\left(n_{1}+n_{2}+n_{3}=N\right)$, the three eigenvectors $V_{1}, V_{2}$ and $V_{3}$ are not independent. For this reason, we perform only two Hubbard-Stratonovich transformations, mapping $V_{1} \rightarrow O_{1}$ and $V_{2} \rightarrow O_{2}$. We arrive writing:

$$
\mathcal{F}_{\mathrm{eff}}^{Q_{1 a}}=\sum_{i} \int_{k} \mathcal{G}_{0, i}^{-1}\left(i \omega_{n}, \mathbf{k}\right) n_{i, \mathbf{k}}-\frac{O_{1}^{2}+O_{2}^{2}}{2\left(g_{\mathrm{o}}-g_{\mathrm{d}}\right)}+\sqrt{\frac{2}{3}} O_{1}\left(n_{1}-\frac{n_{2}+n_{3}}{2}\right)+O_{2} \frac{n_{2}-n_{3}}{\sqrt{2}}-\frac{g_{\mathrm{d}}+2 g_{\mathrm{o}}}{6} N^{2}
$$

By defining:

$$
\left.\begin{array}{rl}
\hat{\chi}^{-1}\left(i \omega_{n}, \mathbf{k}\right) & =\left(\begin{array}{ccc}
\mathcal{G}_{0,1}^{-1}\left(i \omega_{n}, \mathbf{k}\right)+\sqrt{\frac{2}{3}} O_{1} & 0 & 0 \\
0 & & \mathcal{G}_{0,2}^{-1}\left(i \omega_{n}, \mathbf{k}\right)-\frac{O_{1}}{\sqrt{6}}+\frac{O_{2}}{\sqrt{2}}
\end{array}\right. \\
0 & 0 \tag{45}
\end{array}\right) 0
$$

the free energy becomes:

$$
\mathcal{F}_{\mathrm{eff}}^{Q_{1 a}}=\sum_{i} \int_{k} \chi_{i}^{-1}\left(i \omega_{n}, \mathbf{k}\right) n_{i, \mathbf{k}}-\frac{O_{1}^{2}+O_{2}^{2}}{2\left(g_{\mathrm{o}}-g_{\mathrm{d}}\right)}-\frac{g_{\mathrm{d}}+2 g_{\mathrm{o}}}{6} N^{2}
$$

and, by integrating out the fermionic fields, we end up with the expression:

$$
\begin{equation*}
\mathcal{F}_{\mathrm{eff}}^{Q_{1 a}}=-\sum_{i} \int_{k} \ln \left(\chi_{i}^{-1}\left(i \omega_{n}, \mathbf{k}\right)\right)-\frac{O_{1}^{2}+O_{2}^{2}}{2\left(g_{\mathrm{o}}-g_{\mathrm{d}}\right)}-\frac{g_{\mathrm{d}}+2 g_{\mathrm{o}}}{6} N^{2} \tag{46}
\end{equation*}
$$

From the effective free energy above, we get the nematic susceptibility:

$$
\begin{equation*}
\left(\hat{\chi}_{\mathrm{nem}}^{Q_{1 a}}\right)_{l m}=\left.\frac{\partial O_{l}}{\partial h_{m}}\right|_{\mathbf{h}=\mathbf{0}}=-\delta_{l m} \frac{g_{\mathrm{nem}}^{Q_{1 a}} \int_{k} \mathcal{G}_{0, i}^{2}(k)}{1+g_{\mathrm{nem}}^{Q_{1 a}} \int_{k} \mathcal{G}_{0, i}^{2}(k)} \tag{47}
\end{equation*}
$$

where $g_{\text {nem }}^{Q_{1 a}}=g_{\mathrm{d}}-g_{\mathrm{o}}, i=1,2$ or 3 and having substituted $O_{1} \rightarrow O_{1}+h_{1}$ and $O_{2} \rightarrow O_{2}+h_{2}$ into Eq. (45). We might explicitly compute:

$$
\begin{align*}
\int_{k} \mathcal{G}_{0, i}^{2}(k) & =\frac{\sqrt{1-\delta^{2}}}{16 \pi^{3} \Lambda^{2} t} \int_{\tilde{\varepsilon}(\Lambda \sqrt{t \beta}, \Lambda \sqrt{t \beta})}^{0} d \varepsilon F^{\prime}(\varepsilon-\beta \mu) \\
& =-\frac{\sqrt{1-\delta^{2}}}{16 \pi^{3} \Lambda^{2} t}[F(\tilde{\varepsilon}(\Lambda \sqrt{t \beta}, \Lambda \sqrt{t \beta})-\beta \mu)-F(-\beta \mu)] \tag{48}
\end{align*}
$$

The argument of the integral in Eq. (48) is negative since $F^{\prime}$ is always smaller than zero $(\tilde{\varepsilon}(\Lambda \sqrt{t \beta}, \Lambda \sqrt{t \beta}) \leq 0)$. At high temperatures $\left(\beta \rightarrow 0^{+}\right)$, the integral above goes to zero (indeed, $\tilde{\varepsilon}(0,0)=0$ ), while at zero temperature $(\beta \rightarrow+\infty)$ the overall result of the integral is -1 . Indeed, at zero temperature the chemical potential of the system is negative and small $\mu=-|\mu|$, leading to $F(-\beta \mu)=F(\beta|\mu|) \xrightarrow[\beta \rightarrow+\infty]{ } 0^{+}$and to $F(\tilde{\varepsilon}(\Lambda \sqrt{t \beta}, \Lambda \sqrt{t \beta})-\beta \mu)=$ $F(-|\tilde{\varepsilon}(\Lambda \sqrt{t \beta}, \Lambda \sqrt{t \beta})|+\beta|\mu|) \underset{\beta \rightarrow+\infty}{\longrightarrow}+1$, since the functional dependence of $\tilde{\varepsilon}(\Lambda \sqrt{t \beta}, \Lambda \sqrt{t \beta})$ by $\beta$ is still linear, but the overall prefactor is larger than $\mu$. Thus, we can say that, if:

$$
1-\frac{g_{\mathrm{d}}-g_{\mathrm{o}}}{2} \frac{\sqrt{1-\delta^{2}}}{16 \pi^{3} \Lambda^{2} t}<0
$$

a transition to a nematic state must have occurred in the system at some finite temperature, leading to the condition for the hopping strength:

$$
\Lambda^{2} t<\frac{\sqrt{1-\delta^{2}}}{32 \pi^{3}}\left(g_{\mathrm{d}}-g_{\mathrm{o}}\right)
$$

Generally speaking, we have a divergence in the nematic response function when:

$$
\Lambda^{2} t=\frac{\sqrt{1-\delta^{2}}}{32 \pi^{3}}\left(g_{\mathrm{d}}-g_{\mathrm{o}}\right)[F(\tilde{\varepsilon}(\Lambda \sqrt{t \beta}, \Lambda \sqrt{t \beta})-\beta \mu)-F(-\beta \mu)]
$$

By rewriting $O_{1}=O \cos (\theta)$ and $O_{2}=O \sin (\theta)$ and by expanding the effective free energy Eq. (46) for small values of the nematic order parameter up to the fourth order in $O$ and taking into account that the integral over the three Green's functions are actually equivalent one to the other, we obtain:

$$
\begin{align*}
& \mathcal{F}_{\mathrm{eff}}^{Q_{1 a}} \approx-3 \int_{k} \ln \left(\mathcal{G}_{0,1}^{-1}\left(i \omega_{n}, \mathbf{k}\right)\right)+\frac{g_{\mathrm{d}}+2 g_{\mathrm{o}}}{6} N^{2} \\
& +\frac{O^{2}}{2 g_{\text {nem }}^{Q_{1 a}}}\left[1+g_{\mathrm{nem}}^{Q_{1 a}} \int_{k} \mathcal{G}_{0,1}^{2}\left(i \omega_{n}, \mathbf{k}\right)\right]-\frac{O^{3}}{3 \sqrt{6}} \cos (3 \theta) \int_{k} \mathcal{G}_{0,1}^{3}\left(i \omega_{n}, \mathbf{k}\right)+\frac{O^{4}}{8} \int_{k} \mathcal{G}_{0,1}^{4}\left(i \omega_{n}, \mathbf{k}\right)= \\
& =-3 \int_{k} \ln \left(\mathcal{G}_{0,1}^{-1}\left(i \omega_{n}, \mathbf{k}\right)\right)+\frac{g_{\mathrm{d}}+2 g_{\mathrm{o}}}{6} N^{2}+\frac{\alpha}{2} \sum_{i=1}^{2} O_{i}^{2}-\frac{\gamma}{3} O_{1}\left(O_{1}^{2}-3 O_{2}^{2}\right)+\frac{\xi}{4}\left(\sum_{i=1}^{2} O_{i}^{2}\right)^{2} \tag{49}
\end{align*}
$$

which is the free energy for a three states Potts model [86, 87, 160, 162]. The lack of broken $\mathbb{Z}_{3}$ symmetry at the phase transition, which is reflected in the diagonal structure of the nematic response function Eq. (47), is expected for symmetry reasons. However, as soon as the nematic parameter $O$ becomes finite, this symmetry breaks (below the instability level). The divergence of the nematic response function is expected when the quadratic coefficient of Eq. (49) goes to zero. Moreover, the state that preserves the mirror symmetry is preferred, reducing the point group of the state to $\mathrm{C}_{2 \mathrm{v}}$. A similar expression to Eq. (49) is expected also by expanding $\mathcal{F}_{\mathrm{eff}}^{Q_{4 a}}$, Eq. (40), for small values of the nematic fields $O_{1}$ and $O_{2}$ in the case of $\Delta_{0}=0$.
In the last line of Eq. (49), we have introduced the coefficients:

$$
\begin{aligned}
\alpha(\beta, \mu) & =\frac{1}{g_{\text {nem }}^{Q_{1 a}}}+\int_{k} \mathcal{G}_{0,1}^{2}(k) \\
\gamma(\beta, \mu) & =\frac{3}{2} \int_{k} \mathcal{G}_{0,1}^{3}(k) \\
\xi(\beta, \mu) & =\frac{1}{8} \int_{k} \mathcal{G}_{0,1}^{4}(k)
\end{aligned}
$$

that can be easily computed considering the relation:

$$
\int_{k} \mathcal{G}_{0,1}^{n}(k)=\left.\frac{1}{(n-1)!} \int_{-\Lambda}^{\Lambda} \frac{d k_{x} d k_{y}}{(2 \pi \Lambda)^{2}} \partial_{\varepsilon}^{n-1} f(\varepsilon)\right|_{\varepsilon=\varepsilon_{M_{1}^{\prime}, \mathbf{k}}-\mu}
$$

Similarly to the approach we took in the previous section, we might take into account the spatial fluctuations of $O_{1}$ and $O_{2}$ substituting [154, 155]

$$
\alpha \rightarrow 2 \chi_{i}^{-1}(k)=\frac{1}{g_{\text {nem }}^{Q_{1 a}}}+\frac{1}{2} \int_{k^{\prime}} \mathcal{G}_{0, i}\left(k^{\prime}\right) \mathcal{G}_{0, i}\left(k^{\prime}+k\right)=\alpha(\beta, \mu)+\bar{\gamma} \frac{\left|\nu_{n}\right|}{|\mathbf{k}|}+\bar{f}(\mathbf{k}),
$$

where $\chi_{i}^{-1}(k)$ represents the propagator for the nematic fluctuations. Differently from the isotropic Fermi liquid, in which one has to distinguish between longitudinal and transverse fluctuations because the latter is a gapless Goldstone mode, in our anisotropic case we only have gapped (longitudinal) fluctuations [18, 19, 175]. In the expression above, $\nu_{n}=2 \pi T n$ is the bosonic Matsubara frequency, coherent with the bosonic nature of the excitations of the charge ordered state, $\bar{\gamma}$ is the Landau damping coefficient and $\bar{f}(\mathbf{k})=k_{x}^{2}+k_{y}^{2}$, i.e., the bare susceptibilities are equal $\chi_{i}^{-1}(k)=\chi^{-1}(k)$. The same assumption, in the context of nematicity driven by spin fluctuations in the iron-based superconductors, has been shown not to qualitatively alter the results [22]. The free energy becomes (neglecting the first two irrelevant contributions):

$$
\mathcal{F}_{\mathrm{eff}}^{Q_{1 a}}=\sum_{i=1}^{2} \int_{k} O_{i}(k) \chi^{-1}(k) O_{i}(k)-\frac{\gamma}{3} \int_{x} O_{1}(x)\left(O_{1}^{2}(x)-3 O_{2}^{2}(x)\right)+\frac{\xi}{4} \int_{x}\left(\sum_{i=1}^{2} O_{i}^{2}(x)\right)^{2} .
$$

## 4. Finite stress

The action of a finite stress (st) field $\sigma_{\mathrm{E}_{2}}=\left(\sigma_{\mathrm{E}_{2,1}}, \sigma_{\mathrm{E}_{2,2}}\right)$ can be included by adding a contribution to the free energy of the kind:

$$
\begin{equation*}
\mathcal{F}_{\mathrm{st}}=g_{a} \int_{x} \sigma_{\mathrm{E}_{2,1}}(x) \epsilon_{\mathrm{E}_{2,1}}(x)+g_{b} \int_{x} \sigma_{\mathrm{E}_{2,2}}(x) \epsilon_{\mathrm{E}_{2,2}}(x) \tag{50}
\end{equation*}
$$

where $g_{a}$ can be different from $g_{b}$ since $\sigma_{\mathrm{E}_{2}}$ is an external field and does not have to satisfy the symmetries of the lattice. By integrating out the elastic deformations, one arrives at the expression:

$$
\begin{align*}
\tilde{\mathcal{F}}_{\mathrm{eff}} & =\mathcal{F}_{\mathrm{eff}}-\frac{\tilde{g}^{2}}{4 c_{\mathrm{E}_{2}}} \int_{x} \mathbf{N}^{2}(x)-\frac{\tilde{g}}{2 c_{\mathrm{E}_{2}}} \int_{x}\left(g_{a} \sigma_{\mathrm{E}_{2,1}}(x) N_{1}(x)+g_{b} \sigma_{\mathrm{E}_{2,2}}(x) N_{2}(x)\right) \\
& -\frac{1}{4 c_{\mathrm{E}_{2}}} \int_{x}\left(g_{a}^{2} \sigma_{\mathrm{E}_{2,1}}^{2}(x)+g_{b}^{2} \sigma_{\mathrm{E}_{2,2}}^{2}(x)\right), \tag{51}
\end{align*}
$$

where $\mathcal{F}_{\text {eff }}$ is one of the effective free energies described above and $\tilde{g}$ represents the interaction strength of the nematoelastic coupling. The stresses have the effect of fields coupled to the nematic order parameters $N_{1}$ and $N_{2}$ so their presence can induce a non-zero expectation value of $N_{1}$ or $N_{2}$ irrespective of purely electronic effects or of the coupling to the elastic deformations. The relevant role played by externally applied stresses in stabilizing the nematic state is not in disagreement with recent experimental findings [96].

