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Electro-optic sampling of infrared electric fields has set sensitivity and dynamic-range records in broadband molecular
vibrational spectroscopy. Yet, in these works, the 1-second-scale single-trace acquisition time leads to intra-scan noise
accumulation and restricts the throughput in measurements of multiple samples and of dynamic processes. We present
a dual-laser-oscillator approach capturing 2800 mid-infrared waveforms per second by scanning the relative delay
between the sampled waveform and the gate pulses using a modulated repetition-frequency lock. The new technique of
electro-optic delay tracking (EODT) provides delay calibration with down to few-attosecond precision and provides
a general route to high-precision dual-oscillator spectroscopy with picosecond delay ranges. Our work has immediate
applications in, e.g., precision electric-field metrology and high-speed biosensing. © 2024 Optica Publishing Group under

the terms of theOpticaOpen Access Publishing Agreement

https://doi.org/10.1364/OPTICA.515708

1. INTRODUCTION

Infrared (IR) spectroscopy informs on the molecular structure
and composition of a sample by probing the resonant vibrational
response of molecules, making it a widely used analytical tech-
nique in physics, chemistry, and biology. Its potential for medical
diagnostics has also been showcased in multiple studies by probing
human blood serum or plasma [1–4], urine [5], bile [6], spu-
tum [7,8], saliva [9,10], and breath [11] for disease detection.
Moreover, the high temporal stability of the IR molecular finger-
print of human blood serum and plasma opens a potential pathway
towards personalized health monitoring [12].

Traditionally, Fourier-transform IR (FTIR) spectroscopy has
been used as the standard technique for broadband vibrational
spectroscopy of complex biological systems [13]. Recent advances
in ultrafast laser technology have led to powerful, waveform-stable
few-cycle mid-IR pulses, with their electric-field evolution cap-
tured [14,15] with sensitivities approaching the single-photon
level [16]. When exciting a molecular sample with these pulses,

the molecules coherently re-emit a portion of the energy absorbed
at vibrational resonances as picosecond-scale mid-IR radiation in
the wake of the femtosecond excitation pulse [17,18]. Sampling
the electric-field waveform directly monitors this process [18] and
separates the weak molecular response from the strong excitation
and its technical noise, offering improved sensitivity as compared
to time-integrating measurements [17,19,20].

Field-sensitive detection further benefits from the square-
root-relationship of the signal with respect to mid-IR intensity,
intrinsically increasing the achievable measurement dynamic
range and maximum sample thickness compared to detectors
yielding signals that scale with intensity [17,21]. As a common
technique for field-sensitive detection, electro-optic sampling
(EOS) overlaps the mid-IR waveform with a femtosecond gate
pulse and measures the change in gate-pulse polarization induced
by the mid-IR electric field [17,22–25]. The near-IR gate pulses
further benefit sensitivity by allowing the use of low-noise near-IR
detectors instead of their noisier and costlier mid-IR counterparts.
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Improved sensitivity not only allows weaker effects to be observed
but can also be used to increase acquisition speed.

High-speed field-sensitive IR spectroscopy with sub-
millisecond acquisition times has various potential applications,
including the time-resolved interrogation of reaction kinetics [26–
28], protein conformational changes [29], and breath gases [30],
as well as label-free flow cytometry [31–33]. The acquisition of
electric-field waveforms at multi-kHz rates allows the elimination
of sub-kHz technical noise contributions from mechanical vibra-
tions, laser drifts, and electrically induced fluctuations during the
acquisition of a single waveform. Their averaging from repeated
measurements can then substantially improve the sensitivity and
precision for the measured waveform [34].

Scanning over delay ranges of several picoseconds, as needed for
condensed-phase spectroscopy, has traditionally been realized with
a calibrated mechanical translation stage moving a retroreflector.
This limits delay scan rates to a few Hertz. Increasing acquisition
rates to the multi-kHz regime needs to address two principle
challenges: (i) finding an approach to increase the scan rates; (ii)
precisely calibrating the delay axis of each individual scan.

Ultra-rapid delay-scanning has already been demonstrated
by use of acousto-optic devices [35] and of purely mechanical
approaches such as with a fast-rotating mirror [36], rotary mirror
array [37], resonant galvanometer scanners [38–41], polygonal
mirror scanners [39,42,43], or an ultrasonic sonotrode [29,34].
Delay calibration has been implemented with interferometric
techniques [29,34,40,41,44]. Applications including optical
coherence tomography, high-speed Fourier-transform coher-
ent anti-stokes Raman scattering spectroscopy [40], spectral
microscopy [41,42], and probing of non-reproducible, fast proc-
esses with FTIR spectroscopy [29,34,36,38,39] and EOS-based
field-sensitive spectroscopy [34] have been presented.

One of the most versatile and powerful approaches to delay
scanning spectroscopies is the use of two separate laser oscillators
with stationary [45–49] or modulated [50–52] repetition-
frequency stabilization. Synchronizing the repetition rates of
mode-locked lasers with attosecond-level timing jitter [53] has
been demonstrated as far back as two decades ago. Dual-frequency
comb EOS with a timing jitter of 80 attoseconds has previously
been demonstrated with two fiber lasers [54] that have been opti-
cally phase-locked with a constant repetition frequency offset of
50 Hz. The scan range of 10 nanoseconds was determined by the
repetition rate. Modulated electronic phase locks enable higher
scan speeds over reduced delay ranges, flexibly adjustable from
nanoseconds to picoseconds [51,52,55,56]. However, electronic
phase detection reportedly suffers from multi-femtosecond timing
jitter [57], which is comparable to the oscillation period of a mid-
IR wave. Therefore, while being highly versatile, the use of this
approach, referred to as electronically controlled optical sampling
(ECOPS), has been restricted to long-wave terahertz spectroscopy
[50,58]. Recently, ECOPS has been implemented using an electro-
optic modulator with dual-frequency interferometric calibration,
resulting in sub-fs timing precision, albeit at scan ranges limited to
the sub-picosecond regime [55,56].

Here, we report a dual-oscillator approach for multi-kHz
field-resolved IR spectroscopy of condensed-phase samples, suit-
able for scanning over multi-picosecond delay ranges, based on
ECOPS-type frequency locking. We draw on the extreme repro-
ducibility of narrowband IR reference waveforms generated by
intra-pulse difference frequency generation (IPDFG) [17,59],

combined with electro-optic detection. The approach, which we
dubbed electro-optic delay tracking (EODT), offers a calibration
of the delay of gate pulses with respect to the IR fields yielding,
with post-processing, a delay axis with down to 2.5 attosecond
precision. EODT is not limited to field-resolved infrared spectros-
copy, but provides a general approach to extend high-precision
dual-oscillator and frequency-comb spectroscopy techniques to
measurements with picosecond delay ranges, as typical for samples
in the condensed phase.

In a test experiment, we demonstrate the real-time capture of a
liquid injection event with a timing resolution of 357µs, detecting
absorbance changes at the level of 0.8 mOD for dimethyl sulfone
(DMSO2) dissolved in water. We also demonstrate detection of
the electric-field response of a human blood serum sample excited
by a nearly octave-spanning mid-IR pulse without measurable
contributions from technical noise.

2. EXPERIMENTAL CONCEPT

The experimental scheme for dual-oscillator mid-IR field-sensitive
spectroscopy with EODT is shown in Fig. 1. A detailed description
of the experimental setup is included in Supplement 1. The system
is based on two frequency-synchronized, mode-locked near-IR
lasers (Laser 1 and Laser 2). Laser 1 drives mid-IR generation via
IPDFG [14,60,61]. The resulting mid-IR pulses coherently excite
a sample that emits a sample-specific electric field in the wake of the
excitation [17,54]. EOS measures the excitation-pulse waveform
and the sample response, both of which are convoluted with the
instrument response function.

EOS detection is gated by pulses from Laser 2. Any difference
in repetition frequency between the mutually locked Lasers 1 and
2 leads to changes in the delay between mid-IR and gate pulses. We
use this effect by applying a sinusoidal modulation of the frequency
lock that causes a continuously oscillating forward/backward
delay scan of the gate pulses across the mid-IR waveforms [51,52].
We configure the modulation depth and frequency to record
multi-picosecond-long EOS traces at kHz rates.

Jitter of the frequency lock between the two oscillators intro-
duces additional unwanted modulation of the delay between
mid-IR waveforms and gate pulses. To overcome the limits of elec-
tronic control, we use another EOS channel to optically track the
instantaneous delay between pulses from both lasers. To this end,
we generate a narrowband mid-IR reference waveform spreading
in time over the full multi-picosecond delay range and sample it
with a second EOS detection, gated with a replica of the gate pulse
generated by Laser 2. The evolution of the electric-field oscillations
of the mid-IR reference waveform in the laboratory time-frame
is defined by its optical frequency and phase. The frequency is
consistently defined over the entire delay range by the narrowband
filter (described in the following section). The phase of the mid-IR
reference waveform is reproducible from pulse to pulse due to the
intrinsic phase-stability of IPDFG [59]. We use the known carrier
frequency of the mid-IR reference wave to retrieve the delay axis for
the sample EOS channel [34]. An active frequency lock synchro-
nizes the 37th harmonic of the pulse-repetition frequency of Laser
2 to the 74th harmonic of Laser 1. We temporally scan across the
mid-IR waveform with the gate pulse by modulating the frequency
lock sinusoidally at 1.4 kHz. Thus, by scanning back and forth,
2800 EOS scans are recorded per second.

https://doi.org/10.6084/m9.figshare.25508983
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Fig. 1. Simplified experimental scheme for field-resolved mid-infrared measurements with two frequency-synchronized lasers with electro-optic delay
tracking (EODT). The system layout is shown from right to left to maintain temporal causality in the shown waveforms. Laser 1 produces short mid-IR
pulses for the sample measurements by intra-pulse difference frequency generation (IPDFG) in a LiGaS2 crystal. The mid-IR electric field waveforms are
measured with EOS, gated by ultrashort, 11-fs pulses from Laser 2. Laser 2 is actively frequency-synchronized to Laser 1. Modulating the frequency lock at
1.4 kHz facilitates rapid delay scanning. Jitter of the frequency lock translates into imprecision of the delay axis in the EOS measurement. The delay axis is
calibrated through the EOS measurement of a narrowband, mid-IR reference wave covering the full delay range up to 12 ps, with a fixed oscillation period.
It is generated by IPDFG in another LiGaS2 crystal, followed by two custom-designed Fabry–Perot-type filters (FPF). LPF: low-pass filter.

3. RESULTS

A. Electro-Optic Delay Tracking (EODT)

For generating a reproducible reference waveform for delay track-
ing, we use spectral filtering with a sequence of two identical
custom-designed, narrowband Fabry–Perot-type filters [62]. In
Fig. 2(a), the top panel shows the transmittance (solid red line)
and group delay on reflectance (solid blue line) of the filter, featur-
ing single narrow peaks centered around 8.33 µm (1200 cm−1).
Transmittance data in the mid-IR range was measured using a

Fourier transform IR spectrometer (Vertex 70, Bruker Optics
GmbH) with a maximum resolution of 0.5 cm−1. The group
delay on reflectance (GDr) was extracted from the data recorded
by a mid-IR white-light interferometer developed in-house [63].
The experimental transmittance and GDr shown in the bottom
panel reproduce the shapes of the design curves, with slightly
shifted maxima at 8.53 µm (1170 cm−1) and a full width at
half-maximum of only 48 nm (6.6 cm−1). The 2% shift of the
experimental curves with respect to the theoretical ones is caused
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Fig. 2. Generation of the mid-IR reference pulse with a Fabry–Perot-type filters. (a) Theoretical spectral characteristics according to the design (top
panel) and the corresponding experimental results (bottom panel) for transmittance and group delay on reflection (GDr) for the custom designed Fabry–
Perot-type filters. (b) Comparison of time-domain EOS measurements of a broadband, unfiltered mid-IR waveform (black) and a long-lasting narrowband
mid-IR waveform, obtained by placing two Fabry–Perot-type filters in the mid-IR beam path. (c) Experimental spectra corresponding to the unfiltered
broadband (black) and filtered narrowband (red) mid-IR pulses. (d) Three sections of the filtered waveform in (b), marked by different colors, are zoomed
and overlaid, demonstrating the stable frequency of oscillation for the filtered waveform across the entire delay range, covering 12 ps. A sine wave with a
frequency of 35.2 THz and an amplitude that scales with the envelope of the filtered narrowband mid-IR waveform (black, dashed) overlap perfectly with
the filtered waveform over all three intervals, demonstrating that the waveform has a constant frequency and phase.
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by a slight variation in layer thickness that occurred during the
deposition process.

Figure 2(b) shows the effect of the filters on the EOS waveform
of a few-cycle mid-IR pulse, recorded independently with an
instrument employing conventional mechanical scanning [17]
with high-precision interferometric delay calibration [64]. Spectral
filtering stretches the original 85-fs-long mid-IR waveform (black)
over a ca. 12 ps long delay range (red). The unfiltered and filtered
spectra are represented in the frequency domain in Fig. 2(c).
Compared to other methods of temporally expanding the pulse,
spectral filtering to a narrow band removes the influence of spectral
distortion and frequency-dependent phase fluctuations on the
signal shape.

The consistency of the waveform oscillations over the delay
range is depicted in Fig. 2(d). We overlaid three 120-fs-long sec-
tions of the narrowband EOS trace of the filtered mid-IR waveform
(purple, burgundy, and green) in order to compare them with the
corresponding sections of a sinusoidal wave (dashed black), oscil-
lating at a fixed frequency of 35.2 THz, with a constant phase,
and an amplitude that follows the envelope of the narrowband
EOS trace. The waveform sections oscillate in synchrony with
the sine wave, indicating that the filtered IR reference waveform
for delay tracking oscillates at a fixed frequency, with a stable
carrier-envelope phase. We estimate that the cumulative error in
assuming a quasi-continuous-wave reference waveform is below
100 as over the full 12 ps delay range (see Supplement 1). In con-
trast to interferometric delay calibration [55,56], the EOS signal
of the IR reference waveform is intrinsically independent of the
carrier-envelope phases of the two laser oscillators.

The raw sample and delay-tracking EOS signals are shown
for an exemplary section of the measurement in Fig. 3(a). The
modulated laser frequency lock performs recurring forward and
backward scans over both waveforms. The green dots represent the
turning points (TP1 and TP2), at which the direction of the delay
scan changes. A single scan is acquired within 357µs and comprises
almost 10,000 data points. The data acquisition is synchronized
with the arrival time of the individual laser pulses.

A single forward scan of the delay-tracking EOS signal is shown
in Fig. 3(b), corresponding to a section between two consecutive
turning points, TP1 and TP2. The oscillating delay axis leads to a
variation of the delay step, with the largest delay steps between two
data points in the center of the trace and the smallest delay steps
at the ends. As a result, shown on a data index axis, the measured
delay calibration trace (blue) exhibits a varying oscillation fre-
quency [see also magnified insets in Fig. 3(b)]. The delay-tracking
EOS signal serves as the input for the optical delay extraction (see
Supplement 1). The delay axis is extracted by segmented fitting
of a sinusoidal function to the oscillations of the mid-IR reference
waveform.

The extracted delay axis is depicted in Fig. 3(c) and covers a
range of ∼6 ps. It can be readily extended, limited only by (i) the
duration of the IR reference waveform, defined by the width of
the optical filter, along with the signal-to-noise ratio of the delay-
tracking EOS, and (ii) the maximum sampling rate to resolve the
carrier oscillations at a given pulse repetition frequency. In this
work, the delay extraction was performed in post-processing. For
demonstrating the consistency of our delay extraction with the
original signal, we simulated the delay tracking EOS signal [red
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in Fig. 3(b)] as an oscillation with a constant carrier frequency
on our delay axis, multiplied by a time-dependent envelope from
the segmental fit. The insets in Fig. 3(b) show, for two magnified
sections, that the reconstructed trace reproduces the measured data
within the limits of experimental noise.

B. Detection Sensitivity and Dynamic Range

We showcase the sensitivity of our spectrometer and its ability to
resolve the molecular response using a 1-mg/mL aqueous solu-
tion of dimethyl sulfone (DMSO2) as a test sample. DMSO2 has
narrow IR absorption bands around 1140 cm−1 and 1290 cm−1,
corresponding to symmetric and asymmetric stretching vibra-
tions of SO2 [65,66]. Delay-corrected EOS measurements of a
1-mg/mL aqueous solution of DMSO2 are depicted in Fig. 4(a).
Already, a single trace (black), recorded within 357µs, captures the
EOS signal of the mid-IR waveform with a ratio between the peak
signal and the standard deviation of the detection noise of 2840.

Due to technical limitations in detection brought about by
the high radio-frequency bandwidth and high dynamic range
required, we used two balanced photodetectors to capture the
sample EOS signals: one optimized for strong signals and one for
weak signals (see Supplement 1). The additional EOS channel
for EODT employed a single detector. Note that each individual

data point corresponds to a signal acquired with a single gate and
mid-IR pulse pair.

Delay calibration with EODT allows us to directly overlay and
average subsequent measurements in the time domain. The black
trace in Fig. 4(a) shows the average over 560,000 EOS traces, corre-
sponding to 200 s of acquisition time. It reproduces the waveform
from the single measurement, with the only observable difference
being a reduction in noise, best seen in the magnified section of
the signal before the waveform. The magnified inset on the right
shows the molecular response of DMSO2, in the wake of the strong
excitation pulse. Figure 4(b) shows Fourier transforms of the traces
in Fig. 4(a), with the dashed lines corresponding to the detection
noise floors, measured without any mid-IR pulses. The mid-IR
pulses cover a spectral range of 6.6–11.0 µm (−20-dB intensity
level), with a plateau between 7.5 and 9.7 µm. Field-sensitive
detection, along with the brevity of the excitation pulses, enables
temporal separation of the resonant molecular response from the
excitation pulse. As a result, the large broadband background and
the associated noise can be effectively removed, as will be described
in the following section.

The spectral amplitude dynamic range, i.e., the ratio of the
maximum spectral amplitude to the root-mean-square detection
noise, increases statistically with the number of traces averaged
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from 1200 for a single trace to 9.37× 105 for all 560,000 EOS
averaged traces. As demonstrated in Fig. 4(c), we find a linear
increase of the field dynamic range, with the square root of the
measurement time. With a slope of 6.62× 104 s−1/2, the rela-
tionship is consistent with statistical noise behavior over 200 s of
continuous measurement. With our approach, the sensitivity of
dual-oscillator field-resolved IR spectroscopy thus increases strictly
with measurement time, without any apparent signal deterioration
on the time scales we studied.

The reproducibility of the measured waveforms, after applying
the calibration of the delay axis with EODT, is further stud-
ied in Fig. 4(d). The top panel shows a close-up of the strong
excitation-pulse signal of a single measurement trace. The slope of
the waveform, and thus the sensitivity to variations of the wave-
form phase and of the delay axis, is highest at the zero-crossings
of the signal, indicated by black dots. We quantify the temporal
reproducibility of the waveform by calculating the standard devi-
ations of the zero-crossing positions [bottom panel of Fig. 4(d)].
For 20 consecutive single scans with 357 µs acquisition time each
(red), we find a standard deviation of 50 attoseconds (as) as the
mean value of the 11 zero crossings in the displayed delay region
from −80 fs to + 80 fs, containing the strong excitation pulse.
The shaded region represents the uncertainty in determining the
positions of the zero-crossings, due to the detection noise. On ana-
lyzing 20 consecutive averaged traces, each acquired in 2 s (blue),
we find a standard deviation of 2.5 as, corresponding to a phase
change of 0.6 mrad at the carrier wavelength of 8.2µm.

On further averaging of scans, considering 20 s of acquisi-
tion for each averaged trace (gray), the standard deviation in the
zero-crossing position increases to 6.5 as. The reduced detection
noise at this level of averaging, combined with the fact that the
y-axis follows a logarithmic scale, makes the uncertainty corridor
hardly visible for the gray plot representing the 20 s averaged scans.
The total measurement time for the 20 traces evaluated for cal-
culating the standard deviation is 400 s, leading to effects of slow
fluctuations on the minute-time-scale affecting the stability of
measurements.

The best previously reported ECOPS results were, to our
knowledge, based on picosecond-range scanning with an electro-
optic modulation, reaching ∼86 as in 30 ms of acquisition [56].
Our 2.5 attosecond timing precision obtained with EODT exceeds
what has been achieved with interferometric delay tracking tech-
niques in a slow delay scanning approach [17] by a factor of 4 and
is similar to that shown previously by a rapid mechanical delay
scanning approach with an ultrasonic sonotrode [34]. The excel-
lent reproducibility achieved with EODT-based delay calibration
renders kHz-rate dual-oscillator EOS with multi-picosecond
delay ranges suitable both for high-speed IR monitoring of fast
processes and reactions, and for sensitive spectroscopy with longer
acquisition times, spanning multiple seconds.

C. Reproducibility of the Sample-Specific Molecular
Fingerprint

The absorption spectra of bio-fluids such as blood serum or plasma
portray a combined effect of the vast variety of molecular constitu-
ents that make up the sample. The depth of information that can be
extracted is linked to the sensitivity and reproducibility of the mea-
surements.

To assess the spectroscopic performance for real-life biological
samples, we characterized the noise properties of the resonant

response of human blood serum to a broadband, impulsive excita-
tion. A measurement of pure water was used as the reference. The
reproducibility of the sample response was evaluated both in the
time domain and in the frequency domain. For this measurement,
16,400 traces were averaged for each of the reference and sample
measurements. The signal envelopes of the sample and reference
waveforms are plotted in black and blue in Fig. 5(a). The signals
are normalized to the peak of the excitation pulse. On subtracting
an averaged EOS trace of the reference from the sample, we obtain
a signal representing the difference in the temporal response of
serum and of water (red). This is the sample-specific molecular
fingerprint, including solvation. The detection noise of our EOS
scheme, quantified by blocking the mid-IR beam, is plotted in gray.

Figure 5(b) shows the relative standard deviation of the normal-
ized EOS traces with human blood serum in the liquid cuvette, as
a function of optical delay, averaging 16,400 scans (black). The
calculated gate-pulse shot-noise is plotted as a dashed line. The
standard deviation drops to the gate-pulse shot-noise level 600 fs
after the peak of the excitation. We apply a high-pass time-domain
filter starting at this delay point, as will be described below. This is
denoted by the green dashed vertical line in Fig. 5(b).

Furthermore, we analyzed the spectral reproducibility of the
sample response in the frequency domain. The sample response of
human blood serum for the case with no averaging (single refer-
ence and sample trace) is plotted in gray in Fig. 5(c). The standard
deviation is marked by the gray shaded region. When performing
the analysis on the full signal, low-frequency variations of the main
excitation pulse can overwhelm small sample-response signals.
Field-sensitive detection allows us to temporally separate the exci-
tation and the resonant sample response, which carries most of the
sample-specific information [17,18], to a large extent. This feature
can also be exploited in the processing of the acquired sample
spectrum. By applying a time-domain filter to the sample response
[19,20], 600 fs after the peak of the excitation, the noise carried by
the strong excitation can be largely suppressed.

The green plot in Fig. 5(c) represents a time-domain filtered
sample response normalized to its peak value, along with its
standard deviation. The time-domain high-pass filter removes
inter-measurement fluctuations of the baseline at the expense of
altering the spectral appearance of the signal. The oscillations are
the result of the filter emphasizing sharp spectral features, and
of the sharp cut-on of the Heaviside step function applied in the
time-domain.

In addition, the reproducibility is quantified in terms of the
Allan deviation in Fig. 5(d). The wavenumber-averaged Allan
deviation of the sample-response (gray) decreases with the square
root of the number of scans averaged up to 64 scans, before devi-
ating from the trend. We assign the onset of deviations at 64 traces
averaging (around 20 ms of acquisition time) to the influence
of mechanical drifts and low-frequency electronic noise on the
measurement. Time-domain filtering restores the square-root
dependence of the residual noise for acquisition times of up to 6 s,
as shown by the green plot. For this measurement, with an acqui-
sition time of 200 s, we plotted the Allan deviation for averaging
times up to∼6 s, ensuring a sufficient number of sample segments
for statistics. The Allan deviation of the time-domain filtered sam-
ple response is at the level of the calculated gate-pulse shot-noise,
represented by the dashed black line in Fig. 5(d) (see Supplement 1
for the determination of the gate-pulse shot-noise level).

A major part of the absorption in human blood serum is attrib-
uted to proteins and their structural modifications. The current

https://doi.org/10.6084/m9.figshare.25508983
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Fig. 5. Molecular response and noise characteristics in time and frequency domains. (a) Signal contributions: Envelopes of EOS measurements (|EEOS|)
with human blood serum and water in the liquid cuvette, averaging 16,400 scans, normalized to the peak signal of the excitation pulse (black and blue) and
the envelope of the difference of the two EOS signals corresponding to the sample-specific fingerprint (red). The detection noise, averaging 16,400 scans,
is plotted in gray. Laser intensity fluctuations between subsequent sample measurements render it difficult to accurately normalize the time-domain traces.
We counter this challenge by time-domain filtering. (b) Signal fluctuations: the standard deviation across traces for 16,400-averaged scans normalized to the
peak of the excitation-pulse signal is plotted in black. The dashed line shows the calculated near-IR shot noise. The green vertical dashed line indicates the
onset of a high-pass time-domain filter [19] opening at 600 fs. (c) Sample response of blood serum, and its standard deviation, for a single-scan measure-
ment of the reference and the sample (gray solid line and shaded region). By applying a time-domain filter, the relative noise can be significantly reduced
(green line and shaded region). (d) Allan deviations, averaged over all wavenumbers, of the unfiltered (gray) as well as the time-domain filtered (green) sam-
ple response, compared to the gate-pulse shot-noise (black, dashed).

instrument covers the amide III band ranging from 1250 cm−1

to 1350 cm−1, which is sensitive to the secondary structure of
proteins, and is only mildly affected by absorption in water [67].
The region between 1000 cm−1 and 1180 cm−1 reveals signatures
of protein glycosylation [68] and a significant post-translational
modification linked to an individual’s health state [69], as well as
that of metabolites such as glucose. Though the complex molecu-
lar fingerprint cannot be fully traced back to the constituent
molecules, patterns in the spectral shape provide information that
is relevant for disease detection [2].

D. Spectroscopy of Fluids in Motion

Finally, we characterized the ability of the instrument to meas-
ure fast, dynamic events. DMSO2 was again employed as a test
sample and injected into the previously water-filled cuvette. We
measured the evolving spectrum of the liquid in the cuvette by
recording individual EOS scans with 357µs acquisition time each,
corresponding to an acquisition rate of 2.8 kHz.

The 2D heatmap in Fig. 6 describes the injection event, follow-
ing the mid-IR absorbance dynamics in the spectral domain in the
band from 1000 cm−1 to 1440 cm−1. After Fourier-transforming
the individual traces, we removed the slowly varying spectral back-
grounds by applying a 4th-order polynomial baseline correction
algorithm [70]. The spectral amplitude and phase at the initial (0 s)
and final (4.4 s) points of the injection event are plotted to the right
of the heatmap, in black and red, respectively. The red plots thus
represent aqueous DMSO2 solution.

To obtain a clearer picture of the dynamics, we take sections of
the heatmap at the maxima of the DMSO2 absorption bands at
1140 cm−1 and 1290 cm−1, as shown by the dashed horizontal

lines in the bottom panel. The absorbance corresponding to the
two spectral components have been plotted in burgundy and light
red. The two absorption peaks have a similar amplitude, with the
absorbance reaching 16 and 18 mOD. We determined the stand-
ard deviation in absorbance to be 0.8 and 1.1 mOD for the lines at
1140 cm−1 and 1290 cm−1, respectively. The standard deviation
was calculated over the first 100 ms, where the value of absorbance
is stable.

At sub-millisecond timing resolution, our absorption sensitivity
reaches a performance achievable with quantum-cascade-laser-
based spectroscopy, and applied, e.g., in the past for studying
the dynamics of protein reactions [27], combustion dynamics
[26], and electrochemical reactions [28]. However, our field-
sensitive IR spectrometer features nearly octave-spanning mid-IR
coverage—up to an order of magnitude more than what has been
demonstrated with quantum cascade lasers. Together with the
capabilities to measure both amplitude and phase spectra of the
mid-IR waveforms with high sensitivity [17], as well as to inves-
tigate thick, strongly absorbing samples [17], dual-oscillator
field-sensitive IR spectroscopy holds promise for becoming a
versatile tool for monitoring rapid dynamics.

4. CONCLUSION

In conclusion, we presented a dual-oscillator-based spectrometer,
performing field-resolved mid-infrared (mid-IR) measurements
with electro-optic sampling (EOS) at 2800 scans per second. The
instrument records highly reproducible mid-IR waveforms by
using electro-optic delay tracking (EODT) as a new technique to
calibrate the delay axis of each scan. The delay calibration allows
consistent, ultra-rapid measurements of mid-IR EOS traces, and
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Fig. 6. Spectral dynamics of fluid injection with sub-millisecond timing resolution. Temporal evolution of absorbance for spectral components from
1000 to 1440 cm−1, during the injection of an aqueous 1 mg/ml DMSO2 solution into the sample cuvette that initially contained water (2D heatmap).
Both the absorbance and the phase for individual spectra with 357 µs acquisition time taken before (0 s) and after (4.4 s) injection are plotted in the right
panel. The evolution of absorbance at the two DMSO2 absorption bands at 1140 cm−1 and 1290 cm−1 bands are shown in the bottom panel.

direct time-domain averaging over minutes of acquisition, with
the field dynamic range increasing with the square root of the mea-
surement time for temporally filtered molecular signals. From an
analysis of the zero-crossings of the measured mid-IR waveforms,
we found a timing precision of 50 attoseconds for single 357-µs-
long scans, improving towards the 2.5 attosecond frontier for 2 s of
averaging. The infrared fingerprint of human blood serum could
be detected at the shot-noise limit of the gate pulses 600 fs after the
excitation-pulse peak.

The ultra-rapid mid-IR EOS detection system presented here
combines the sensitivity of field-resolved detection with the flex-
ibility of dual-oscillator scanning at multi-kHz scan rates, while
reaching attosecond timing precision and reproducibility of the
recorded waveforms. Possible applications harnessing the high
speed of the method range from the real-time tracking of reac-
tion dynamics [26–28] to label-free flow-cytometry [31–33].
The advantage of measuring the resonant response of molecular
samples to coherent optical excitation in a field-sensitive manner
with a broad spectral coverage, and in the absence of techni-
cal noise contributions, gives the system a unique place at the
forefront of infrared spectroscopy development for samples in
the condensed phase. The high timing precision and intrinsic
waveform stability render the technique promising for extension
towards mid-infrared frequency-comb spectroscopy. Furthermore,
dual-oscillator scanning with high-precision delay calibration
via EODT is also directly compatible with many nonlinear spec-
troscopies, such as pump-probe, coherent anti-Stokes Raman,
and photon echo spectroscopies—especially those which do not
require carrier-envelope phase stabilization of the driving sources.
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