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Atmospheric turbulence is the main barrier to large-scale free-space quantum communication
networks. Aberrations distort optical information carriers, thus limiting or preventing the possibility
of establishing a secure link between two parties. For this reason, forecasting the turbulence strength
within an optical channel is highly desirable, as it allows for knowing the optimal timing to establish
a secure link in advance. Here, we train a Recurrent Neural Network, TAROCCO, to predict the
turbulence strength within a free-space channel. The training is based on weather and turbulence
data collected over 9 months for a 5.4 km intra-city free-space link across the City of Ottawa.
The implications of accurate predictions from our network are demonstrated in a simulated high-
dimensional Quantum Key Distribution protocol based on orbital angular momentum states of light
across different turbulence regimes. TAROCCO will be crucial in validating a free-space channel to
optimally route the key exchange for secure communications in real experimental scenarios.

I. INTRODUCTION

The ability to forecast weather conditions is a relevant
achievement in modern society, impacting agriculture [1],
energy management [2], climate science [3], and public
health [4]. Traditional forecasts involve tangible parame-
ters such as temperature, wind speed, and precipitation,
while the complex phenomenon of atmospheric turbu-
lence has mainly been restricted to astronomical observa-
tions [5], and only recently extended to free-space com-
munications [6, 7]. Atmospheric turbulence originates
from the rapid variation in time of different weather pa-
rameters, which results in optical signals experiencing
a continuously varying refractive index when traveling
through the atmosphere [8]. This severely affects the re-
liability of optical experiments realized in “free space”,
which has led to the dominance of fibre-based communi-
cations networks. Scintillation of low-power light, beam
wandering, and wavefront distortion are representative
examples of common optical aberrations, globally quan-
tified by the structure parameter C2

n [9].

Atmospheric turbulence significantly limits optical
communications, both in the classical [10] and quan-
tum [11] regime. Typical effects are high crosstalk and
lower power transmission. For these reasons, adaptive-
optics correction systems have been proposed and ex-
perimentally demonstrated, showing promising results
for free-space Quantum Key Distribution (QKD) in tur-
bulent channels [12–14]. These achievements set the
baseline for future ground-to-ground [15] and ground-to-
satellite [16] configurations. In the broader context of
quantum networks, predicting the trend of atmospheric
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turbulence is key to establishing a secure connection be-
tween two parties, leading to informed decisions about
the future usage of available channels within the network.

Based on historical weather data, standard approaches
to forecasting atmospheric turbulence relied upon em-
pirical models [17], remote sensing [18] and, more re-
cently, artificial neural networks [19–22]. In particular,
Grose and Watson explored the application of different
instances of Recurrent Neural Networks (RNNs) to pre-
dict C2

n values up to a few hours in advance [20]. These
architectures are specifically designed to model sequential
data, which makes them suitable candidates for captur-
ing the temporal dependencies within the input weather
data in the form of a time series. Although excellent lev-
els of accuracy have been reported in this first case study,
the final implementation suffered from relevant limita-
tions, most importantly the lack of real night-time data,
a training dataset only spanning a single season, and a
rigid fixed-time prediction in the future [20].

In this paper, we train TAROCCO [23], an RNN pro-
cessing dataset encompassing 9 months of weather data
with a minute-by-minute time resolution to forecast C2

n

values within a 5.4 km intra-city channel over the City of
Ottawa. Our scheme outputs predictions within a flexible
number of hours in the future (up to 12 hours) and with
a custom time resolution (down to one minute). This
computational toolbox provides the preliminary valida-
tion step of a turbulent channel for near-term QKD ex-
periments. The significance of this result is numerically
demonstrated by simulating a high-dimensional BB84
QKD protocol employing spatial modes of light under
different turbulent regimes. In principle, all free-space
experiments utilizing structured light can benefit from
this tool, since knowing the turbulence strength in ad-
vance can allow for predictions of the success rate of
these experiments [24–27]. The same analysis can apply

ar
X

iv
:2

40
6.

14
76

8v
1 

 [
qu

an
t-

ph
] 

 2
0 

Ju
n 

20
24

mailto:francesco.dicolandrea@unina.it


2

to nearby satellite ground stations, which would allow
for determining the optimal channel for maximum key
exchange on a given satellite pass.

II. THEORY

A. Atmospheric turbulence

Atmospheric turbulence can be quantified in terms of
the structure parameter of the refractive index C2

n. The
C2
n is defined as the variance of the refractive index over

a given optical path, normalized to the path length [28]:

C2
n =

(n(x⃗)− n(x⃗+ r⃗))2

r
2
3

≈ var(n)

r
2
3

, (1)

where n, x⃗, and r⃗ are the refractive index of the atmo-
sphere, the position along the path, and the distance
from the sender to the receiver, respectively, with the
average taken over all positions within the path.

The effect of atmospheric turbulence on optical beams
can be modeled as a random sequence of phase masks
dislocated along the path. By randomizing the phase
screens in multiple realizations, it is possible to retrieve
the average effect of the turbulence on the input beam
with good approximation [29]. Zernike modes, which are
traditionally employed to model optical aberrations [30],
provide a natural choice to generate the phase masks. In
particular, the value of C2

n can be directly related to the
variance of each Zernike mode [31].

To measure the value of C2
n in our channel, we em-

ploy scintillometry [32]. By continuously measuring the
optical intensity of a beam propagating from the sender
to the receiver, relevant statistical parameters can be ex-
tracted to retrieve the structure parameter over a given
time period.

B. Quantum Key Distribution

Quantum key distribution (establishment) is a tech-
nique introduced by Bennett and Brassard with the well-
known BB84 protocol [33], which utilizes the principles
of quantum mechanics to enable provably secure commu-
nications between two parties, by establishing a shared
secret key. Security is guaranteed when the error in trans-
mission and measurement of the quantum information is
below a given threshold, depending on the dimension of
the protocol [34]. Extending QKD to high-dimensional
states allows for higher information capacity (typically
expressed in “bits per photon”), higher tolerance to er-
rors, and innovative protocols [35].

In a d-dimensional error-free QKD protocol, the num-
ber of informational bits per photon is R(d) = log2(d).
Turbulence-induced errors within a free-space channel re-
sult in a diminished key rate. For a high-dimensional

BB84 protocol [36]:

R(d, eq) = log2(d)− 2h(eq), (2)

where h(x) = −x log2(x/(d− 1))− (1− x) log2(1− x) is
the Shannon entropy, and eq is the error rate. When
R(d, eq) < 0, security is not guaranteed.

It must be noted that QKD protocols are typically not
used to send messages, but only to establish a shared key
through which classical communications can be securely
encrypted. These keys can also be generated and stored
for later use, even if the quantum channel is incapable of
generating new keys [37].

Further reading on the practical implementations of
QKD can be found in Ref. [38].

III. METHODOLOGY

A. Data Collection and Preparation

We employ the Scintech BLS450 Large Aperture Scin-
tillometer to record the value of C2

n over our channel [39].
The system has been active 24/7 measuring the turbu-
lence of the channel for 9 months. An aerial view of
the monitored channel is provided in Fig. 1. The C2

n

values have been recorded once per minute. Fog and
heavy snowfall can cause system outages, corresponding
to missing data points in our training set. To remove
spurious information deriving from high-frequency noise,
a moving average is performed for each data point over
a one-hour time window.

Other weather parameters, such as temperature, solar
radiation, and humidity, have been obtained from Envi-
ronment and Climate Change Canada [40]. The weather
station at which the parameters are measured lies 5 km
SW from the receiver. For these parameters, no addi-
tional processing or filtering was applied. The averaged
C2
n values are time correlated with the other meteorolog-

ical data, and finally separated into batches for training
the RNN.

The input layer of the network consists of 12 hours
of minute-by-minute weather data, with n hours of fu-
ture C2

n values as the target output. The dataset is di-
vided into a training part where the network learns, a
validation dataset to provide feedback on the network’s
training, and a test dataset to evaluate the network’s per-
formance on unseen data. All input and output features
are normalized according to:

X → X −min(XT )

max(XT )−min(XT )
, (3)

where min(XT ) and max(XT ) denote, respectively, the
minimum and maximum of the feature X over the train-
ing dataset.
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Figure 1. Channel path. The path over which the turbulence data was collected from July 2023 to March 2024. The receiver
is on the University of Ottawa campus, while the sender is on the Canadian National Research Council 5.4 km ENE. This
configuration was chosen to minimize the background levels caused by the sunlight.

B. Recurrent Neural Network

We train a Gated Recurrent Unit (GRU) neural net-
work, named TAROCCO, to forecast the evolution of the
C2
n values over time. GRUs are a simplified derivative

of the long short-term memory (LSTM) recurrent units,
which capture long-term features of the data. Figure 2
illustrates our neural network architecture, which takes
12 hours of prior combined meteorological and scintil-
lometer data as input and outputs the C2

n forecast over
6 hours. Following the Permutation Feature Importance
method detailed in Appendix A, temperature (°C), solar
radiation (kJ/m2), relative humidity (%), log10 C

2
n, and

the UTC time (s) are used as input features. The time
feature t is made periodic over one day with the following
map:

tx = cos

(
2πt

T

)
,

ty = sin

(
2πt

T

)
,

(4)

where T = 86400 s.

Our network outputs the turbulence forecast through
a fully connected dense layer that takes as input the final
hidden state of the incident GRU layer. The number of
output neurons is given by Nout = H/R, where H is the

desired number of hours in the future (6 hours) and R is
the desired output time resolution (15 minutes).

The cost function used for training is the Mean
Squared Error (MSE):

MSE =
1

N

N∑
i=1

|y⃗i,pred − y⃗i,true|2, (5)

where y⃗pred and y⃗true denote the predicted and true out-
put C2

n forecast, and N is the size of the evaluated
dataset. The complete list of hyperparameters used for
training is reported in Appendix B.

IV. RESULTS

A. C2
n forecast

The network is validated on two test datasets, one
spanning October 2023 and the other from February 14th
to March 14th, 2024. For these tests, we employed two
separate architectures, respectively trained on a set de-
prived of the corresponding test set. The dataset from
October 2023 is specifically chosen as it features a signif-
icantly variable evolution of the C2

n compared to other
months, which makes it a challenging validation. The
performance of the network is evaluated as the average
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Figure 2. Neural network architecture. The network processes 12 hours of input data. The data is fed through a series
of Gated Recurrent Unit (GRU) layers, allowing the network to learn long-term trends through time in the input series. The

hidden state variable h⃗ is standardized using nonlinear activation layers at each step. The network outputs the forecast in a
single shot, through the final fully connected dense layer.

root mean squared error, defined as RMSE = 1
N

√
MSE.

This error is computed using the predicted and actual
log10 C

2
n values, normalized according to Eq. (3). In the

following, we report the results for 6 hours in advance
with a 15-minute time resolution. However, we have ob-
served adequate results for up to 12 hours in advance,
even with a time resolution down to 1 minute.

Figure 3(a) and (b) plot the prediction of C2
n values

over the above-mentioned periods. The plots are ob-
tained by cascading 6-hour predictions sequentially in
time. The colorscale encodes the accuracy on the fi-
nal prediction: ∆(RMSE) = 1− RMSE, with higher val-
ues of ∆ indicating better performances. A typical day
features C2

n peaks at 10−14 during the afternoon, drop-
ping in the evening to values approaching 10−16, followed
by a local peak overnight around 10−14. The insets of
both panels show representative examples of individual
6-hour predictions, generated from portions of the test
set equally spaced in time. In both cases, the network
performs very well in matching the actual C2

n, with an av-
erage RMSE within the order of 10−2 (∆ ≥ 0.90). It also
shows a certain degree of robustness to minor deviations
from the trivial periodic trend. However, stronger varia-
tions in the feature trends represent a greater challenge
for the network, in some cases with deviations within the
order of 10−1 (∆ < 0.90).

B. Numerical QKD experiment

We numerically investigate the performance of an 8-
dimensional BB84 protocol, by simulating a realistic key
exchange across the channel with increasing turbulence
strengths. In particular, weak (C2

n = 10−16), moder-
ate (C2

n = 10−15), and strong (C2
n = 10−14) turbulence

are investigated. The high-dimensional protocol exploits
Laguerre-Gaussian (LG) spatial modes of light, carrying

a discrete amount of orbital angular momentum (OAM)
ℓh̄ [41], encoding a qudit of information. The Fourier-
conjugate basis (ANGLE modes) is used as a Mutually
Unbiased Basis (MUB). The explicit expression of these
modes in the position representation is provided in Ap-
pendix C.

The parameters used in our simulated experiments
are: w0 = 8 cm, λ = 810 nm, L = 5.4 km, D = 30 cm,
where w0 is the beam waist at z = 0, λ is the operat-
ing wavelength, L is the channel length, and D is the
receiver aperture. Figure 4(a) and (b) show the OAM
and ANGLE modes in the sender plane (z = 0), halfway
across the channel (z = L/2), and at the receiver end
(z = L), with the opacity and the hue colorscale encod-
ing the amplitude and the phase of the field, respectively.
The ℓ = 0 mode is removed from the OAM basis, due to
non-negligible crosstalks with adjacent modes [14]. In
our simulations, the effect of turbulence is modeled as a
single phase mask located at z = 0, which is generated
from a random combination of Zernike modes, where the
contribution of each mode is extracted within the corre-
sponding variance associated with the simulated C2

n [31].
However, a more general approach would require includ-
ing multiple phase objects across the beam propagation,
as discussed in Sec. IIA. For each level of turbulence, we
run 100 numerical experiments, from which the average
crosstalk matrices are extracted.

Figure 5 provides a visualization of the effect of dif-
ferent turbulence levels on the input OAM beams, from
weak (a) to moderate (b) to strong (c) turbulence. As
a representative example, we plot the realization corre-
sponding to the maximum error within the same turbu-
lence strength, i.e., the one associated with the larger
beam distortion. It is worth noticing that the statisti-
cal contribution of each Zernike mode decreases with the
mode index [31]. Accordingly, low-rank aberrations such
as tip and tilt typically dominate the beam dynamics,
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Figure 3. Predictions on the test sets. Network predictions on the months (a) from mid-February to mid-March 2024 and
(b) of October. We have our trained model forecast 6 hours in the future, then cascade individual predictions to cover one
month. Red lines are missing data from the scintillometer system. We also indicate the dates between these discontinuities
in the dataset. A one-hour moving average is applied to the training set to remove high-frequency noise. The scatter points
refer to the raw data (before the moving average is performed). The insets show examples of individual 6-hour predictions,
equally spaced throughout the month. Excellent performances are observed on average, with larger deviations occurring in
correspondence with strong feature variations.

resulting in an overall decentering effect. This is also ev-
ident in Fig. 6, showing the effect of the same aberrations
on ANGLE modes.

The crosstalk integrals between the modes are plotted
in Fig. 7. In the case of weak turbulence (a-d), both

bases guarantee secure communications. Interestingly,
for moderate (b-e) and strong (c-f) turbulence, the AN-
GLE basis proves more robust than OAM. This is as-
cribed to the concentration of optical power in a smaller
region, associated with a reduced effective beam waist.
More rigorously, the security of a certain basis across a
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channel is quantified by the Quantum Dit Error Rate
(QDER), which is the percentage of incorrect measure-
ments in the shared key after the security verification.
In 8 dimensions, a QDER greater than 24.7% results
in the impossibility of guaranteeing secure communica-
tions as the key rate (given in Eq. (2)) will be negative.
This value is related to the amount of information that
can be transferred per photon sent through the channel.
The average QDERs extracted from the numerical sim-
ulation are provided in Table I, where the information
capacity is expressed in “bits per photon” (b/p). An
ideal 8-dimensional channel would support 3 b/p of in-
formation capacity. As expected, secure communications
can only be established in the weak-turbulence regime
(C2

n = 10−16).

C2
n OAM QDER OAM b/p ANG QDER ANG b/p

10−16 8.18% 1.72 2.33% 2.54
2× 10−16 17.8% 0.64 5.40% 2.09
5× 10−16 55.07% 0 21.77% 0.266
10−15 77.00% 0 41.47% 0
10−14 92.07% 0 51.96% 0

Table I. Average QDER and information capacity computed
for the OAM and ANGLE (ANG) bases from 100 numerical
realizations of different turbulence levels over the channel. Se-
curity is guaranteed only in the low-turbulence regime. Neg-
ative information capacity is reported as 0.

V. CONCLUSION

We employed a recurrent neural network to forecast
future turbulence conditions within an optical chan-
nel. The accuracy of the predictions over significantly
long periods demonstrates that our surrogate model has
achieved a robust learning of the temporal variation
of C2

n values correlated to relevant weather parame-
ters. Moreover, we have shown how the predictions from
TAROCCO can be used to foresee the error rate of a
QKD experiment, by simulating a high-dimensional pro-
tocol within our free-space link. This result could also ap-
ply to QKD ground-to-satellite systems to optimize key
exchange rates. While numerical simulations have only
been performed for well-known spatial modes of light, fu-
ture studies could address the performance of other en-
coding schemes for QKD under turbulence, such as vector
beams and the time-frequency domain.

Scintillometer data acquisition will continue over the
region of Ottawa, continually expanding the current
dataset for enhanced training. Additionally, improved
performance could be achieved by adopting an autoen-
coder architecture, similar to those used in machine
translation [42, 43]. To compensate for limited data, it
will also be interesting to explore data augmentation
techniques, particularly those involving generative
adversarial networks [44].
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Figure 4. 8-dimensional QKD. (a) 8-dimensional OAM space, spanning modes from ℓ = −4 to ℓ = 4, excluding ℓ = 0.
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Figure 5. Aberrated OAM modes. Aberrations affect the OAM beam propagation over the channel. Different regimes are
considered: (a) weak (C2

n = 10−16), (b) moderate (C2
n = 10−15), and (c) strong turbulence (C2

n = 10−14). The panels refer to
the realization yielding the least secure communication, i.e., the one minimizing the diagonal overlap integrals.
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Figure 6. Aberrated ANGLE modes. Aberrations affect the ANGLE beam propagation over the channel. Different regimes
are considered: (a) weak (C2

n = 10−16), (b) moderate (C2
n = 10−15), and (c) strong turbulence (C2

n = 10−14). The panels refer
to the realization yielding the least secure communication, i.e., the one minimizing the diagonal overlap integrals.
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Figure 7. Crosstalk matrix. Average crosstalk integrals between different OAM and ANGLE modes across a turbulent
channel. The average is computed over 100 realizations of (a-d) weak (C2

n = 10−16), (b-e) moderate (C2
n = 10−15), and

(c-f) strong turbulence (C2
n = 10−14). Each row of individual panels refers to the normalized average crosstalk over 100

independent realizations.
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Appendix A: Permutation Feature Importance

The importance of each feature is assessed through the
Permutation Feature Importance (PFI) technique [45].
Given a model trained with every possible input feature,
we corrupt the dataset by permuting one of the features.
The importance of each feature is quantified by evaluat-
ing the model on the corrupted dataset and comparing
its performance with the original model:

I =
ϵperm
ϵorig

, (A1)

where I is the feature importance, and ϵperm and ϵorig
are the RMSE of the corrupted and original model, re-
spectively. In addition to the input features indicated
in Fig. 2, we also considered pressure (hPa), snow on
ground (SOG, cm), wind speed (m/s), and the day ac-
cording to the Julian Calendar. We then excecute PFI
on the first 1000 examples of the dataset. For each fea-
ture, we repeat the permutation three times to minimize
the effects induced by the variability of the permutation.
The results are shown in Fig. 8. Prior values of C2

n ap-
pear to be the most important feature, followed by time,
relative humidity, and solar radiation. This is in congru-
ence with the analysis carried out in Ref. [20]. It must be
noted that this kind of analysis tends to penalize the im-
portance of correlated features, such as pressure and tem-
perature [46]. To address this issue, we permute pressure,
temperature, humidity, and wind speed simultaneously,
effectively considering their importance together [47]. In-
deed, increased values for importance were reported.

Appendix B: Training Hyperparameters

The network is trained and validated using data span-
ning from July 2023 to March 2024. We list the model
hyperparameters in Table II. One month is removed from
the original dataset and used for testing (cf. Sec. IVA).
Figure 9 illustrates the partitions of the complete dataset
into training, validation, and test datasets, for the two
case studies reported in Fig. 3.

The training process is realized using the Tensorflow
library [48], and model optimization is handled using the
Adam optimizer [49]. Training is carried out on the Nar-
val supercluster using a NVidia A100SXM4 GPU. An
adaptive training strategy is used, whereby the learning
rate is reduced by a factor of 0.1 if the validation loss does
not decrease significantly within 15 epochs (this number
is referred to as patience). The number of hours of prior
data is kept fixed at 12. Altogether, training is completed
in approximately 5 hours. We have also explored longer
inputs of 18, 24, and 30 hours. However, no significant
reduction in the validation loss was observed.

We also considered a fully connected neural network,
with 2 hidden layers of 1000 neurons separated by ReLU
activation layers. Here, the input layer admits a flattened

Table II. Hyperparameters.

Hours of Prior Data 12 Hours

Forecast Length 6 Hours

Input Time Resolution 1 Minute

Output Time Resolution 15 Minutes

Batch Size 32

Train-Validation Split (with October) 85:15

Train-Validation-Test Split (no October) 75:15:10

Initial Learning Rate 10−4

Number of Epochs at Convergence (with October) 149

Number of Epochs at Convergence (no October) 262

Patience 15 Epochs

Reduction Factor 0.1

Training Error at Convergence (with October) 1.2× 10−4

Training Error at Convergence (no October) 7.2× 10−5

Validation Error at Convergence (with October) 1.6× 10−4

Validation Error at Convergence (no October) 1.3× 10−4

dataset where the first 6 entries represent the input fea-
tures of the first time step. However, the validation error
of our flagship model at convergence is three orders of
magnitude smaller than this architecture.

Appendix C: OAM and ANGLE modes of light

The 8-dimensional QKD protocol explored in Sec. IVB
leverages the MUBs provided by a set of LG modes and
the corresponding Fourier-transformed basis. LG modes
are labeled by two integers ℓ and p, representing the az-
imuthal (OAM) and radial index, respectively. Our pro-
tocol only relies on the OAM content of the beam, hence
we set p = 0 for all the LG modes. In the position basis,
their expression reads

⟨x, y, z|ℓ⟩ = Nℓ
w0

w(z)

(
r
√
2

w(z)

)|ℓ|

e−r
2/w2(z)L0

|ℓ|

(
2r2

w2(z)

)
e−ik

r2

2R(z) e−iℓϕeiψ(z),

(C1)

where Nℓ is a normalization constant, r =
√
x2 + y2 and

ϕ = arctan(y/x) are the radial and azimuthal coordi-
nates, respectively, and Lpℓ are the generalized Laguerre
polynomials. The beam waist w(z), the radius of curva-
ture R(z) and the Gouy phase ψ(z) can be determined
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Figure 8. Importance of input features. For each input feature, the mean and standard deviation (error bars) of the
importance is computed over three repeated permutations.

(a)

(b)

Training Test Valida�on

Figure 9. Partitions of the complete dataset. (a) The month of October is selected as test set, and an 85:15 train:validation
split is applied to the remaining dataset. (b) A 75:15:10 train:validation:test split is applied to the complete dataset, which
corresponds to a test set spanning from mid-February to mid-March (cf. Sec. IVA).

from [50]:

w(z) = w0

√
1 +

z2

z2R
; (C2a)

R(z) = z

(
1 +

z2R
z2

)
; (C2b)

ψ(z) = (|ℓ|+ 1) arctan
z

zR
, (C2c)

where zR = πw2
0/λ is the Rayleigh range.

The conjugate basis, referred to as the ANGLE basis,
is obtained as

|φj⟩ =
1√
d

∑
ℓ

|ℓ⟩ e2πijg(ℓ)/d, (C3)

where d = 8, the summations runs from ℓ = −d/2
to ℓ = d/2 excluding the |ℓ = 0⟩ mode, and
g(ℓ) = d/2 + (ℓ− 1)Θ(ℓ) + ℓΘ(−ℓ), with Θ the Heaviside
step function.
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[45] A. Altmann, L. Toloşi, O. Sander, and T. Lengauer,

Bioinformatics 26, 1340 (2010).
[46] T. Altmann and G. Casalicchio, Limitations on Inter-

pretable Machine Learning Methods (2019).
[47] T. Parr, K. Turgutlu, C. Csiszar, and J. Howard, Be-

ware default random forest importances (2018), https:
//explained.ai/rf-importance/index.html.

[48] M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen,
C. Citro, G. S. Corrado, A. Davis, J. Dean, M. Devin,
S. Ghemawat, I. Goodfellow, A. Harp, G. Irving, M. Is-
ard, Y. Jia, R. Jozefowicz, L. Kaiser, M. Kudlur, J. Lev-
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