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EXECUTIVE SUMMARY

The digital transformation has brought about an unprece-
dented degree of global interconnectedness, accompanied 

-
lines for dealing with emerging digital technologies. The 
relative ease with which countries around the world seem 
to agree on universal action-guiding principles of digital 
ethics along the lines of “fairness”, “transparency” and 
“accountability” seems to contrast sharply with the vast 

which stands for “Academies for Global Innovation and 
Digital Ethics”, seeks to embrace this diversity of perspec-

existing stereotypes.
In order to get a clearer picture of the key issues, similari-

-
tive interviews with expert voices from around the world, 
as well as deep dives in the course of three workshops 
held in April, June and October 2023. Taking a “situated” 
approach and considering local knowledge contexts, the 
results were then analysed and synthesised by an interna-
tional working group comprising representatives from 11 

other eminent experts from around the world.
The AGIDE project found that there is a remarkable con-
sistency in core values (such as “justice”, “dignity” or “pri-

agreement has been reached on common principles and 
guidelines, such as the UNESCO Recommendations on the 

 or the OECD Principles on Arti-
, is arguably a result of this fundamental 

agreement on shared core values. Contrary to initial expec-

of digital opportunities and risks explored by AGIDE 

particular values, the data collected did not support such 
distinctions.

something else: in the narratives of digital ethics. Narratives 

are stories that are told repeatedly, consisting of a series of 
events that are selected and arranged in a particular order, 
often including central characters (protagonists, antago-

-

they can become powerful drivers of collective behaviour, 
and they shape how core values are operationalised and 
put into practice. Findings from the AGIDE project suggest 
that although core values are widely shared, digital ethics 

-
ferent narratives about how these values are challenged, or 
how they can be protected, and why and how these values 

into a matrix according to criteria that emerged from the 
-

rise the various views and concerns expressed in relation 
to eight salient aspects, including underpinning ethical 
approaches, the primary point of reference (for example, 
the individual or the community) and its position vis-à-vis 
technology (for example whether it is primarily perceived 

of ethical concern, and appropriate tools of governance. 
Taken together, the very particular approaches to these 

From a macro perspective, several characteristic narratives 
emerged, including what the report calls the “Coloniality”-

-
mony-Opportunity”-type narrative, the “Silicon Valley”-
type narrative, and the “GDPR”-type narrative (with GDPR 
standing for the EU’s General Data Protection Regulation). 

shade into one another. Exploring the narratives from a 
-
-

lighting the nuanced nature of these perspectives. There 

-
ent factors, and that the intersectionality of these factors 
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remarkable shifts as far as dominant narratives in a coun-
try or region are concerned. However, some narratives 
seemed to be very deeply entrenched. The European Union 
(EU) was presented as an illustrative example where the 
“GDPR”-type narrative seems embedded to an extent that 

-
tively bringing about change. 

-
light the need for further research to explore whether the 

-
ceive, or both. Further research is also needed on the factors 

both at the macro and at the micro level. Finally, we need to 

transformation of established narratives or that cause estab-
lished narratives to resist even major shifts in the policies 
pursued, potentially hindering important policy changes. 

AGIDE therefore hopes to contribute to a new global 
-

ences across and within regions regarding digital ethics 

-

implementations of shared values and being open to the 
possibility of the development of situated ethical codes, 

and empowerment also means giving priority to enabling 
the conditions and possibilities for local implementation, 
including the development of genuinely local technolo-
gies, structures and solutions. Finally, understanding the 
deep connection between narratives, ethical principles and 

be translated meaningfully into practice, backed up, where 
necessary, with policies and legislation.

6OEAW
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THE AGIDE PROJECT – INTRODUCTION

The “digital” – as in the digital age, the digital space or 
the digital world – has become a shorthand not just for 
(novel) electronic and computerised technology, but also 
for the seemingly all-encompassing nature and large-scale 

and presence in the lives of people around the globe. With 

very basis of the ways in which we relate to one another”, 
as Woolgar (2002, p.1) urged over twenty years ago. The 
inherent tension of a digitalised world therefore lies in its 
potential to change, to innovate and to transform while also 
referring us back to the most fundamental aspects of human 
(and non-human) relations. At its core, such (re)thinking 

-

guide digital technology development, its use and down-

potential of electronic information and communications 
technologies (ICTs) and the like charges any engagement 
with the digital or “digital ethics” with careful consider-
ation of the future(s) expected, cared for and enacted, as 
well as those that are ignored and neglected in the present 

2015; Prainsack, 2022). Adam and Grove (2007, p. 108), dis-

connection of ICTs, futures and values as follows: “With 
networked ICTs that operate in a temporal context of both 
instantaneity and simultaneity, traditional relations and 

means to discuss and investigate digital futures lie at the 
heart of AGIDE and the following report. More concretely, 

ethics. diversity of perspectives on 
digital ethics -
ferences might be conceptualised beyond existing stereotypes and 
hegemonic tropes. To do so, AGIDE collected a vast amount of 
data between 2022 and 2024, originating with a team at the 
Austrian Academy of Sciences in Vienna and supported by 
academies and “digital experts” around the world. 

to address current issues in intercultural digital ethics 
(e.g. Aggarwal and Floridi, 2020; Berberich, Nishida and 
Suzuki, 2020; Capurro, 2008), such as, for example, ethical 
pluralism (e.g. Ess, 2006 & 2020) and cosmopolitan ethics 
(e.g. Stan van Hooft, 2009). Also, it complements other lines 

(e.g. the Moral Machine Experiment by Awad et al., 2018 ), 
the study of “global AI narratives” (Cave, Kanta & Dillon, 

-

and ethnographic narrative practices (
-

ters with Storytelling Practices; Götsch and Palmberger, 
2022). Nevertheless, AGIDE also draws on related work, 

“culture” in the traditional sense, such as socio-political 
narrative analysis (e.g. Wodak, Reisigl, and de Cillia, 2022; 
Bradford, 2012 & 2023; Pagallo, 2024) and narrative and 
technology ethics (e.g. Reijers and Coeckelbergh, 2020).
This report therefore presents a theoretical basis for the 
generative engagement with globalised ethics – often artic-
ulated as ethical principles such as “fairness”, “transpar-
ency”, “accountability”, “preservation”, “continuity” and 
“conservation” – alongside its localised (i.e. “situated”) ex-
pression and enactment in context (Part A). This frame-
work served as guidance for the empirical data collec-

-
views with experts in a total of 28 countries and two input 
workshops to glean key topics for digital ethics around 
the world, as well as a group-based discussion of poten-

of a “good digital future” (Part B). Together, this data 
was systematically grouped and mapped out along eight 
dimensions representing key reference points for crafting 
situated arguments around digital ethics in a matrix. The 
use of such storytelling or “ , as we will 

actors and storylines within a shared framework as a tool 
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to project forward and imagine possible futures (Part C). 
Finally, we summarise the possibilities entailed in a shared 

-
icy, regulations and practices to suit particular contexts. 

exposing various points of departure for future research, 
-
-

lation groups and contexts (Part D).
AGIDE has not set out, nor will its report present, any 

-
ics opened up by digital transformations. Instead it urges 

the futures we are building today.

ON DIGITAL ETHICS

-
gies, but instead intended to cover a broad spectrum of top-

-
nition. We thus conceive of digital ethics at least in terms 
of three interrelated dimensions: (1) as a macro-ethical 

of humanity, (2) as an applied ethical framework engag-

as an assessment framework for responsible innovation of 
emerging or changing technologies.
Over the past three decades, as Bynum (2015) has aptly sum-
marised, computer and information ethics has assessed the 

-
tive (Parker, 1968), then from a computer-centred perspec-
tive (Moor, 1985), and more recently from an information- 
or content-centred perspective, focused not on hardware 
but on the impact of software and data across the “whole 
cycle of information creation, sharing, storage, protection, 
usage and possible destruction” (Floridi and Taddeo, 2016, 
p. 3; see also Weckert, 2007; Van den Hoven and Weckert, 
2008; Johnson, 2009; Floridi, 2006 & 2010). “Digital ethics”, 
in turn, is set to engage with the “whole ecosystem created 
and manipulated by any digital technology [and] provides 
a holistic approach to the whole universe of moral issues 
caused by digital innovation” (Floridi, Cath and Taddeo, 
2019, 11). As Kazim and Konshiyama (2021, p. 2) note, this 
ecosystem involves “a fusion of technologies that blur the 
digital, physical and biological spheres”, prompting new 

and posthumanism often presented in utopian/dystopian 

been discussed in some way (e.g. Müller, 2022), the con-

kind of urgency accompanying present and future digi-
tal transformations (e.g. Walsh, 2022; Nagl-Docekal and 
Zacharasiewicz, 2022). 

In addition to taking a holistic view, digital ethics can also 

ethics, as well as their traditions of thought, methods and 
tools. General ethics, in this regard, is “concerned with 
principles and practices of how humans should act in light 
of the problems and challenges that digitalisation poses” 

for example, virtue ethics, which sheds light on moral 
education (i.e. the development of virtues); deontology, 
including Kant’s foundational concepts such as the cat-
egorical imperative (e.g. MM, 4:421; G, 4: 402);1 and con-

Applied ethics, in turn, applies ethical approaches to more 

data ethics, biotechnology ethics and AI ethics), moving 
what to how: not just what ethics 

are needed, but how -
fully applied and implemented” (Floridi, 2019, p.1).
Finally, emerging technologies and innovations bring 
about certain transformations, with the potential to shift 
ways of living and thinking, as well as ethical beliefs and 
values (e.g. Latour, 1994; Friedman, 1997; Stiegler, 1998, 

innovation proliferate, but the relationship between digital 
technologies – indeed, the digital ecosystem – and societ-
ies around the world is more cyclical and complex rather 
than linear. As Coeckelbergh (2019, p. 139) notes, the “rela-
tionship between our devices, the world and us is neither 
one-dimensional nor one-way, but rather resembles a feed-
back-loop between technologies and everything else in the 

-
text, digital ethics or principles serve as measures in how 
we responsibly engage with the inherent uncertainty of 
this feedback-loop and associated challenges (e.g. Adams 
and Grove, 2007). 
Governments and companies, among others, have there-
fore striven to develop ethical guidelines, protocols and 
assessments to make innovation processes more respon-
sible – encompassed in terms such as “responsible inno-
vation” (Blok and Lemmens, 2015). A key aspect in 

(“shared responsibility”, Von Schomberg 2013), such as 
ethicists, in the innovation and design process, who bear 

1

endnotes] are given parenthetically, according to the abbreviations list-
ed here: G: Groundwork of the Metaphysics of Morals (Grundlegung 

Allen Wood, in Practical Philosophy, 37–108. MM: The metaphysics of 

in Practical Philosophy, 353–604. 
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desirable products” (Von Schomberg, 2013, p. 27). Implied 
in such formulations is what the European Commission 

(RRI) guideline: “that societal actors (researchers, citizens, 
policy makers, businesses, third sector organisations, etc.), 
work together during the whole research and innovation 

outcomes with the values, needs and expectations of soci-
ety” (Delaney et al., 2020, p. 8). This emphasis on “working 
together” in the entire life cycle of technology innovation 
puts newfound emphasis on the (new) methods to achieve 
the aims of the RRI, including methods that aim to analyse 
practical ethical issues that arise in the planning stages of 
new technologies, during technology development and in 
assessing their impacts on society (e.g. Reijers et al. 2018). 
This also includes using theoretical future scenarios and 
the envisioning of potential futures as ethical assessment 
strategies, such as the techno-ethical scenario approach, 
the ETICA approach2 or enhanced ATE (anticipatory tech-
nology ethics) approach (e.g. Umbrello  2023).

ON THIS REPORT

Guided by a broad and open understanding of digital eth-
ics and associated methods, AGIDE brought together inter-

-
ent, situated perspectives on digital ethics. The resulting 
variety shows that while ethical considerations may appear 

2 Ethical Issues of Emerging ICT Applications, following a 2009-11 Euro-
pean Commission-funded project (Grant agreement ID: 230318, see also 

similar “from a distance”, or in the abstract, in practice, 

interpretations and narratives “on the ground”.  
The AGIDE report is organised around four parts from A 
to D: Part A provides the theoretical groundwork, Parts B 

D summarises the implications of the project as a whole. 
Part A introduces the theoretical framework of the project 
and the tension between universalist and localised values 
inherent in a project on digital ethics that strives to move 
away from Eurocentric stereotyping and dominant views 
from the perspective of what is called “the West” or the 
“Global North”. In Part B, we set out a largely thematic 
analysis of the expert interviews and workshops that 

of ideas and notions of digital ethics, topics of interest 
and themes of concern for the present and future of dig-
ital ethics (in practice). Part C -

-
ated narratives about the uses and development of digital 

-
atising the variable data generated through this project, 
while also opening up ample avenues for future research. 
Examples of such avenues and general implications of 
the project as a whole are summarised in our conclusions 
in Part D.
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As a theoretical introduction to the issues to be discussed in 
the later parts of this report, the following Part A explores 
the complex relations, and at times tensions, between 
global digital ethics approaches and localised, situated per-
spectives to provide a framework for the empirical analy-
ses of AGIDE. 

UNIVERSALIST APPROACHES TO DIGITAL ETHICS 

Recent years have seen a surge in academic literature on 

(guidelines, recommendations, frameworks, etc.) for digital 
ethics. Such principles have been developed within public 
and private sectors at national, regional, international and 
global levels. Most of them, be it explicitly or implicitly, 
see digital ethics everywhere in the world as facing similar 

-
ing similar notions of the “good”. Abstract notions such as 
“fairness”, “accountability” and “transparency” – widely 
known as the “FAT principles” – have become common 
denominators in most ethics documents around the globe, 
as will be further discussed below. A characteristic shared 
by these documents is that the number of ethics principles 
they propose has increased over time. 
Fjeld et al. (2020, p. 66), for example, mapped the landscape 

identifying common themes. Based on this analysis, the 
authors concluded that existing ethics and rights-based 
principles have started to converge in recent years. How-
ever, they further argue that there is “a wide and thorny 
gap between the articulation of these high-level concepts 
and their actual achievement in the real world”. To con-
clude, they suggest that more work needs to be done on 
identifying variations within the themes, especially with 
regard to particular geographies or stakeholder groups. 
Moreover, the modes of production of these documents 
need to be considered. Roche Wall and Lewis (2022) ana-
lysed the distribution of AI ethics and policy documents 

Global North, from the United States (US) and Europe 

existing documents. In addition, the analysis of prominent 

keywords in these documents revealed that there is lit-
tle reference to underrepresented populations and “low 
resource”, “low/middle income” and “vulnerable” groups. 
All this research points to the necessity for ongoing work 
on digital ethics to look beyond dominating voices, prolif-
erating themes and principles, and into underrepresented 
voices and overlooked themes. 

-
mental level. Munn (2023, p. 870), for example, describes 
the gap between high-minded principles and technological 
practice as dangerous since the translation from complex 
social contexts to technical rulesets is non-trivial: “In a 
zero-sum world the obsession with AI principles is not just 

resources away from more productive approaches”. Van 
Maanen (2022) problematises the term “ethics” itself by 
arguing that the strong focus on ethics obstructs our view of 
alternative tools and methodologies to engage with the tech 
sector, such as human rights or data justice approaches. He 
therefore calls for (re)politicising ethics itself. Emphasising 
the importance of empirically informed analyses of tech-
no-political practices, he argues for an understanding of 
ethics as a collective and interactive endeavour, acknowl-

Labelling such practices “politics” (e.g. “data politics”), 
rather than “ethics”, would make them less susceptible to 
being washed away in the public relations machinery of the 
tech sector – widely framed as “ethics washing”. 

proliferation of digital ethics discourse that the AGIDE 
project set out to conduct its research. In the next step, 
we map the wide landscape of global ethics principles. 
Below that, we dive deeper into the complex relations 
between shared ethics principles and “real-world” or more 
“applied” practices.

EXISTING SETS OF PRINCIPLES 

Existing sets of principles look strikingly similar, mostly 
listing between three and ten general principles at a high 
level of abstraction. The United Kingdom (UK), for exam-
ple, published the UK Data Ethics Framework in 2018, which 
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is intended to guide responsible data use in public sectors. 
The three broad ethics principles mentioned in the frame-
work are fairness, accountability and transparency, closely 
resembling the “FAT paradigm”. In the framework, “fair-
ness” aims to eliminate a project’s potential for unintended 

mitigating biases and ensuring that the project’s outcomes 
“respect the dignity of individuals, are just, non-discrimi-
natory, and consistent with the public interest, including 
human rights and democratic values” (Government of the 

governance and oversight mechanisms in place for every 
project; “public accountability”, in turn, that the public, or 
its representatives, can exercise oversight and control over 
actions taken by governmental and other public institu-
tions. “Transparency” refers to the way information about 
projects, processes and actions is made publicly available 
for inspection. Similarly, the Organisation for Economic 
Co-operation and Development (OECD) published a 
report in 2020 formulating 10 Good Practice Principles for 
Data Ethics in the Public Sector (OECD, 2020). In addition 
to openness and accountability, which are also mentioned 
in the UK Ethics Framework
mention “inclusiveness”, as well as individuals’ and col-
lectives’ “control over their data”. Accordingly, despite 

similar principles for responsible data use by governments 
and public sectors, revolving around openness, control and 
accountability.
Since 2018, the number of published ethics principles, espe-

not least regarding AI. Fjeld et al. (2020) from the Berkman 
Klein Center reviewed 36 documents on AI principles from 
all over the world, namely Latin America, East and South 
Asia, the Middle East, North America and Europe. They 
stem from governments and intergovernmental organi-
sations (e.g. , , , the 

e.g. see: Wendehorst and Woopen et 
2019) or  by the Japanese and the Chinese 

government, , or ), 
companies (e.g. , 
Principles), professional associations (Montreal Declaration
by the University of Montreal or the 
by the Chinese AI Industry Alliance), advocacy groups 
and multi-stakeholder initiatives (Toronto Declaration by 
Amnesty International,  by 
Access Now or  by the Public 
Voice Coalition). Across all of these documents, Fjeld et 
al -
ability, safety and security, transparency and explainabil-
ity, fairness and non-discrimination, human control over 
technology, professional responsibility and promotion of 
human values.

The eight key themes comprise the following aspects in 
detail (our summary): 

1.  relates to control over user data and consent, 
privacy by design, restricting processing and the right 

2. Accountability includes impact assessment, auditing 

responsibility, remedy for automated decision-mak-
ing, access to a monitoring body and the possibility of 
redress. 

3. Safety and security refer to safety and reliability, pre-
dictability and security by design. 

4. Transparency and explainability encompass open-

at play in interactions or decision-making processes, 

open procurement for governments. 
5. Fairness and non-discrimination include the preven-

tion of bias, inclusiveness in design and impact, repre-

6. Human control of technology refers to review of auto-
mated decision-making and the ability to opt out of 
automated decision-making processes. 

7. Professional responsibility links to multi-stakeholder 
collaboration, responsible design, consideration of 

8.  refers to human values 
-

These eight key themes provide a useful high-level snap-
shot of worldwide AI principles. The authors of the review 
observed that while there was considerable variation in the 
key themes in older documents, more recent publications 
tend to cover all eight themes, suggesting that AI principles 
are beginning to converge. A possible explanation for this, 
as they argue, is that most of the documents are drafted by 
a relatively small group of people, who know each other 

by earlier research by Jobin, Ienca and Vayena (2019), who 
also mapped the global landscape of AI ethics guidelines. 
Having analysed 84 documents, mainly from the Western 
hemisphere (see full list of documents in Jobin, Ienca and 
Vayena, 2019, pp. 4–5), they concluded that convergence 

-

and privacy. However, Jobin, Ienca and Vayena (2019, p. 1) 
also observed a “substantive divergence in relation to how 
these principles are interpreted; why they are deemed 
important; what issue, domain or actors they pertain 
to; and how they should be implemented”. Privacy, for 
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compared to its meaning in the European Union (EU) (see 
Arora, 2019a). Moreover, perceptions of safety and security 
vary between regions, as do understandings of discrimina-
tion. What constitutes discrimination is often legally deter-

– the concept of caste in India or gender in the Middle East 
and North Africa can be seen as prominent examples of this 
(Arora, 2019a; 2019b). This showcases the need for further 
research on the contextuality, situatedness and cultural 
variety on the ground, as we argue below. 
Adding to the documents reviewed by the Berkman and 
Klein Center, we analysed two more recent and important 

-
national: the PwC (Pricewaterhouse Coopers) 
Principles by the World Economic Forum published in 
2021 (Golbin and Axente, 2021). This document lists nine 
AI ethics principles and distinguishes between epistemic 
and general principles. The two sets of so-called “epistemic 
principles” are interpretability (explainability, transpar-
ency, provability) and reliability, robustness and security. 

sense of representing the “conditions of knowledge that 
enable organizations to determine whether an AI system 
is consistent with an ethical principle” (Golbin and Axente, 
2021). The seven general principles include accountability, 

human agency, safety, and fairness. Out of these principles, 

the common good such as sustainability, cooperation and 
openness – is worth highlighting here. 
The second document we analysed further is the United 

 adopted in 
2021 and published in 2022. Compared to the other docu-
ments, the UNESCO Recommendation puts a stronger focus 
on human dignity, diversity and inclusiveness. It com-
prises ten core principles altogether: proportionality and do 
no harm, safety and security, the right to privacy and data 
protection, multi-stakeholder and adaptive governance and 
collaboration, responsibility and accountability, transpar-
ency and explainability, human oversight and determina-
tion, sustainability, awareness and literacy, and fairness and 

do no harm
the use of AI systems must not go beyond what is necessary 
to achieve a legitimate aim. Accordingly, it stages itself as 

a provision against using AI systems for social scoring and 
mass surveillance purposes” (UNESCO, 2022, p. 8). The 
notion of “mass surveillance” may also include surveillance 
for “the good” in the sense that welfare states may some-
times choose continuous surveillance as a measure to ensure 
that citizens are protected, safe and have access to welfare 
state institutions, especially in the Global South. 

Additionally, principle eight in the UNESCO Recommen-
dation refers to sustainability, and the United Nations 

to which AI technologies should adhere. Notably, neither 
of the reports on AI ethics discussed above by Fjeld et al.
(2020) and Jobin, Ienca and Vayena (2019) referenced “sus-
tainability” as one of their dimensions, which underlines 

global scale. Finally, principle nine in the UNESCO Recom-
mendation suggests the promotion of public understanding 
of AI through open and accessible education, civic engage-
ment, digital skills and AI ethics training, media coverage 
and information literacy. 
In addition to its ethics principles, the UNESCO Recom-
mendation (2022, p. 16–17) formulates “actionable policies” 
to move beyond high-level principles and work towards 
practical strategies. The policy areas mentioned include 
ethical governance and stewardship, economy and labour, 
data policy, health and social well-being, education and 
research, and gender, as well as environment and ecosys-
tems. Furthermore, UNESCO member states are provided 
with “actionable resources” to implement the recommen-
dation, such as the “readiness assessment methodology” to 
identify the status of preparedness or the “ethical impact 
assessment” to identify the potential impacts of an AI sys-

step towards acknowledging national contexts, cultural 

-

beneath general principles – that we turn next.

DIFFERENCES BENEATH THE SURFACE 

and digital ethics research which examines ethical issues 

social perspectives (cf. Hongladarom, 1999; Capurro, 2005; 
Ess, 2006; Hongladarom and Ess, 2007; Capurro, 2008). This 

-
ralistic intercultural digital ethics approach (Ess, 2006) 

time as cross-cultural governance cooperation (e.g. Floridi, 
2019; Taylor, Floridi and van der Sloot, 2017; Couldry and 
Mejias, 2019). The most important issues in IDE include the 
study of ethical systems based on non-“Western” traditions 
such as Buddhism, Confucianism, Ubuntu and others (e.g. 
Wong, 2012; Reviglio, Alunge 2020; Berberich, Nishida, & 
Suzuki, 2020; Chaudhary, 2020). 
Having analysed shared sets of global ethics principles, as 
discussed above, AGIDE chooses to focus on : both 

between within



13OEAW

PART A: DIGITAL ETHICS – WITH A FOCUS ON DIFFERENCES

countries, considering that not only cultural values but also 

Fjeld et al. (2020, p. 5) argue that, more generally, “principles 
should be understood in their cultural, linguistic, geographic, 
and organizational context”, whereby “some themes will be 
more relevant to a particular context and audience than oth-
ers”. In this interpretation, ethics principles should be seen 
as the smallest common denominator on which everyone, 
or a majority, can agree. Global ethics principles and recom-
mendations, such as the UNESCO Recommendation, therefore 

taking into account local circumstances and particularities. 

to national advisory boards to help with the implementation 
of the UNESCO Recommendation into national contexts (e.g. 
Austrian Advisory Board, 2024). 

LOCAL CONTEXTS AND APPLICATIONS 
OF DIGITAL ETHICS PRINCIPLES

-
ciples. For example, the  by the 
Global Indigenous Data Alliance look (Carroll  2022), 

-
cussed above. After restating the well-known standard of 

control”, “responsibility” and “ethics”. While this does not 

ethics principles, a closer look at the explanations provided 
-

needs (Carroll  2022): 

1. : Data ecosystems shall be designed 
and function in ways that enable Indigenous Peoples 

2. Authority to Control: Indigenous Peoples’ rights and 
interests in Indigenous data must be recognised and 
their authority to control such data be empowered. 

3. Responsibility: Those working with Indigenous data 
have a responsibility to share how those data are used 
to support Indigenous Peoples’ self-determination and 

4. Ethics: Indigenous Peoples’ rights and well-being 
should be the primary concern at all stages of the data 
life cycle and across the data ecosystem. 

This illustrates that, below the surface, concepts such as 

interpretations and enactment – such as stressing auton-

and Lim (2009), for example, investigate internet users’ 
perceptions and behavioural responses concerning online 
privacy using a representative sample of multi-national 
internet users from Bangalore, Seoul, Singapore, Sydney 

-
ences (age, gender, education and personal income), but 

-
enced internet users’ privacy concerns. For example, inter-
net users from “high individualism” countries were more 
likely to be concerned about potential privacy intrusions 
than those from countries where individualism plays a 
lesser role. This might relate to the fact that a “collectivist” 
tradition respects the privacy of an individual from the per-
spective of the community (see also Arora, 2019b); that is, 
asking rather how would respecting the privacy of an indi-
vidual empower the individual to contribute to the good 
of the community. Moreover, intricate relations between 
duties and rights need to be considered in related cultural 
traditions, the details of which go beyond the scope of this 

-
clude that a more comprehensive and holistic analysis of 
online privacy is needed, given that the way in which peo-

political ones. 

-
ent countries, regions and supranational organisations. In 
the EU, for example, heated negotiations over the General 
Data Protection Regulation (GDPR) revealed marked dif-
ferences between the member states and their positions 
towards privacy and data protection, which were deeply 

and economic cultures (Mager, 2017). Moreover, norma-
tive positions in respect of (new) digital technologies vary 

shown, for example, in the context of COVID-19 contact 
tracing apps (Lucivero et al., 2022; see also Lanzing, 2021). 
It is, therefore, widely recognised at this point that for-

-

relative weight, for instance, given to one aspect over 
-

ences needs to be taken into account when implementing 
shared ethics principles, but to no lesser degree in their 
initial development. While many of the global ethics prin-
ciples were developed in countries of the so-called West or 
Global North, as discussed above, there are exceptions to 
that as well: the  and 
the 

, for example, tried to include 
-

ment processes according to stakeholders involved (in the 
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WHO guidelines, the experts are listed, see WHO, 2021). 
Nonetheless, it stands to reason that these shared princi-
ples also need to be broken down and made more concrete 

and cultural contexts. As noted above, in the case of the 
UNESCO Recommendation
of actionable policies and national advisory boards. 
To be able to contextualise shared principles and make 
them actionable in practice, the concept of “situatedness” is 
a helpful analytical tool. We turn to the meaning and utility 
of considering the role of “situatedness” in the following 
section.

WHY SITUATEDNESS MATTERS

The term “situatedness” has become a common notion in 
Science and Technology Studies (STS) to place the analyt-

-
nomic and institutional positionality (Pinch and Collins, 
1982; Haraway, 1988; see also Butler, 1990; Thompson, 
2002; Pfotenhauer et al., 2022). As a response to general-
ising and globalising tendencies, the term situatedness 
allows an emphasis on political contestations, historical 

1984). Haraway (1988, p. 589) argues: 

-
tion of being heard to make rational knowledge claims. These 

from simplicity. 

This “view from a body” includes, in Haraway’s view, 
building an “earth-wide network of connections” and devel-

-

as an analytic perspective with a long history, Pfotenhauer 
et al. (2022, p. 8) argue that it “has opened up spaces for a 

-
nial tendencies that threaten to erase epistemic and political 
diversity”, referring to work by Visvanathan (1997), Harding 
(2006), TallBear (2013) and Prasad (2014), as well as Tsing’s 
(2005, p. 38) idea of constituting “meaningful diversity”. 
This relates to newer debates on “epistemic justice” and 
the idea that some forms of knowledge are more valued 
than others due to the positionality of the knower. In her 
book on the topic in the context of knowledge production, 
Fricker argues that we cannot consider any epistemologi-
cal issue without also considering the “ethical and political 
aspects of our epistemic conduct” (2007, p. 2). Zhang and 

by calling for its decolonialisation. 
To give some examples, we turn to STS discussions on 
digital ethics and how hegemonic discourses obstruct our 
view of situated approaches and epistemic justice. Pfoten-
hauer et al. (2022) argue that companies like Google or 
Facebook have enthusiastically ab/used ethics approaches 

-

earlier by van Maanen (2022), which calls for a „(re)politici-
sation of ethics itself” to open up the view on fundamental 
rights and justice approaches so as to capture the techno-
political practices at work. Ricaurte (2022), for example, 
criticises an AI ethics “for the majority of the world”. She 
argues that hegemonic AI exerts global violence through 

extraction and dispossession, (2) algorithmisation in the 
sense of mediation and governmentality and (3) automa-

responsibility. Ricaurte (2022, p. 726) concludes that these 
-

cation orders and epistemic, economic, social, cultural and 

Moreover, Pfotenhauer et al. (2022) argue, corporate hege-
monic discourses, such as the “scalability zeitgeist” (the 

become “key ordering logics” of current innovation and 

and socio-cultural contexts even more. Accordingly, there 
is a growing body of STS research focusing on national 

mostly from the “Western” academic world (Mager, 2017 & 

Guay and Birch, 2022). What is still lacking is a (more) 
comprehensive understanding of how “situatedness” – 
in terms of cultural values, socio-economic positionings, 
political regimes, centre/periphery and so on – plays into 
digital ethics. Voices from the Global South and other mar-
ginalised geographies and communities in particular need 
to be taken into account when trying to understand and 
realise contextuality in global ethics discourses. 
The AGIDE project therefore tries to place its focus on dif-
ferences by including research participants from all over the 

and more sensitive to, and situated in, the real world on the 
ground and from the ground up. Put again in Haraway’s 

to be somewhere in particular.” 
The following Part B comprises an overview of the diversity 
of topics discussed with project participants through the 
empirical engagements of the AGIDE project. Throughout, 
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-
cal or economic contexts, as well as key overarching issues. 

engagements and considerations. Part C, thereafter, pro-
vides a means of systematically synthesising the breadth of 

topics, themes and futures discussed in a shareable matrix 
that corresponds to our theoretical underpinnings dis-
cussed above. It also provides the basis for meaningful and 
situated ethical narratives, which we found to be one apt 

or “typecasting” them wholesale.
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THE EMPIRICAL ANALYSES – INTRODUCTION

Digital transformations are changing the way we live 
and the way our societies and our economies function, as 
well as global power relations. They have brought about 
an unprecedented degree of global interconnectedness, 

-
lines for dealing with emerging digital technologies. The 
AGIDE project, started in 2022 and spearheaded by the 
Austrian Academy of Sciences, primarily sought to explore 
the cultural dimensions of digital ethics and global inno-
vation – that is, how technologies are transforming our 

-

familiar stereotypes or clichés. To this end, the Austrian 
Academy of Sciences cooperated with other academies of 
sciences from all over the world. AGIDE aimed to embrace 
the socio-cultural variety of perspectives and to further 

-
formity or consensus. The overarching objective was to 
explore cultural and other dimensions of note for digital 
ethics and delving beyond discussions already existing 
in the literature. Whereas AGIDE is foremost a research 

insights may be deemed fruitful in a variety of contexts – 
from embedding ethical values in technology throughout 

legal harmonisation.

THE AGIDE PROJECT – GENERAL METHODOLOGY 

-
cal approach, encompassing semi-structured expert inter-
views, a workshop series with invited talks and a “use 
case” discussion to gather empirical evidence and under-
stand diverse global perspectives on digital ethics (see 
Figure 1). 

Figure 1: Methodology of the AGIDE project [source: Working Group 

Members]

approach views people, social systems and technological 
development as interrelated and emphasises the relevance of 
stakeholder involvement and the value of concrete, situated 
knowledge. Identifying the boundaries and situated limita-
tions that come with positivist positions on a single, univer-
sally shared and neutral reality has a long history in the social 
sciences and humanities (Haraway, 1988; Firestone, 1993), 
especially when studying people and their lived experiences. 
In turn, researchers engage in data collection as active par-
ticipants and consider knowledge creation as multi-faceted, 
mind-dependent and necessarily contextualised and partial. 
In other words, such an approach appreciates the situated 
positions from which knowledge can be produced (Hartsock, 
2019) and its interpretive diversity with recourse to their 
inherent theories about the world (Mayring, 2007).
Given that the AGIDE project sought to embrace this 

technology, as well as “narrative snapshots” (see Part D) 
of particular situations and approaches to their evaluation. 

in a purely abstract manner as this would put the focus 

important to note here that it is not the project’s aim to 
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portray individuals as  of particular coun-
tries or cultural regions, nor to speak for certain cultures or 
regions. As noted in Part A of this report, the results pre-

 which arise 
within a particular context, time and space, where they are 
situationally constructed and negotiated.

workshops onto an “matrix of digital ethics narratives” as a 
means to distil, analyse and invite further exploration and 
discussion of the AGIDE results. The mapping was derived 

discusses digital ethics with regard to eight interrelated 
dimensions that form a matrix to abstract from and sum-

. Narratives, in that sense, are sto-
ries that are told repeatedly, consisting of a series of events 
that are selected and arranged in a particular order, often 
including central characters (protagonists, antagonists), 

the dimensions and their associated approaches, as iden-

within a certain region (case study: the EU) and population 

-
arching “lessons learned” and possible ways forward, for 
further discussion and future research in a Part D on the 
implications of the AGIDE project writ large.

THE AGIDE PROJECT – LIMITATIONS 

The research goal of the AGIDE project was not to come up 

the primary goal of the empirical research was to collect 

notion of digital ethics, situated within their cultural con-
texts. A relatively low-threshold empirical methodology 
enabled a broad range of experts to take part in the project, 
supported by partnerships with global science academies. 
Therefore, interviews were conducted remotely and work-

-
mat to invite diverse participation, independent of any 
limitations on travel. 
However, as with every research project, some limitations 

Contextual Limitations

including the selection of participants and the nature of 

that interviews had to be conducted in English and that 

sampling (see below) that could include a bias in favour 

of a small “bubble” of international experts. We might 
-

reotypical or “hegemonic” positions (Collins, 2008) that 
have become dominant in literature, expert circles, pub-
lics and so on. The project therefore does not exhaust the 
full range of approaches to digital ethics which might be 
found across the world. Experts from around the world 
were asked about dominant opinions regarding digital 
ethics in relation to the regions in which they currently 

Yet the interviewees, while providing valuable insights, 
do not represent or claim to represent these regions. They 
do, however, trace current and historical discourses and 
trends to which they have become witness. This, in turn 
and across the entire interview data gathered for this 
project, allows for insightful conclusions which are fur-
ther aggregated in Part C of this report.

The Expert Voice Fallacy: The “expert voice fallacy” 
points to the idea that scholars, activists, and all those 

or develop reputations by taking very original or indeed 
extreme positions, widening the gap between more 
localised lived experiences and the so-called experts’ 
positions. While this may always be the case, we have 
tried to account for this fallacy by way of triangulation, 
i.e. including a large number of interviewees and con-
ducting multiple rounds of workshops.

Generational Gap: Having interviewed generally 
established experts, a notable potential gap might exist 

digital ethics and people who are younger. The perspec-

Open-Endedness: Digital ethics may, as noted above, 
refer to a great number of past or current digital tech-
nologies. To foster a broad debate, yet tailor it to the 

-
nologies to consider in the debate surrounding digital 
ethics. We did not provide a shared mental model or 
guided list as part of our open-ended research design. 
Interviewees were asked which digital technologies 
currently play the largest and most impactful role in 
society and were asked to specify their reasons why. 
This open-endedness was considered an asset in answer-

situatedness approach, but future research might opt to 
focus in more granular detail on certain technologies, 
platforms or issues.

: Digital ethics is 
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by digital technologies continue to emerge and evolve. 

considered preliminary and capture only a momentary 
snapshot of current understandings and perspectives on 
digital ethics. 

AGIDE project in light of its goals and of these limita-
tions. AGIDE provides a broad starting point for further 

and its ambition highlight the constant need for continued 
investigation, engagement with diverse stakeholders and 
ongoing dialogue to gain nuanced understandings of the 
diverse approaches to digital ethics worldwide.

interview analysis with 75 participants, then from two 
input workshops that were held as part of the project, and 

THE AGIDE INTERVIEWS: ANALYSIS

THE AGIDE INTERVIEWS – INTRODUCTION

-
ated knowledge of so-called “experts”: individuals with 
privileged access to information on and about digital ethics 
(Meuser and Nagel, 2009). While expert interviews are fun-

and Menz (2009, p. 1) note that “issues on what constitutes 

-
tise might be institutionally associated (such as ethicists in 

as people who have privileged knowledge on and about 
digital ethics, and who play an active role in structuring 

The pool of experts for the interviews was based on a com-

snowball sampling, drawing on the expertise of the steer-

Purposive sampling of potential experts followed consider-
ations of the general domain of individuals’ proven expertise 
in digital ethics alongside considerations of diversity. Addi-
tional selective sampling was employed to cover remaining 
gaps in knowledge and expertise and based on collective 

In total, the AGIDE project gathered data by conducting 

between October 2022 and November 2023. The inter-

(Silverman, 2021), developed by the AGIDE working group 
according to the project’s goals, digital ethics dimensions 
and responsible innovation methods (see Part A). Experts 

-

inside and outside of academia, spanning to include activ-
ism and industry. While achieving representativeness was 

group aimed to cover a broad range of experts in order to 
-

ble. As such, the experts spoke from situated and necessar-
ily privileged “standpoints” embedded in diverse cultural 
contexts (Collins, 2008).
In this regard, the term “culture” therefore not only extends 
to include factors such as geographical location, language 
or religion, but also disciplinary cultures that may greatly 

and values that are considered most relevant. Experts had 
disciplinary backgrounds from anthropology, comparative 
literature, computer sciences, economics, ethics, law, medi-
cine, media studies, philosophy, sociology, psychology and 
others. Gender parity was reached amongst interviewees. 

initial codes were generated across the dataset of interviews 
which were then subsumed as expressing certain themes 
(Braun and Clarke, 2006). The themes are represented by 
headlines in the overview below, with more detailed insights 
gathered from the data included in the summaries.

MEANINGFUL DIFFERENCES IN DIGITAL ETHICS

Our interview data supports the notion that “culture” is 
a multifaceted term and concept, not least in the realm of 
digital ethics. To fully explore cultural similarities and dif-

accounted for. As interviewees pointed out repeatedly, 
there is no one “culture” in the countries they speak on. 

depending on “intersectional” factors (Crenshaw, 1989) 
present within the country or region they inhabit. These 
intersectional factors may include, but are not limited to, 
age, gender, ethnicity, educational background, income 
levels and origins – often tied to access to digital infrastruc-
tures or lack thereof. These factors may greatly impact how 
people experience and evaluate the digital world around 

seem most relevant to them. Moreover, there are many and 
intersecting “collectives”3 – in terms of “global(ised) cul-

3 This terminology loosely refers to the work of Ludwik Fleck (1981[1935]).
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engineers (or social scientists or philosophers) across the 
world may have views more similar to each other rather 
than to other groups and citizens living in the same coun-
try as them. As cultures intersect, it is never possible to be a 
member of only one “culture” or one collective – identities 
too are multifaceted and present only and necessarily “par-
tial connections” (Strathern, 2004). Accordingly, people’s 

-

ethics within themselves, depending on the position from 
which they are speaking at a given moment. 

AGIDE interviews is that many key concepts in digital 
ethics –such as freedom, autonomy, safety, etc. – are used 

framed as being of particular importance. However, when 
-
-

ally anchored meanings emerge behind these words. Let 
us take “freedom” as an example: From a Eurocentric or 
Western-centric perspective, freedom in the context of 
digital ethics may include freedom from prosecution and 
surveillance, freedom of choice in one’s actions, and/or the 
freedom to move safely in digital spaces while one’s data 
is protected (which ties into other values, such as “data 
privacy”). It might also mean the freedom to maximise 

impinge on freedoms (plural). To give another example, 
freedom—viewed from an indigenous data sovereignty 
perspective—is about having the jurisdiction and control 

way, without colonial interference.

-
nitions or understandings of freedom that are not West-
ern-centric, all of the dimensions above may still be con-
sidered relevant while novel ones might gain precedence. 
Following familiar stereotypes or clichés that were, at least 
partially, supported by AGIDE interview data and repro-
duced by the experts interviewed, a stronger notion of 
community-orientation was expressed from non-Western 
standpoints. In turn, individuality was associated more 
strongly with Western ideas or ethical principles. In more 
community-oriented contexts, freedom can never (only) 
entail freedom for the individual because we are all funda-
mentally tied to each other. Freedom can therefore never 
merely be something a single person chooses for them-
selves or is granted on an individual level. With regard 
to data privacy, one individual choosing to share data – 
something a Western-centric lens might label as the “free-

meaning if one’s individual data also allow conclusions 
about one’s family, friends and other community members 
to be drawn. If the value of such ties is much higher than 
one’s individual needs and rights, the freedom of individ-
ual choice needs to be understood and interpreted in the 
context of other values. Freedom, accordingly, could entail 

for the community at large, for example, by providing bet-
ter digital infrastructure(s) or governance measures that 
allow communities to self-govern their data (which in turn 
may potentially enhance the choices open to individuals).

-
standings of words and concepts central to digital ethics is 

-
ent guiding principles on the surface (content) but must 
go on to explore the more profound meaning (hermeneu-
tics) behind these concepts, grounded in their material 
contexts (situatedness). One way to operationalise such 
an approach can be found in the “matrix of digital ethics 
narratives” which illustrates the narratives expounded in 
Part C of this report.
That being said, there were values in digital ethics assigned 

-
ture, and many other indigenous cultures, see all things as 
being infused with spirit or life force, and this may include 
material digital technologies, such as robots. This could 
lead to a more positive stance towards care robots and/

perspective. Buddhist ethics, as discussed by some experts, 
may put emphasis on digital ethics to avoid harm and 

-
tal space in ways that avoid possible outcomes that could 
cause current and future harm. Digital ethics in Confucian-
ism, according to some of our experts, could entail regulat-
ing digitalisation in a way that utilises it to improve soci-
ety and foster a more harmonious global coexistence. In 
this context, it should be noted that interviewees stressed 
that ideals such as these are not only relevant for those 
closely following these religious or philosophical practices. 

ideals as principles that may (more or less loosely) connect 

-
standings of digital governance: For example, some indige-
nous communities have voiced their wish to honour a prin-
ciple of not recording and disseminating local rituals and 

wide availability of smartphones and social media. 
Taken together, reference to culture or to certain collec-
tively shared opinions, meanings or ideas about the world 
can be understood as meaningful within their particular 
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contexts and, as such, provide important functions for dig-

collectivising notions and ideas is important at all times to 

groups or collectives involved.

RELEVANT TECHNOLOGIES: WHICH CURRENT 
DEVELOPMENTS IMPACT DIGITAL ETHICS?

Along the lines of current trends in public debates around 
the world, many interviewees saw some form of AI – 
including neural networks, large language models (e.g. 
ChatGPT) and foundational models – which was intro-
duced to the general market during our ongoing research 
phase, as particularly relevant technologies. AI was cited 
as being crucial given its potential to be all-encompassing 
with its potential for being entangled with many other 
existing technologies in unpredictable and unforeseeable 
ways. AI was also seen as fundamentally ethically chal-
lenging due to its innate lack of transparency. Some inter-
viewees pointed out that we should refrain from calling 
AI “intelligent” as AI merely reproduces and recombines 
what is already there. Due to its self-developing inner 
complexity and ever-expanding nature, accountability or 
auditability were always going to be impossible, interview-
ees noted. They also stressed that part of poor accountabil-
ity in AI also stems from the fact that its sources are not 
transparent. The products created by generative AI or the 
decisions made by AI are very often hard to explain and 

-
tions about intellectual property and copyright. In a sci-

and reproduction processes as such will be altered through 
AI. Not all interviewees were against using AI, and many 
highlighted its positive potential and/or the areas in which 
it is already being used in largely positive ways, such as 
medical imaging diagnosis or in-vitro-fertilisation. Yet, 
most interviewees stressed that we, as a global society, 
need to engage in serious debates around liability issues 

potential harms. 
The Internet of Things (IoT) was named as a particu-
larly crucial technology for digital ethics for its potential 

manipulating everything in the physical world connected 
through IoT objects, including energy sources, household 

and medical devices such as wearable diabetes technolo-
gies. Some interviewees stressed that although the IoT is 
a technology that connects the internet to physical objects, 

-
net and other non-tangible technologies and the “real” 
world. On the one hand, the omnipresence of the internet 

and other non-physical technologies in our everyday lives 
render them fully part of lived reality. On the other hand, 
seemingly “airy”, non-physical technologies always have 
a physical, energy-intensive counterpart, such as servers. 

“real”, hardware-driven aspect of the internet. Obviously, 
-
-

structure that it almost appears to be no technology at all. 
This, in turn, may cause grave ethical concerns as we may 
no longer be able to envision realities without it, keeping 
humanity in a relation of dependency, even if the negative 

Social media platforms were named as relevant for their 

information to large audiences at a speed that is historically 
unparalleled. This provides people, interviewees noted, 

gather a following beyond traditional pathways to power. 
This may be utilised for societal manipulation and control. 
On the upside, social media could be used to deconstruct 
monopolies of power and to connect, with the COVID-
19 pandemic being an obvious example. Simultaneously, 
social media platforms themselves are not neutral and can 
change in unpredictable and sometimes problematic ways. 

-
ership and was rebranded as “X”, which was mentioned 
by many interviewees as an example of a negative shift in 
power dynamics in social media platforms themselves. A 

in the interviews, with some countries still relying heav-
ily on certain platforms which may have become almost 
redundant in others. 
More hardware-based technologies, such as (care) robots, 
were also seen as ethically relevant. Robots have the poten-
tial to shift ideas about who is seen as an (non-human) actor 

towards robots as part of the landscape of our everyday 

may be the case with other technologies mentioned in the 
interviews. For example, as one interviewed expert noted, 
Shintoism’s animism approach allows for physical objects 
– not just humans – to be endowed with a spirit, arguably 
fostering relatability and relationships with robots. Robot-
ics also carries meaning beyond the commonly debated 
ethics of care: as robots appear more human-like and are 
instilled with more complex software features, such as 
combining them with AI for communication, this may fun-
damentally alter the perception of a need for human con-
nection and companionship, some experts warned.
Platform technologies perform numerous functions: they 

take on the form of engagement platforms. Interviewees 
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stressed that all these aspects of platform technologies held 
the potent potential to match users with their (perceived) 
needs. However, this may also entail creating bubbles 
and mechanisms of exclusion. People may only be shown 
what algorithms “believe” they want to see. Platforms may 
fundamentally shape our worldviews by excluding other 
information and content. Interviewees considered a world 
seen increasingly through technology, especially platform 
technologies: platforms thus become the world we see – 
and depending on the algorithms that govern them, they 

highly fragmented world. This may lead to a growing sep-
aration of groups and opinions in society, some interview-
ees cautioned. Moreover, platform technologies may (re)

the data they have collected and/or according to built-in 
bias. This could, for example, include a job platform not 

-
torically low likelihood of people identifying as female 
being hired.

 was mentioned as often 
working together with other systems and, when utilised 
extensively, tracking movements on a global scale. Such 
software may, therefore, be used in systems of control 
and foster the loss of personal freedoms. At the moment, 

some groups than others – and is notoriously worse at cor-
rectly identifying people of colour (PoC) and known for 

stressed that, as a society, we face a situation in which it is 
unclear whether facial recognition software should be put 
to wide use at all. After all, in its current state, it is not even 

participating in its use.
Virtual reality was considered ethically relevant by many 
interviewees. As its expressions continue to be layered onto 
and intertwined with what we consider to be “real”, virtual 
reality blurs the boundaries between the technological and 
the physical. In that sense, virtual reality is similar to the 

existing in the physical world. By enabling us to see and 

may also change how we experience it.
A more niche technology mentioned, but relevant for its 
large-scale impact, was . Such software 
enables instant money transfers or payment using smart-
phones or other smart devices. Interviewees mentioned this 
as relevant for digital ethics given that payment software 
has revolutionised the workings of economies, shifting how 
money can be moved and how goods and services can be 
bought and sold on a fundamental level. Payment software, 
interviewees highlighted, may both empower workers and 
contribute to modes of exploitation in the marketplace.

DIGITAL ETHICS: MEDIATED BY OWNERSHIP, 
GOVERNANCE AND POWER?

-
ness of theoretical and philosophical ethical principles in 

manifestations depending on national and/or local contexts. 
Ethics, therefore, is not only embedded in laws but is exe-
cuted in the form of daily practices, moulded by institution-
alised power structures. Globally, decisions are being made 
with regard not only to the (non-)regulation of the digital, 

products and networks over others. This creates manifold 

lations, and thus systems of use, will or will not develop. In 

emerge in regulatory structures, and then in more subtle 
and nuanced ways, such as through the ways in which the 
focus and priorities that drive technology development act 
to marginalise particular interests or populations.

Technologies

is placed either in corporate or state actors to regulate and 
govern digital technologies. Depending on their histori-
cal, cultural and political context, citizens’ willingness to 
share data with and place trust in either state or corporate 
actors varies greatly. For example, interviewees speak-
ing on China noted that citizens felt it was in the interest 
of the common good to place trust in the state and have 
their data be used to regulate society, with industry hav-

speaking in a US context noted that the US had a history 

got used to freely sharing data with companies. Citizens 

got used to trusting state governments to keep them safe in 
their use of technology and as opting for a more caution-

for new technologies, and the positions highlighted here 

cultural and political positions. One example that compli-
cates the issue and relationships of trust are indigenous 
people and communities, many of whom harbour a deep-
seated distrust of governments due to historic and current 
colonial practices and governments’ failures to uphold 
(treaty) promises.
At the time of writing, the US is proposing a model of 

China, on the other hand, is also concerned with technology 
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development, but focuses on state control more than the 
US has currently chosen to do. In contrast, the EU’s AI Act 
takes an active regulatory, risk-based approach and tries 
to regulate new technologies based on the negative impact 
they could potentially have. The three contexts described 
here map onto key directions in which regulation of new 
technologies might be taken: corporate self-regulation, allow-
ing for state control of technologies, and a risk-based regula-
tory approach. With the three regions mentioned (US, China, 
and EU) being prominent global players, many interview-
ees stated that other countries’ and regions’ approaches 
towards technology regulation could be loosely aligned 
with one of these three approaches. Each approach may be 
seen to have strengths and weaknesses, depending on the 
positions of the interviewees. 
In the corporate self-regulation model, for example, we 
see that many large corporations have put ethical guide-

-
ucts follow these guidelines. Yet, some interviewees voiced 
the limitations of this self-regulatory approach given that 
corporate power over data and technologies is continuing 

that companies were often apt at self-regulating, as their 
utmost incentive was to gain and keep customer trust and 
they were therefore not incentivised to do anything to jeop-
ardise that trust. 

upside of a model of strong state control, namely that 
having a player in place to oversee technology develop-
ment, able to step in to regulate where need be, ensures 
that such development is not hampered. At the same time, 
such an approach ensures that corporate power and con-
trol does not become too strong. This approach, however, 
only works, interviewees cautioned, in the context of a 
functional, democratic government: if power shifted – as 
had happened in some of the countries interviewees were 
reporting from – having governmental control over tech-

The risk-based model, in turn, relies above all on a correct 
assessment of the risk at hand, which some interviewees 
were sceptical was currently always the case: after all, some 
technologies are increasingly all-encompassing, while oth-
ers are, in fact, low-risk but falsely categorised and thus 
overregulated. Moreover, an approach where citizens are 
always asked to give consent to use websites and other 
appliances does not necessarily increase safety, but might 
simply place the (perceived) responsibility and control in 
the hands of individual users. In many cases, such users 
do not have the knowledge or power needed to implement 
change – making their consent virtually meaningless. Some 
interviewees stated that even more regulation is needed 
to ensure a “safe future” – with some going so far as to 
say that it might mean stopping the development of some 
technologies entirely until an accurate risk assessment 

downside to this approach in its potential to cap innova-
tion through overregulation and – sometimes unwarranted 
– fears. At the same time, the cautionary approach can 
never stop technology emergence wholesale and (overly) 
cautionary regulatory contexts would merely ensure that 
those jurisdictions are left behind economically and unable 
to actively shape the direction of technology development. 
Moreover, interviewees stressed ethical concerns over not 

even be life-saving.

Other Stakeholders and Limitations of a State-Corporation 
Dichotomy
The three regulatory models mentioned in the interviews 
do provide a helpful heuristic spectrum for categorising 
and analysing regulatory approaches. As such, they could 
function as a means to open up debates around digital 
ethics regulation and governance. However, these models 
in no way represent an exhaustive list. Interviewees dis-
cussed several more nuanced approaches. 
While governmental actors at state or regional level and cor-
porations are not the only institutions regulating technol-
ogies, they are the ones that emerged most prominently in 
the interview data as key stakeholders. Nonetheless, other 
actors such as non-governmental organisations (NGOs), 
universities, regional and international interest groups, 
and citizen groups were also mentioned as having some 
power in regulating technology use and applying their eth-
ical principles and priorities in so doing. Moreover, these 

corporations through their behaviour and activism. Con-

in regulating technology, and thus inscribing digital ethi-
cal principles through regulatory processes alone, is never 

imply. 

Political Systems and Control
Digital technologies have increasingly become an almost 
unparalleled lever of power for political control. While 

considered on a global scale, their impact can also be wit-
nessed in local contexts. Digital tools, as many interviewees 
detailed, are used to gain or hold power in unprecedented 
ways, and often in “traditional” state contexts. Interview-
ees mentioned many instances of social media being used 

impact on election outcomes. While “traditional” (print) 
media has been used to gain votes and shape opinions in 

-
ing content has increased greatly. 
While “traditional” media, interviewees noted, are often 
controlled by those already in possession of (some) power, 
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social media, including various messenger apps, allow for 
fringe groups or certain individuals to spread their message 

– at least, in theory – to anyone with a smartphone. On the 
one hand, interviewees considered this a positive devel-
opment, as traditional but publicly unfavourable power 
dynamics could be broken without large economic or polit-
ical resources. On the other hand, the spread of so-called 
“fake news” and misinformation has reached almost 
uncontrollable levels, interviewees cautioned – most prom-
inently visible during the COVID-19 pandemic. Spreading 
fake news through social media platforms has also become 
a tool exploited by existing governments or politicians in 
pre-election periods to retain or gain voters, for instance 
around the anti-vaccination movement in Brazil. The sheer 
speed of (false) information was considered the key ethi-

public opinion, even when information is removed by reg-
ulatory means. In turn, this might even come to strengthen 
conspiracy groups’ perception of being manipulated and 
controlled by higher powers. 
This poses a multitude of ethical dilemmas. Fragmented 
public opinion may inhibit reaching common ground and 
common goals as part of democratic governance. Not all 

-
bles” (environments in which people are exposed only to 
opinions that conform to their existing beliefs) has been cre-
ated through social media or is a new phenomenon. At the 
same time, many did state that it is now easier than ever to 
only consume news and information that aligns with one’s 
pre-existing notions and ideas about the world. 
Apart from the power of social media to spread (mis)
information, contemporary political control, interviewees 

more sophisticated tools and tactics. With large amounts of 
data collected about citizens, they can be targeted directly 
not only through tailored advertisements, but also by being 
socially pressured into voting. Data may be and often are 
used to track individuals taking a critical stance towards 
governments, with interviewees giving examples of indi-
viduals suddenly charged with an (unrelated) crime to 
silence them based on digital data. Interviewees further 

produced by some states, thus leveraging a technological 
edge to gain power elsewhere. The strategic trade in spy 

shape global power dynamics by way of a technological 
(weapons) advantage. 
Lastly, corporate power and state power may be and are 
combined for interest groups to gain control. This, of 

While country-level or regional governance may still play 
an important role, governments are, according to some 
interviewees, often so dependent on large technology 

providers that those in control of technologies are increas-
ingly powerful even within national contexts. Interview-
ees especially pointed to large-scale corporations, such as 

companies, GAFAM (Google, Apple, Facebook, Amazon 

companies also play an important role in some contexts. 
Laws might be enforced to (try to) regulate large national 
and international technology corporations, yet some inter-
viewees pointed to the impossibility of genuinely exerting 

globalised levels. While some interviewees mentioned the 
possibility of sanctioning companies – and named exam-
ples of countries or the EU as having successfully done so 

in (further) dismantling pre-existing global power struc-
tures and the role of the nation state in decades to come. 

Risk and Risk Management
Outside of state and corporate control in the digital space, 
another key concern around digital governance noted by 

-
agement and tolerance. Some interviewees stated that risk 
needs to be managed and anticipated as best as possible. 

assessment, “global society” should ideally not pursue that 

scale and wide-reaching impact of digitalisation make such 
a cautionary approach necessary, interviewees argued. 

noted, are never fully reversible. That could mean overreg-
ulating and controlling systems that are by general accord 
considered to be too dangerous. A prominent example of 
that position mentioned by interviewees is the group of sci-

development in March of 2023. 
The opposing view espoused by other interviewees was 
that this type of risk-conscious or cautionary approach 
would inhibit innovation and its many potentially positive 

-
scious approach could, in any case, not be enforced glob-
ally. Therefore, it would de facto only prevent some regions 
from moving forward and keep them from innovation – 

above). Interviewees argued for a risk-positive approach 
which might mitigate only selected risks, given the fact 
that not using certain digital solutions would come with its 
own dangers. Innovations and “new things”, they noted, 
often appear more acutely threatening than existing dan-
gers. A commonly cited example here is the use of health 

and regulate public health threats, such as the COVID-19 
pandemic. While citizens, interviewees noted, were afraid 
of their data being used by the State, they simultaneously 
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ignored the threat posed by the pandemic if data was not 
used for their protection.

Thinking through the best kind of governance of digital 
spaces, many interviewees pointed out that most other 
countries follow one of the three core models symbolised 
and espoused (for the most part) by China, the EU and the 
US, as discussed above. Yet, they noted, some form of global 
regulation would also be needed, or at least a global com-
mitment to agree on some common ground. Many aspects 
and infrastructures of the digital world, they argued, are 
global by design: for example, data for AI is generated con-
tinuously at an international level and many social media 
platforms operate on a global scale. Therefore, governing 
the digital space in a way that includes principles of digital 
ethics would ideally be done on that global scale. 
For those interviewees who advocated for some version 

proposed global discussion fora suited to agreeing on and 
prioritising ethical principles for the digital space, as is 
currently already being done by institutions such as the 
UN (see the discussion on the UNESCO Recommendation in 
Part A). This could then lead to a set of guiding principles, 
e.g. formulated in a digital ethics charter, which countries 

of such an approach might be that, as discussed above, the 
-

tural contexts and could thus be interpreted, enacted and 

argued that such openness to interpretation might render 

An alternative approach to a charter of loose sets of guid-
ing principles would be to reach international agreement 
on some hard laws. Such laws could then be enforced 
everywhere, as is already happening, at least in part, in 
the pursuit of cybercrimes. Here, the idea would include 
cross-national collaboration to ensure internet safety. 
However, interviewees cautioned, there are limits even 
now in how cybercrimes can be pursued across borders. 
Imposing ethical principles might pose even more of a 

expectations put on global governance are unrealistic. 
They cannot achieve their aims and should therefore not 
be pursued. Global governance, they surmised, is perhaps 
not even a desirable goal since it would take away from 

sense on a national or local scale. 

DIGITAL EXCLUSION AND MARGINALISATION

As explored in the previous section, the governance of tech-
nologies has the potential to reinforce existing power struc-
tures and sometimes create new ones. The digital realm does 
not exist outside these structures of power. Inevitably, there-
fore, mechanisms of exclusion and/or marginalisation – be 
they unintentional or by design – exist in like manner. 
As our world becomes increasingly digital, excluding some 
groups completely, or at least making the bar to entry for 
them too high to access digital technologies, might well 

-
ety overall. Mechanisms of exclusion and marginalisation 
therefore pose immense ethical concerns. Digital exclusion, 
however, does not only take the form of completely bar-
ring individuals or groups from access. The digital space 
also entails many more subtle forms of exclusion and mar-
ginalisation which appear to allow the use of technolo-
gies in principle but render them de-facto inappropriate. 

(relating, for example, to ways of accessing digital tech-
nologies) and/or to mechanisms of discrimination and bias 

movements to create more universally usable technologies 
are active globally. They hold the potential to change dig-
ital systems, and thus society at large, in favour of more 

Marginalisation as a Central Concern for Digital Ethics
Digital technologies are conceptualised, designed and built 
by a minority for a perceived majority which is thought to 
be similar, and to have similar needs, to those who design 
these technologies. Such thinking, most interviewees were 

-
anisms of exclusion both in access to and in use of digital 
tools and applications. 
Building technologies without having actual user groups 
in mind, interviewees noted, leads to false assumptions 
that those excluded are few and far between. However, 

the existence of those technologies in their lives or “life-
worlds” – are in fact “marginalised masses”, as one inter-
viewee summarised. They may even be a statistical major-
ity of the (global) population. Yet, owing to mechanisms 

to participate in, let alone sway, debates and design pro-
cesses, excluded groups remain overlooked both within 
local contexts and on a global scale. 
Excluding certain groups from digitalisation creates 
immense ethical challenges. Their concerns and their views 
on digital ethics are, by and large, unheard and ignored, 
creating digitised societies with the ethical principles of 

to change once established. Mechanisms of marginalisation 
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as a concern for digital ethics may take place along the lines 
of, e.g., gender, location, social class, disability, ethnicity, 
language and levels of education, and very much at the 
variable intersections of these characteristics. They also 
have a temporal component, as they may change through-
out life as people become more marginalised in old age. 
By thinking through barriers to use, approaches of “univer-
sal design” (understood as a design approach that aims at 
enabling people of all backgrounds and abilities), as many 
interviewees noted, could ensure that digital technologies 
are and remain accessible and appropriate to be used by 
larger swathes of the (global) population. This may not 

more user-friendly design for all users.

Besides design, interviewees pointed out another key area 
to foster inclusionary practices and counter exclusion/
marginalisation in the digital space: that of infrastruc-
ture. In this, they included both capacity and infrastruc-
ture building and solutions that could slot into existing 
infrastructures. 

capacity building. Some areas of the world have remained 
critically underserved, leading some interviewees to sug-

underserved locations with the infrastructure necessary to 
(fully) participate in digitalisation. Many digital solutions 
rely on high-speed internet, which is not available every-
where and can therefore render them virtually unusable. 
Furthermore, it should be noted that for large parts of the 
world digitalisation does not rely on computers, but rather 
on smartphones. Interviewees considered it essential to 

-
stance in mind in order to ensure wider usability. Exploring 
local needs and knowledge, they pointed out, might also 
add valuable information about new or adapted technolo-

decision-making and processes of innovation. This might, 
interviewees concluded, entail investing in comparatively 
low-tech solutions which are easily accessible and usable. 
Lastly, exclusionary infrastructures are often linked to the 
languages programmed into technologies. With English 
being the lingua franca of the digital space, other languages 
have been pushed to the sidelines. Some more marginal-
ised languages, interviewees warned, run the risk of being 
virtually unused or lost in the digital space. At the same 

-
tiatives set up to digitally capture local languages, preserve 
local languages in the digital space or even use digital tools 
to enable younger generations to learn them. 
One of the main arguments cited by interviewees for 
investing in capacity building, infrastructure and univer-
sal (or inclusive) design relates to the fact that the digital 

space relies on vast amounts of data produced by global 
communities. In turn, political, and especially economic, 

otherwise. Interviewees suggested that while individuals 

from new (often data-based) technologies by having access 

interviewees as resting with those who design and build 
digital spaces and with those who actively manage them. 
Their positionality, interviewees noted, is often that of a 
white, male, colonialising perspective. Such a hegemonic 
perspective harbours the danger of assuming itself to be 
the global norm and building systems that are self-refer-
ential. An apt metaphor employed by one interviewee was 
that of “10,000 PhDs”, referring to the assumed number of 
people holding a PhD degree in information sciences or 
information technology (IT). While that number in and of 
itself does not encompass all people involved in building 
digital spaces, it was meant to showcase the limited num-

in their elite positions but also in terms of the limited per-
spectives they bring to the table while designing technolo-
gies for the future. 

when looking not only at the people who build them but 
also at the places where technologies are designed and with 

the predominant number of tech companies, such as Sili-
con Valley/US-based IT start-ups, receive billions in invest-
ments, while non-Western companies or projects outside 
of mainstream tech landscapes often struggle to receive 

A similar logic can be applied to education and employ-

leave, causing dynamics of a global “brain drain” in IT. Such 
dynamics further reproduce a system where local experts 
cannot create technologies with local needs and solutions 
in mind. One mitigating approach might be to invest glob-
ally in educating more people to code and design digital 
tools and infrastructures en masse. That alone, however, as 
interviewees cautioned, would not solve the issue. Shifts 
in educational systems would ideally need to go hand in 
hand with talent retention. Here, it should be noted, digi-
talisation itself provides a way forward: with many of the 
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in processes to create a more universal digital space: Inter-
disciplinary collaborations, interviewees emphasized, may 
promise to create fairer, more accessible technologies in 

-
ter suited to anticipating possible downstream pitfalls in 
designs that would have otherwise come up only at a much 
later point. Having interdisciplinary teams work out solu-
tions together might also allow them to assess local and 

systems capable of solving real-life problems in both local 
and global contexts. 
A similar debate among interviewees revolved around the 

users) should be involved in building or, at the very least, 
in conceptualising digital technologies of the future – and 

what extent lay people should be included and/or may be 
able to contribute to ethical decision-making around digi-
talisation was indeed at the centre of discussions around 
public involvement in digital ethics more generally. Opin-
ions among interviewees varied greatly on this issue. One 
line of thought noted that it is impossible to opt out of 

be increasingly educated about digital ethics and perhaps 
even be asked to assume responsibility by actively engag-
ing in digital ethics debates. Given that the ethics of digital-
isation concern them in day-to-day interactions both with 
technologies and in society, it is, interviewees noted, in 
people’s own best interests to think through the aspects of 
digital ethics meaningful to them. In contrast, another line 
of thinking argued that lay people could not be expected to 
educate themselves or even concern themselves with digi-
tal ethics debates; such a debate is an elite debate to begin 
with, and most digital ethics principles are set at too high a 
level to truly concern publics. 
A common argument made by both sides outlined above 
was that lay people and experts alike often choose conve-
nience of use and the upsides of using technologies over 
grievous concerns with digital ethics. This fact, indeed, 
makes it very easy for companies to bypass ethical stan-
dards and principles, both groups noted: if a product is 

standards. 

Many states and societies are actively moving towards 
increased digitalisation. This development includes state 
service provision, such as healthcare and social services, 
with the aim of employing more data in governmental deci-

for so-called “non-digital natives” are becoming increas-
ingly relevant to avoid exclusionary states and spaces. 

The term “(non)-digital native” – that is, people who lit-
erally do not feel “at home” or are not apt at using digital 

some interviewees. They noted that the term implies that 
an assumed “younger” generation can functionally use 
all online services with ease and by default, which is not 
actually the case. The term also does not address people 
who are excluded from digital services due to disabilities, 

highly digitalised states. Measures to “digitalise” citizens, 
if they are to be implemented, therefore have to address 
more than merely computer or smartphone skills, but also 
underlying assumptions and social makeup, interview-
ees cautioned. Speaking of a “digital gap” or a “digital 
divide” might be more accurate than to speak of (non-) dig-
ital “natives”, they noted. That term may still imply that 

design of (state) infrastructures and services.
Some interviewees explained that the extensive need for 

the percentage of citizens struggling to use digital services. 
When services depend on such outside help, they cannot 
really be considered accessible or easy to use. This also 
poses an ethical problem around independence and pri-
vacy rights. As societies move towards ever greater digital-
isation, services must also be provided for those unable or 
unwilling to access digital services if states and non-state 
actors truly want to create non-exclusionary digital spaces. 
Some interviewees noted the example of countries such 
as Denmark, where public transport interval signs are no 
longer displayed at physical stops. Here, digitalisation is 

services but also in terms of living in the public sphere more 
-

ised we would even want our physical world to become, at 
what cost and what would happen to those who could not 
or did not wish to join digital developments.
Finally, some problems framed by interviewees as issues of 
the “digital divide” turned out to be societal issues at large, 
expressed as, or perhaps distorted to appear as, an issue of 
failures in digital tools. For example, social services may 

-
ments might be withheld if people fail to use a provider 
app. On closer examination, however, it may well turn out 
that such failures are an issue of the welfare state as such, 
withholding entitlements on purpose or through more sub-
tle mechanisms of exclusion. Such issues therefore point 

-
fully be distinguished from their digital expressions.
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TECHNOLOGICAL SOLUTIONS 
FOR DIGITAL ETHICS PROBLEMS

Given the complex web of positive and negative develop-
ments around digitalisation, interviewees suggested that 

-
cess and/or by technological solutions that address digital 
ethics concerns directly.
Some interviewees stated that digital ethics principles and 
goals, as well as possible ethical challenges, should be con-
sidered from the start in design processes of products and 
services, e.g. by involving interdisciplinary experts in the 
process and using an ethics-by-design or resilience-by-de-
sign approach. Those approaches may, but need not, be 
more labour-intensive in the early stages of development 

-
sal user experience. Other interviewees disagreed, claim-
ing that it is easier to build ethical codes or guidelines into 
already existing technologies – as a real-life test is the best 

-
ital solutions as such. A digital twin model, for instance, 
creates digital counterparts to (future) real-life systems or 
processes. Such models allow for simulations and testing 
of future products in a controlled environment. In terms of 
digital ethics, digital twinning allows for testing in a space 

-

a product is enacted in practice and thus protecting users 
from potential harms. Aggregated data, in turn, may solve 
privacy concerns by combining and averaging individual 
data into high-level data, e.g. for statistical use. As individ-

around loss of privacy rights and data handled with mali-

mitigated. Aggregation, if done well, interviewees noted, 
could ensure data use without any loss of statistical power. 
Synthetic data also addresses privacy and data protection 

-
mically. Synthetic data may then be used as a stand-in for 
running dataset tests and machine learning programs. 
Digital solutions, interviewees cautioned, cannot solve all 
digital ethics problems and they should not keep us from 
having larger debates about ethical principles. Yet, digital 
solutions must still be considered as practical tools to help 

KEY AREAS OF APPLIED DIGITAL ETHICS

While digital ethics plays a crucial role in all areas of dig-
italisation, interviewees highlighted a few central areas 
where digital ethics are either of particular import or 
where particularly impactful transformations had been 
witnessed that warrant closer examination. Such key areas 
are health, the economy and the environment, and are dis-
cussed next. It should be noted that this is a selection, not a 

-
views. This means, in turn, that some issues particularly 
relevant to certain groups are not represented here due to 
the applied methodological selection and the necessarily 

importance. For instance, for indigenous groups, a critical 
area is how digitalisation fares in protecting or revitalis-
ing (traditional) language and knowledge—alongside eth-
ical considerations of doing so, e.g. considering issues of 
appropriate sovereignty, inappropriate commercialisation, 
cultural misappropriation and so on.

Digitalisation and Health

numerous ways. Health and healthcare will potentially 

is also an area that deals with especially sensitive data. 
With patient data being both some of the most coveted and 
most private data, it raises numerous ethical concerns. 
Debates around digital ethics in health and healthcare are 
especially pronounced, not only because that health is a 
basic human right but also because health is also the right 
that forms the basis for all others. This fact was particularly 
notable when interviewees argued that health is a “special 
case”, to be considered even more carefully than others. 

in the areas of health and healthcare, and the same holds 
true for “digital health”. At the same time, we suggest that 

-
isation at large, using health as a case study in which the 
value of digital ethics is inherently apparent and particu-
larly obvious.
Some of the current ethical challenges in digital health 
include the seeming contradiction of allowing individuals 
and groups not to share their data without consent, while 
also building datasets which are as inclusive as possible 
(e.g. for health AI). Groups who have been historically 
abused and marginalised in medical systems are now often 
understandably unwilling to participate in studies and/or 
share their data. This may, however, lead to further and 
future injustices in healthcare for those very same groups, 
given that they are rendered unrepresented or under-
represented in large datasets used for the development 
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indirectly reproduced. Possible solutions, interviewees 
noted, might be to invest heavily in designing medical tri-
als that strive to represent all population groups, and by 
actively reaching out to communities historically excluded 
and discriminated against.

interviewees highlighted, would be to invest in compara-
tively low-tech versions of new technologies. For example, 
telemedicine tools could be built not only to connect high-

but also in remote villages to connect to a regular physician 
-

ment. The same technologies can therefore be developed 

Creating low-tech versions would often entail solutions 

It would also allow a larger part of the global population 

Many interviewees also pointed to data leaks in healthcare 
in the news as illustrating how health data was currently 
not being protected as well as it could be. Technological 
solutions, such as aggregated data or digital twinning, may 
play an especially large role here. Such approaches could 
potentially be used to develop AI for healthcare without 
having to use individualised patient data. 

Digital Economies
Digitalisation has impacted global and local economies in 
a multitude of ways, from fundamentally altering the way 
money can be moved in digital space and within seconds, 
to the way in which products and services can be accessed 
in a global marketplace. This has brought income opportu-
nities to remote areas and to people unable to work in more 
traditional jobs: for example, data reviewers working from 
their homes and smartphones while also engaging in care 
duties. As digitalisation can also provide lower-threshold 
access to education and training, people have also used 

them. However, the digitalisation of economic systems 
has also raised many ethical concerns, which interviewees 
addressed at length. 
Exploitation of labour is not a new phenomenon and indeed 
entrenched in extant economic systems. However, its regu-

-
omies, many people may no longer be considered employ-
ees but are de-facto self-employed “gig workers” in the 
“gig economy” created alongside the emergence of labour 
platforms. Gig workers are not, in general, protected by the 

-
fore at extremely high risk of exploitation through unsafe 
work environments, low pay, unstable work and more. 
Work around the materialities of the digital itself, such as 
mining for rare metals or recycling digital devices, includes 
hazardous labour conditions that may be threatening to 

long-term health and even be immediately life-threatening, 
interviewees highlighted. While such poor working condi-
tions have become well-known over the past decade, no 
sustainable solutions have been achieved so far to ensure 
a higher level of international worker safety in the mate-
rial support of digitalisation. Interviewees also listed pos-
itive examples of communities coming together to collec-
tively advocate for gig workers’ protection: for example, 
after several food delivery service workers in China were 

policies to reduce stress on workers, and accident rates 
were successfully reduced. Yet, no large-scale or encom-
passing protections have been achieved as yet.
While the (digital) gig economy is often heavily criticised 
for being exploitative, some interviewees added that not 
everyone wished to be employed in a traditional manner, 

-
bility with working hours and labour choices. In contrast, 
specialised and rarer skills are particularly coveted, again 
possibly privileging the already-privileged. While digi-
talisation may take away workers’ traditional pathways 
to uniting against exploitative labour conditions, it may 
also hold the potential for new forms of collaboration and 
connection. Internationally, workers have connected in col-
lectives, often organised via comparatively low-tech tools 
such as WhatsApp, using that platform to provide prod-
ucts or services in collaborating groups.
One last aspect to consider here is the way algorithms may 
impact labour: through ratings, algorithms make gig work-

and potential abuse. Algorithms may also be biased along 
the lines of existing parameters of discrimination. On the 
other hand, one positive example mentioned in interviews 
was the “she-taxi” initiative in India, a female-owned taxi 
collective, taking service only from women and children. 
Such algorithmic/platform-based tools have the potential 

-
nation and create safer work conditions, while also provid-
ing a safe and comfortable service for customers.

An often-overlooked aspect of digital ethics is the severe 
environmental impact of digitalisation on our planet. 

responsibility for their actions. According to some of the 
interviewees, it is easy to overlook how digitalisation neg-
atively impacts the environment because of its seemingly 

-
ness is further underlined by extant terminology, such as 
storing data “in the cloud”. The reality, interviewees noted, 

-
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The physical waste associated with digitalisation is highly 
toxic, seeping into and contaminating the air, water and 
ground of places largely located in non-Western countries. 
The environmental burden of digitalisation is thus distrib-
uted unevenly and unfairly across the globe. The so-called 
“planned obsolescence” of physical digital tools, paired 
with intensive marketing around “newness” and “replace-
ments”, continuously create more waste.
Interviewees shared visions of AI being able to (help) 
solve global warming and other environmental concerns. 
In small contexts, digital solutions to environmental prob-
lems indeed seem promising, they noted. However, at the 

by climate change and the challenges of the Anthropocene.

DIGITAL ETHICS AND DIGITAL FUTURES: 
CURRENT REALITIES, FUTURE IMAGINARIES 

Finally, one major aspect of digital ethics concerned future 
developments in the digital space, exploring how digital-
isation in its current process of development will shape us 
in the future and how humans are navigating the digital 
space as well as collective futures.

“Existing outside of the digital”, interviewees noted, has 
become a near-impossibility in many contexts: in many 
parts of the world, it is no longer possible to participate 
in education, work or social life without using the internet 
and other digital technologies. This may fundamentally 
alter how we interact not only with the technologies we 
use, but also with each other. 
The image of the “digitised human” stimulated discus-

worse than humans before the impacts of widespread digi-
-

ees noted. For example, staying in touch and interacting 
with each other has become increasingly easy through 
digital means, platform technologies and communication 
tools. The scope of that development was put into stark 
relief by the COVID-19 pandemic, where digital commu-
nication allowed people to continue work online, if their 

lockdowns and in-person risks. At the same time, such 
opportunities cannot belie the loneliness felt during the 
pandemic in many parts and by many people of the world, 
and digitalisation may even have exacerbated this develop-
ment. Some interviewees warned that the apparent oppor-
tunity to meet (new) people online at all times may create a 
collective mindset in which people become replaceable and 
lose dignity as individuals. 

span, which has been trained to decrease continuously by 

faster-paced, ever more stimulating content. This can have 

not always in wholly positive ways. Some interviewees 
argued that digital tools have trained us, as humans, to 
think and process information in an increasingly machine-
like way, which may pose a risk both for those who are 
able to keep up and for those who cannot or do not wish 
to do so. 
Lastly, the digital tools we use have the potential to shape 

above), we are shown content tailored to our algorithmi-
cally conceived interests. Based on algorithmic calculations, 
we are grouped with people seemingly similar to ourselves 
and shown content accordingly. While convenient in some 
instances, this black box ultimately carries the risk of cre-
ating and reinforcing who we are by showing us a limited 
selection of choices in the world – be that in the context 
of online shopping, job searches, dating matches, the next 
book we might like to read or, indeed, our understanding 
of current events in the world.

Human-Machine Relationships
As digitalisation increasingly seeps into every area of our 
lives, it is perhaps not surprising that our relationships 
with the machines around us are changing in like manner, 
interviewees explained. Here, digital ethics approaches 
can and do vary: Some interviewees, for example, spoke 
from parts of the world which consider (care) robots criti-
cally, framing them in terms of a society’s unwillingness or 
inability to provide human care. Interviewees from other 
contexts, in turn, saw robots as a helpful and friendly addi-
tion to people’s lives. Chat services might allow people to 
hold entire conversations with no one (human) on the other 
end. As AI become more skilled, such conversations might 
increasingly feel more realistic, entailing a risk of confus-
ing or even misleading interactions in machine-human 
relationships. Some consumer or customer service chats 
already replace human service workers “successfully”, 
interviewees cautioned. While that is not an ethical concern 
per se, interviewees also discussed incidents of people pre-
ferring a romantic relationship with a robot – a phenom-
enon some considered increasingly more likely to occur. 

Dystopian and Utopian Views of the Digital Future?
In the digital era, and especially in terms of its ethical 
underpinnings, humanity’s future appears at stake. Inter-
viewees shared visions of a society so segmented we would 

what lies beyond. Yet, not all views of the digital future 
were this dystopian. 

and life expectancy in years, is higher now than ever before 
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knowledge and opportunities, are today higher on aver-
age than ever before. Interviewees also engaged in uto-
pian visions where digitalisation would be used to solve 
the world’s greatest problems in the not-so-distant future 
– including, ideally, the problems caused by digitalisation 
itself. 
Many interviewees stressed the importance of considering 
digital ethics and integrating them into this future – be that 
future utopian or dystopian. Overall, the metaphor most 
aptly describing the process envisioned by interviewees on 
the pathways to that future was that of “riding the wave” 
of digitalisation, rather than trying to “stop the ocean”. 

THE AGIDE WORKSHOPS: ANALYSIS 

INTRODUCTION

In the course of 2023, three hybrid (digital and in-person) 
workshops were held in Vienna, each lasting between one 

Academy of Sciences on 17 and 18 April, with participa-
tion both on-site and remote. The second AGIDE workshop 
took place on 5 and 6 June in online format only, and the 
third workshop on 24 and 25 October, both in person at 
the Austrian Academy of Sciences and remotely. The work-

1. What is your vision of a “good digital future” within 
your cultural context or region? 

2. When you step out of the “bubble” of the expert com-
munity, what are the views of lay people you meet 
“outside”?

3. What is the most annoying cultural stereotype with 
regard to approaches to digitalisation? Why do you 

that stereotype?

In cooperation with academies of sciences worldwide and 
based on interview recruitment, across all three workshops 
a total of 29 renowned international speakers were invited 

the AGIDE project. The workshops were led by the Austria-

Preliminary Remarks

“cultural context” to talk about or on, as most of them had 
lived or researched in numerous places and did not feel 
comfortable associating one particular context with their 
statements; similar sentiments were shared on the topic 

for a “good digital future” resonated most with the partici-
pants: the summary below will therefore focus on some 

emerged as the most striking. Speakers situated their state-
ments in their own perspective, experience and expertise, 
but common themes, approaches or strategies on the topic 
of digital ethics were deduced by content analysis for the 
purpose of this summary. 
Finally, a note on procedural ethics: in the following we 
choose to identify the speakers and participants who con-
sented to be named and associated with their statements; 
all other participants, in line with the AGIDE ethics proto-
col, were pseudonymised. Of course, due to the extensive 
amount of input, it was not possible to feature all speakers 
in this section. Thus, the following part represents a selec-
tion of speakers and their contributions. 

EXPLORING A GOOD DIGITAL FUTURE FOR ALL

Because foresight is inherently limited given the com-
plexity of sociotechnical systems, AGIDE‘s exploration of 

the coevolution of sociotechnical systems or reduce uncer-
tainty (Floridi and Strait, 2020). Nevertheless, human activ-

happen, but also of what might possibly and desirably 
happen” (Urueña, 2019, p. 1). In this sense, AGIDE aims 
to stimulate debates that do not necessarily focus (only) 
on risk prevention, but rather on resources and opportu-
nities for (digital) well-being and a good digital future. 
Moreover, envisioning alternative futures is also a useful 
tool for building resilience and informing decision-making 
(Sardar, 2010). 

stories or future modal narratives” that wish to “develop 

processes” and “can be understood as a socio-epistemic 
practice” (Urueña, 2019, p. 2). Experts of course co-cre-
ate these spaces, practices and narratives as advisors and 

a future-creating activity cannot be detached from a careful 
study of the narratives it re-activates or brings to the fore-
front of creating meaning in society. As ordinary people 
[cf. lay people] and experts frame innovation in stories, tell 
and share stories, and make judgements of technological 
futures based on such stories, recurrent technological-cul-
tural narratives structure their imaginaries” (Umbrello
et al.
AGIDE project aimed to use these workshops to create 
such inclusive spaces for a global debate and, above all, to 
make visible the narratives that will be touched upon in the 
section below and analysed in-depth in the next chapter 
(Part C) of the report. 
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THE AGIDE WORKSHOPS I, II & III: 
VISIONS FOR A GOOD DIGITAL FUTURE

-
-

because it resonated most with participants, and is there-
fore discussed in detail below. It is important to note that 

-
mon themes, approaches or strategies on digital ethics was 
derived through content analysis. Of course, it would have 
been possible to highlight other compositions and catego-

of comparison (which can perhaps be explored more exten-
sively in future research). However, these compositions 
seemed to be the most prominent and noteworthy. 
It should also be noted that in the following section we have 
chosen to locate and identify the speakers in line with the 
situatedness approach that the report focuses on, in order 

narratives of digital ethics. To this end, the speakers below 
agreed to be named and associated with their statements in 
accordance with the AGIDE ethics protocol.

WHAT THE GLOBAL NORTH HAS BEEN OVERLOOKING 

A good digital future is about communities being in control of 

Te Taka Keegan, who is descended from the Waikato-Ma-

-
tems as a means of achieving their digital sovereignty, cul-

should be in full control of their technologies, data and 
data infrastructures, because only through such collective 

-
ment and big tech companies, do not have an inherent 

-

A good digital future is about global access to technologies and 
resources. 

Rights Hub, ICT lawyer based in Ghana and non-resident 
fellow of the Center for Global Development, emphasised 

Today, Africa still has one of the lowest levels of access 
to and use of innovation-enabling technologies from out-
side the African continent. Since the cost of innovation is 
really high, when new ideas arise, they are often sold to 

technology from abroad (which could be used to support 
innovation in Africa) is too expensive and therefore inac-
cessible, and secondly, that innovative ideas developed in 

-
over, (neo-)colonisation led to the development of diverse 
legal and cultural systems in Africa that exist in parallel 
today and often lead to tensions. Thus, challenges need to 
be solved in their own contexts. 

A good digital future is about global equality and fairness. 

“resource centre” of materials for the “developed world” 
and companies sell products back at a price Africans 

innovation, while others are impacted in negative ways 

founder of the Ethical Tech Society and international advi-
sor to the European Parliament‘s STOA Panel (Panel for 
the Future of Science and Technology), also explains that 

material conditions and colonial history implicated in the 
development of the technologies they use. Countries in the 
Global South are predominantly struggling with the neg-

and energy shortages, waste and climate change impacts. 
In addition, inhumane working conditions in data label-
ling, correcting and cleaning, and in copper, cobalt and 
lithium mines for technology development are rarely seen 

global power asymmetries. Hence, if a good digital future 
means a good future for all -

innovation have to be assured.

cultural stereotypes. 
Throughout the three workshops, speakers were asked 
about annoying cultural stereotypes when it comes to dig-
italisation in their cultural context(s). It was noticeable that 
speakers from the Global South often shared and faced 
similar problems or stereotypes, such as feeling under-
estimated, undervalued, excluded or neo-colonised (e.g. by 
big tech companies). Issues of access and security tended to 
be overarching themes. In addition, several speakers from 
the Global South saw young people in particular as having 

youths from the Global South are often conceived of only 
as consumers of Western ideas – not creators who want to 
use technology to improve their lives and empower them-
selves (e.g. Bhatia and Pathak-Shelat, 2023). The theme of 
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recognising often marginalised voices as creators, innova-

as one of the key messages for the Global North.

INTERCONNECTEDNESS, ECOLOGY AND HARMONY 

within an epistemically just discourse. 
-

losophy at the University of Pretoria and involved in many 
renowned ethics projects of organisations that advise on 
ethics both globally and in the (South) African context, 
urged the need to use culture “not as scissors but as a 
needle”, that is, as a tool of interpretation that could help 
to cultivate mutual understanding and bring humanity 
together. As such, international conventions are important 
because they support internationally recognised values 

-
ple in their diversity. In turn, using “culture as calculus” 

distilling cultural values in order to meaningfully include, 
rather than exclude, them in international agreements. 
However, discourses need to be respectful, epistemically 
just, empowering, participatory, legitimate, inclusive and 

focus on the interconnectedness of all humans with each 
other is particularly important. For this, the African con-
cept of Ubuntu (e.g. “ ) would be espe-
cially helpful as a guiding compass to anchor and manage 
a worldwide debate.

A good digital future follows an ecology-based approach with a 

Yi Zeng, professor and director of the Brain-inspired Cogni-
tive Intelligence Lab, and founding director of the Interna-
tional Research Center for AI Ethics and Governance, both 
at the Institute of Automation of the Chinese Academy of 
Sciences, brings in another perspective for thinking about 

computer sciences, Zeng argued for a harmonious coexis-
tence of humans and AI in a sustainable, symbiotic society, 
following an ecology-based approach. He saw (embodied) 
AI technologies as future partners in society who would 
have abilities for compassion and morality through “brain-
mind-inspired AI”. Therefore, AI must be driven to under-
stand the principles of harmony and interconnectedness. 
China’s vision of a good digital future, he noted, includes 
national principles, ethical norms and governance follow-
ing the primary principle of “living harmony”, with which 
he referred back to concepts in Confucianism, Taoism, 
Buddhism, Wa and Ubuntu.

Shoko Suzuki, professor emeritus at Kyoto University, spe-
cialising in the philosophy of science and anthropology, 
looks at cultural concepts in a global context from another 
perspective: by extending the debate of interconnected-
ness to networks that also include non-living entities. As 
the principal researcher at RIKEN and an adviser to many 
councils in Japan and around the world, including the 
Information and Communications Policy Institute (Min-

spoke about the need to recognise that the wisdom of peo-
ple and culture may lead to the right solutions to problems. 

themselves, their cultures and their role within ongoing 
digital transformations. It is therefore necessary to update 
cultural concepts for the digital future, which means trans-
lating cultural resources to a planetary scale (cf. Berberich, 
Nishida and Suzuki, 2020; Suzuki, 2023). For a good digital 
future, we would need to adopt new methodologies for our 
understanding of the world that go beyond dichotomies 
such as the “infosphere”, where everything is intercon-
nected, constantly changing and forming a network that 
exists beyond the boundaries of the living and the non-liv-
ing (cf. Suzuki 2024a; 2024b).

THE FUTURE OF WORK, YOUTH EMPOWERMENT 
AND FINDING A BALANCE 

A good digital future demands addressing in tandem a fair and 
responsible future of work. 
Payal Arora is a professor at Utrecht University, digital 
anthropologist and author with expertise in user experi-
ence and inclusive design in the Global South, with a par-
ticular focus on the Indian context and region (cf. Arora, 
2019a). For her, both a good future and a good digital future 
depend on a shared goal for social and planetary well-be-
ing. Work is therefore not just what we do for one another 
or how we, as a people or society, innovate (cf. Bhatia, 
Pathak-Shelat and Arora, 2024). It is instead about ensur-
ing dignity for all and nurturing our planet and society 
simultaneously while doing so. We can either be enslaved 

or if done right, we can build the right kinds of global 
guardrails and make the digital work for us. Moreover, she 

“A good digital future for whom?” was 
essential for the global perspective (cf. Komarraju, Arora, 
and Raman, 2022; Bhatia, Arora, and Pathak-Shelat, 2021). 
Thus, a global society must focus on taking ownership of 
the global nature of work and the global value chain and 
build ethical standards that are also enforceable. This can 
be done through independent auditing bodies that can 
serve as watchdogs for mitigating digital harms and opti-
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that everyone who uses technology is also providing free 
labour for tech companies (e.g. by sharing data, building 

technology should be recognised as work. This view, in 
turn, would create the need to redistribute value built by 

marginalised people at the centre of technology design and 
policy (cf. Arora, 2016; Arora, 2019b).

A good digital future is a good digital future for youth. 
Invited speakers from Thailand, Ghana, South Africa, India 
and the Middle East agreed to a large extent that ethical 

about enabling young people to realise their aspirations for 
a good (digital) future and to use emerging technologies 
in innovative ways, e.g. for entrepreneurship and building 
communities. They pointed out that young people believe 
in globalisation, in solving key problems and in securing 

forms of transcultural and transnational citizenship prac-
tices are also emerging through discursive engagement, 
such as sharing information, raising awareness and mobil-
ising collectives (cf. Pathak-Shelat and Bhatia, 2019). Access 
to technology, digital literacy and education were identi-

Soraj Hongladarom, professor emeritus of Philosophy and 
research fellow at the Centre for Science, Technology and 
Society at Chulalongkorn University in Bangkok, studies 
the role of science and technology in the culture of devel-
oping countries, with much of his research focusing on 
digitalisation in Thailand. In his presentation, he explained 
how people in Thailand see technology primarily as a 
business opportunity and a way to improve their lives, 
with potential risks taking a back seat. For that reason, 

-
ogies and businesses, such as an AI-based astrology read-
ing service, are trending in Thailand (cf. Hongladarom, 

Thailand understand technology from a Buddhist and 
Confucian point of view, that is, as something that will 
inform them about ways in which they can realise their 
full potential. 

balance. 
Moreover, Nisreen Ameen, associate professor in Digital 
Marketing at Royal Holloway, University of London, who 
specialises in cross-national and cross-cultural research 
in emerging markets with a focus on the Middle East, 
also explained that younger generations are the most fre-

to use it. Technology is seen primarily as something that 
can improve their lives economically and also as a vehi-
cle for political change. At the same time, because a good 

reputation is highly valued in the Middle East, people are 
very conscious of issues such as data rights and traceabil-
ity. Therefore, the potential threat to values which are very 
important in these regions, such as heritage, family and 
reputation, can also be seen as a reason why people are 
sceptical about the use of technologies. For example, Imad 
Elhajj, professor of Electrical and Computer Engineering at 
the American University of Beirut (Lebanon), spoke about 

to provide government health apps during the COVID-
19 pandemic, even when ethical guidelines were followed 
and transparent. Elhajj therefore argues that technologi-
cal solutions must be home-grown as well as transparent 
to gain people‘s trust. Otherwise, there will be fear and 
resistance. Zabta Khan Shinwari, vice-chancellor of Kohat 
University of Science & Technology in Pakistan, adds that 
LMICs (low- and middle-income countries), including 
regions within the Middle East, want to preserve their cul-
ture and values, which are seen as potentially threatened 
by technology that predominantly comes from the West. 

that come with technologies from the West and the threat 
posed by their association with more individualist values, 
which are seen as being in tension with a more collectivist 
and hierarchical society.

DEMOCRACY, HUMAN RIGHTS 
AND THE WELFARE STATE 

A good digital future is about democracy and human rights. 
Within the discussion about the role of democracy, Anat 
Ben-David, associate professor at the Department of Sociol-
ogy, Political Science and Communication at the Open Uni-
versity of Israel, argued that a good digital future is inher-
ently linked to democracy and to a legal framework that 
protects human rights. She saw Israel as an example of a 
highly digitised society that has continuously put digital 
ethics to the side while pushing digital innovation and dig-
ital governance (see “Surveillance Innovation Complex” 
in Cohen, 2016). While innovation is accepted in all walks 
of life, the regulatory framework has not been updated in 
decades. What is therefore urgently needed is a cultural 
shift that could raise public awareness.

A good digital future is one in which technologies contribute to 
social and digital welfare. 
Anne Kaun, who is a professor of Media and Communi-
cation Studies at Södertörn University in Stockholm (Swe-
den), has conducted surveys of Northern Europe, includ-
ing Estonia, Germany and Sweden, exploring their citizens’ 
relationship with technologies being used by the welfare 

-
ness, trust and perceived suitability of automated deci-
sion-making in public administration (Kaun, Larsson and 
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-

which go beyond individual variables such as gender, age 
and socio-economic background. The authors also identi-

at the EU level into local contexts. She argued that it is not 
true, as public discourse might suggest, that technologies 

about concrete scenarios that are explained in a compre-
hensive way. Implementation of technologies therefore 

need for comprehensive translations.

of boundaries. 

General for Justice and Consumers of the European Com-
mission and the former director responsible for funda-
mental rights and Union citizenship, as well as the former 
lead director for the reform of the EU data protection legis-

-
tive of the German and European regions, argued that we 
need to develop new professions for a good digital future, 
such as a so-called “engineer for democracy”, who would 
be concerned not only with understanding technologies 
but also with the impact of those technologies on individ-
uals and societies. Such impacts would go beyond biologi-

Furthermore, as a society we are obliged to try to invest in 
long-term understanding of technology and its long-term 
impacts on humanity. It would also be important to recog-
nise the potential and opportunities in shaping technolo-
gies and innovation through policy choices and democratic 
decision-making. This would also means rejecting some 
future visions and technologies. 

MOVE FAST AND BREAK THINGS: THE “FIRST 
TO MARKET” APPROACH TO INNOVATION

Contrary to perspectives from Europe, Alan Cohn, an 

served as assistant secretary for the United States Depart-

to 2015, introduced the workshop participants to the US 
regulatory model, which generally favours innovation 
and industry, and is largely, if not solely, ruled by com-

and “move fast and break things” principles. For a long 
time, Cohn noted, the US did not see the value of heavy 
regulation in the area of emerging technologies, and an 

individual’s right to be free from government interference 
was generally enshrined in the constitution. Positive rights 
were rarely adopted, which is why debates about whether 

-
stand from outside perspectives. For Cohn, debates about 
the future have to be taken out of dystopian realms and 
back into the public sphere insofar as they would induce 
constructive public policy debates and are supported by 
knowledgeable governments. 

A BRIEF WORD OF CONCLUSION

A good digital future is about embracing plurality and global 
participation. 
The workshop speakers agreed that countries and regions 
are not homogeneous; rather, they are characterised by 

polarities. And as Manisha Pathak-Shelat, a professor at 
MICA (Ahmedabad, India) and a specialist in digital cul-
tures, social change and transcultural citizenship, explains, 
given the plurality and diversity of the challenges facing 

laws that are universal enough and yet do not overwhelm 

do not leave too much room for interpretation. A “cultur-

“culture”, which may be seen by some as static, but can 
also be understood as an evolving and dynamic process 
that could guide us into the future (cf. Pathak-Shelat and 
Bhatia, 2019). And, Pathak-Shelat adds, because tradition-
ally marginalised communities are also marginalised in 

but by a global one, thinking about participation needs to 
go beyond a functional understanding of participation, 
especially in conversations about ethics. Thus, thinking 
about communities and individuals participating in the 
making of digital norms is crucial in order to ensure that 

have a seat at the table. Moreover, as technology breaks 
down the notion of geography and community, global sol-
idarity is also crucial (cf. Pathak-Shelat and Bhatia, 2019). 

THE AGIDE USE CASE SCENARIOS: ANALYSIS

THE “USE CASE” SCENARIOS – INTRODUCTION

focusing on common ground, AGIDE employed a scenar-

24 and 25 October 2023 to deliberate on “individual val-
ues” and “shared principles”.
Drawing from the interview data and the presentations 

-
pointed six key areas pertinent to potential futures of 
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global innovation: public space, social media and democ-
racy, AI literacy, non-human agency, data communities 

-
ally composed provocative “scenario” descriptions of tech-
nological futures that were partially or fully hypothetical 
and indicated potentially positive or negative downstream 
implications to stimulate discussion among participants. 
This approach was conceived of as producing “use cases” 
which capture potential technology usage and its implica-

-

use to show the range of possibilities and not to favour uto-
pian or dystopian future scenarios.
We carried out three scenario-based sessions with mem-
bers of the AGIDE working group, who were selected to 

academic age, ensuring that each scenario was discussed by 
at least two groups. Four groups (consisting of four partici-
pants each) were physically present and one group (consist-
ing of seven participants) participated remotely via Zoom, 
with discussions spanning 30 to 40 minutes. On an individ-
ual basis, participants were tasked in advance with reading 
the scenario and making notes on post-its with regard to:

1. the values they associated with the respective scenario,
2. potential factors in the scenarios contributing to dis-

crimination, and
3. an assessment of the likelihood of that scenario unfold-

ing in the future. 

Within the follow-up group discussion, participants were 
asked to focus on (1) identifying “shared principles” for a 
good digital life regarding the scenario and (2) pinpoint-
ing research necessary to achieve that good digital life. 

-
cussions back to the plenary of all participating working 

group to summarise in a single sentence their main discus-
sion points.
Overall, the results of the scenario-based working group 
discussion were noteworthy: given our methodological 
approach, they showcased a collective ability in all groups 
to extract shared values and principles. Within the six 
scenarios (see details on each of the scenarios discussed 
below), the results were relatively homogeneous among 

-
-

-
ples were associated and discussed. This underscored the 
way that distinctions tend to lie in how values and shared 
principles are put into situated practice. 
Discussing needs for future research, the working groups 
came to similar conclusions regarding critical areas of 

concern. Those included enhancing participation in deci-
sion-making processes and ensuring technology develop-
ment proceeded in a well-informed and ethically sound 
manner. The working groups also emphasised the neces-
sity of ongoing, iterative assessments of sociotechnical 
arrangements and their ethical implications. Such consid-
erations demonstrated a clear commitment to ensuring that 
the intersection of technology and society could evolve 
in a manner upholding a “good life” while progressing 
digitalisation.
In the following, we present the summarised results for each 
scenario – the text in the grey box is a shortened description 
of the scenario description provided in the workshop.

PUBLIC SPACE

-
ities. Integrated sensors and cameras heighten safety 
but spark privacy concerns. Holographic displays 

-
tion. Augmented reality fosters cross-cultural ties but 
exposes societal rifts. Parks employ innovative systems 
for plant life, stirring debates on tech vs. nature. Art 
installations, though limited, challenge boundaries of 

invites surveillance worries. Citizens shape their com-

voting authenticity and inclusivity. Sustainable prac-
tices are promoted, but scepticism surrounds motives 
for smart waste management and renewable energy. 

progress vs. oppression, with humanity’s fate at stake.

In navigating the intersection of technology and data use 
in public spaces, the issue of dignity was at the forefront 
of discussions. This was independent of what constituted 
a public space, be they shopping centres, parks or polit-
ical arenas. According to working group members, it is 
imperative to acknowledge the continuum between online 

-

be the case with people who are older or do not speak/
read the language). Similarly, transparency emerged as a 

possession of knowledge and information. The “right to be 

erasure persisted, especially in the context of training sets 
for large AI models. A deeper understanding of privacy 
was considered vital, to include a sense of intimate con-
nection that could still be violated, separate from any data 
protection issue. Tailored data storage and usage policies, 
group members noted, should align with the nature of the 
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for instance, train stations. Age discrimination was also 
discussed as a structural issue, as younger generations do 

-
ical system in place would also raise the stakes, given that 
non-democratic regimes could exploit surveillance in pub-
lic spaces, and even democratic societies carry a potential 
risk of that happening. The extent of state control over cit-

-
ancing the meaning of an individual’s data to themselves 
against the relative importance of that data to others gen-

at hand and how individuals might relate to their data.
Responsibility to ensure the rapid accessibility of informa-

-
ties involved, including major corporations. The energy 
footprint of pervasive systems has to be weighed against 

sourcing and provenance is paramount. Respecting the 
choices of an individual for privacy, if so desired, would 
need to align with the much broader notion of “human 
rights online” (as was indicated on the post-it). Values 

to mirror how such values are upheld in physical spaces. 
Similarly, values such as control, accuracy (of data), phys-
ical safety and public order were discussed as particularly 
important. In turn, principles like transparency, oversight, 

deemed essential for ethical decision-making. 

-
ments, practical operationalisation and involving citizens 
from various jurisdictions in shaping collective digital 
futures.

SOCIAL MEDIA

In this future, social media’s impact on democracy 
is a mixed bag. Some see it as a tool of suppression, 
driven by algorithms favouring conformity and pro-
paganda. Others value its inclusivity and the freedom 
of expression it can promote. Online discussions range 
from toxic echo chambers to enlightening debates. 
The authenticity of digital polls is debated, balanc-
ing claims of manipulation and citizen engagement. 
Social media straddles surveillance and connecting 
distant communities. Political campaigns range from 
misinformation-fuelled manipulation to genuine dia-
logue. This future embodies the dual potential of social 
media to challenge and fortify democratic processes.

In evaluating the intersection of social media use and 
democracy, working groups found the likelihood of their 
interdependence to be extremely high. They unanimously 
agreed that such a future is already upon us. Key values 
highlighted were democratic participation, conformity, 
inclusivity and freedom of speech. Open dialogue, coop-
eration, fair access and citizen participation were addition-
ally considered as critical components in striking a delicate 
balance in social media use and democratic processes. 
Potential factors contributing to discrimination and chal-
lenges discussed were: political views and identities, dis-
parities in skills allowing for digital participation, and 
education and overall access to technology. Greed, accumu-
lation of power in the few and manipulation of opinions 
were noted as potential mechanisms driving discriminatory 
practices and results. Additionally, concerns about power 
imbalances, surveillance, digital divides, fragmentation and 

Capacity building for digital and political literacy was 

Ensuring inclusiveness of engagement is pivotal and work-
ing groups called for the need to keep a balance between 
individual rights and public interests. Enabling social jus-
tice through mechanisms such as fair access, solidarity and 
promoting autonomy and reciprocity is imperative. One 
group succinctly summarised this issue by asserting that 
digital ethics has to prioritise global and interdisciplinary 
collaboration and aim to balance public interests and indi-
vidual rights through participatory processes.

AI LITERACY

In this future, the impact of AI literacy is complex and 
debated. It is either a cornerstone of education, shap-
ing curious minds and aiding ethical decision-making 
or an exclusive privilege, deepening societal divisions. 
AI-driven education unlocks potential, while ethical 
courses navigate moral complexities. Collaboration 

emphasising transparency. Society either harmon-
iously integrates AI for progress or sees it as a tool of 

It is noteworthy that groups members took varying views 
as to the likely realisation of the positive aspects of the 
scenario described above. One group deemed the scenario 
as overly optimistic, leading them to consider it highly 
improbable. Conversely, the other groups all expressed 

the discussions pinpointed similar core values, issues and 
principles as fundamental.
Working group members agreed that the future of AI lit-
eracy is based on a foundation of computer, digital and 
mathematical literacy. Such literacy is not only crucial for 
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understanding the current state of AI but also for adapting 
to its ongoing evolution. Groups saw gaps in such literacy 
emerging as early as primary education. Similarly, “ethi-

of how human and social conduct would structure and 
-
-

ers over time. While “explainable AI” was discussed as an 
admirable goal, its practical implementation was consid-
ered challenging, as tighter constraints on development 
may inadvertently create incentives for actors to operate 
outside of those boundaries, potentially leading to even 
greater misconduct.
AI literacy, groups noted, has the potential to mitigate 
corruption. An AI-literate society could help promote a 
balanced approach to progress, ensuring accountability 
and safeguarding human autonomy. Potentially discrimi-
natory factors underscoring AI literacy were discussed as 

-

on varying levels of literacy, manipulation tactics by power-
ful actors, algorithmic discrimination and (in-built) biases 
would all contribute to potential challenges. Additionally, 
the need to monitor potential shifts in societal structures, 
with the potential emergence of a powerful “AI class” 

crucial. Values like choice, freedom and transparency were 
-

ibility, human dignity and acceptance of imperfections 
were considered to play pivotal roles. Accessibility, democ-
ratizing AI knowledge and ensuring fairness were seen as 
aspects that need to be addressed.
In a world where participation is increasingly facilitated 
through technology, ensuring general “technological liter-
acy” and enabling universal access to technology were con-
sidered paramount. Shared principles for navigating AI lit-
eracy include protecting autonomy, and promoting human 
well-being, safety and public interests. Transparency, 
explainability, intelligibility, responsibility, accountability, 

as fundamental guiding principles for ensuring AI literacy.

NON-HUMAN AGENCY

In this future, the rise of non-human agents sparks 
both concern and promise. They lack moral judg-
ment, potentially leading to oppression and manip-
ulation and generating worries about exploitation, 
privacy, and abuse of rights. However, they can also 

-
laboration with humans. Advanced communication 
enables meaningful interactions among all entities.

 Society integrates non-human agents into governance, 
research, and creativity, thus propelling progress. This 
future demands a careful balance between ethical con-
siderations and harnessing the potential of non-human 

The future prospect of humans coexisting with non-hu-
man (human-like) digital agents appeared highly likely 
to working group members to become reality within the 
next 15–20 years. To navigate such developments, the fol-
lowing core values were discussed: human dignity, pri-
vacy, fundamental rights, progress, innovation, autonomy, 

the preservation of a distinct sense of “humanity”. Such 
values underscored the need for a balanced integration of 
technology that empowers individuals while safeguarding 
their inherent rights.
Human interests and well-being, the groups noted, have to 

interests. Such safeguards would ensure that the develop-
ment and deployment of digital agents prioritised the “bet-
terment” of humanity. To actualise this vision, rigorous 

use of technology and data. Such research would be the 
foundation for establishing ethical guidelines and gover-
nance frameworks that safeguard human interests.
Yet, multiple factors could pose challenges: The so-called 
“digital divide”, marked by discrepancies in access and 
capabilities, is a structural problem. Lack of accountabil-
ity, coupled with built-in biases, could skew the impact 
of digital non-human agents. Commercial interests might 
also take precedence, potentially sidelining ethical consid-
erations. In light of such challenges, the discussion of this 
scenario put strong emphasis on preserving human auto-
nomy and understanding, with the aim of mitigating bias. 

DATA COMMUNITIES

In this future, the role of communities whose data is 
being used in AI development (“data communities”) is 

algorithms with inclusivity and transparency, ensur-
ing fairness, or be marginalised and exploited, leading 
to biased systems and eroding cultural diversity. The 
outcome depends on prioritising inclusive participa-
tion and transparency, and respecting privacy and cul-
tural diversity.

In the context of the role of data communities in AI devel-
opment, core values such as the commitment to data eth-
ics, open data governance, data security and maintaining 

working group members called for a shared dedication to 
utilising data for the “social good”, fostering collaboration, 
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preserving privacy and upholding transparency and access. 
Additionally, education and training, diversity, sustain-

pivotal roles in ensuring that data communities thrive and 

achieving collective prosperity, well-being and the preser-
vation of cultural diversity and identity.

-
ence the experience of these data communities. Availabil-
ity of resources, awareness, potential misuse of technol-
ogy, monopolistic practices and power imbalances were 
discussed across all working groups. Avoiding marginali-
sation, the ethical use of resources, empowerment and the 
concept of shared responsibility all have to be considered. 
The relationship between government entities and private 
corporations would further impact such data communities. 

data communities, it is imperative, according to working 
group members, to emphasise transparency, accountability 

have to be prioritised. By enacting those values and address-
ing factors, a future where data communities serve as cata-
lysts for societal transformation is indeed imaginable.

CLIMATE

In this future, digitalisation’s impact on climate and 
sustainability is a double-edged sword. It can either 
empower eco-conscious choices through smart tech 
and connectivity or be wielded to exploit resources, 
exacerbating environmental crises. Smart grids and 
AI-driven models can reduce emissions or become 
tools of control and misinformation. Virtual collabo-

Renewable energy adoption can thrive or be hindered. 
This future’s outcome depends on responsible gover-
nance and ethical practices.

All working group members deemed such a scenario 
highly likely, particularly emphasising its positive aspects. 

fairness, resource distribution, allocation, access, inclusiv-
ity, sustainability and diversity. Additionally, they high-
lighted important principles such as safeguarding plane-
tary health, preserving resources for future generations, 
and promoting sustainable development. 
One group acknowledged that the likelihood of positive 
aspects of this scenario dominating hinges on the inter-
play between corporate entities, with a vital role reserved 
for civil society and the essential need to assess compre-
hensively AI’s environmental impact and explore diverse 
interventions to heighten environmental consciousness. 
Notably, the potential drawbacks of immersive technolo-

-
cation” should not take precedence as the primary method 
of teaching about climate. Thorough assessment and due 
diligence in evaluating technology’s impact on sustainabil-

interactions have to be balanced. 
Potentially discriminatory factors were thoroughly dis-

-
tices, recklessness (in climate-related actions), and hypoc-
risy, as well as une
monopoly, surveillance and the imminent threat of climate 
collapse. Moreover, the discussion touched on the chal-

and the potential inaccuracies and accessibility issues sur-
rounding climate metrics. The impact of AI on sustainability 
is contingent on societal choices, groups noted, necessitating 
rigorous research on the environmental output of AI and a 
comprehensive understanding of the potential risks associ-
ated with augmented reality technology. 
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SYNTHESISING THE EMPIRICAL FINDINGS

While the original aim and design of the AGIDE project 

and value prioritisation, the data analysis revealed that 
at a basic level, values are widely shared and prioritised 

-
ever, through the systematic analysis of all the empirical 
data collected, i.e. the international expert interviews, the 
two thematic input workshops and the use case scenario 
analysis, it was possible to uncover another level of insight, 

regions, countries, communities or groups. 
Given the wealth of data generated in the empirical parts 
of the project, the results could have been synthesised in 

-

which presents eight key dimensions that are relevant 
to the analysis of these (regionally) situated narratives. 

-
ing to inductive research principles, then abstracted and 
grouped, preserving the relationships between the iden-

MAPPING DIGITAL ETHICS – THE NARRATIVES

There are many similarities between this part on narratives 

foremost in the fact that both have the same aim: the study 

the cultural and situational particularities of their emer-
gence and character” by investigating “how narratives help 
individuals and groups to make sense of experience; how 
narratives contribute to socialisation into group practices, 
norms or moral values; and how they help to transmit ide-
ologies, theories or imaginaries” (Götsch and Palmberger 
2022, p. 2). 
Moreover, in a similar way to anthropologists, AGIDE 
understands narratives as stories or arguments that are 

 that are selected 

and arranged in a particular order, often including, among 
other things, central characters (protagonists, antagonists), 

(e.g. Götsch and Palmberger, 2022; 
Bamberg, 2012). In addition, narratives are highly sensi-
tive to context, history, power relations and temporality 

-
ness approach”; Haraway, 1988). In this sense, narratives 

a social construction (e.g. Spector-Mersel, 2010, p. 208); a 
social practice (e.g. De Fina and Georgakopoulou, 2008) 
and a way of meaning-making that links experiences of self 
and society in a cohesive form (cf. “subjective-in-between”; 
Arendt, 1958, p. 180; White, 1987). 

shared experience” (Götsch and Palmberger 2020, 15) is soci-
ety‘s “main way of making sense of things” (Culler, 2011, 
p. 82), narratives that are shared by a wider group and/or 

behaviour (e.g. Bamberg and Georgakopoulou, 2008; De 
Fina and Georgakopoulou, 2008; Rhodes and Brown, 2005; 
Booth  2019). Also, stories that 
align with dominant narratives are often reinforced and, if 
sustained over time, become “grand stories” (e.g. Le Roux 
and Oyedemi, 2022; McLean and Syed, 2015; Wodak, Reisigl 
and de Cillia, 2022; Groth, 2019), which are “stories common 
to the groups we belong to [that] we create our familial, orga-
nizational, community and national identities” (Spector-
Mersel 2010, p. 208). Further, grand stories relate to ethics 
because they give meaning to events and (morally) guide 
populations as to “what `worthy’ life is, what we should 
aspire to and what we should avoid, what is good and what 
is evil” (Spector-Mersel, 2010, p. 208). 
However, narrative practices do not only constitute the 
meaning of communities (cf. “imagined communities”; e.g. 
Anderson, 1983), but also of (cultural and regional) places 
(cf. “placemaking”; e.g. Palmberger, 2022; cf. “digital place-
making”; e.g. Halegoua and Polson, 2021). The social pro-
duction of places, communities and cultural beliefs is also 

even though certain regions and places are partly referred 
to geographically in this chapter (for lack of other ways of 

PART C: MAPPING DIGITAL 
ETHICS – THE NARRATIVES
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describing them), it has to be kept in mind that this section 
is primarily about the social co-construction of narratives, 
identities and places, which were derived and “co-created” 
from the AGIDE interviews and workshops. 

AN INITIAL MATRIX FOR ETHICAL NARRATIVES

The matrix, seen below, is but one way of structuring our 

explicitly mentioned (such as “privacy”, “democracy” or 
fear of discrimination). The matrix, however, highlights 

of empirical evidence and analyses, i.e. the interviews and 
workshops detailed in Part B. As such, it provides a means 
to put on one plane ideas and notions around digital eth-
ics which emerge in situated interaction with local contexts 

and the social “good”. When put together, this results in 
-

teristic .
It is important to note that the matrix does not express real-
world narratives so much as a systematised and grouped 
means of giving them a shared frame – and it necessarily 
generalises. Narratives are also not necessarily consistent, 
i.e. stories told by people in one situation or sector (e.g. 
social media and democracy) are not necessarily aligned 
with stories told in other situations or sectors (e.g. social 
media and hate speech), and even less so are stories told 
(e.g. concerns about privacy) always aligned with what 

Below we present the eight key dimensions and the three-
fold spectrum with which they are associated. They rep-
resent, respectively, key overarching themes and their 

to “archetypes”). 

Key dimensions

Fundamental ethcial 
assumptions

Notion of “the good”: deontological consequentialist

Notion of “fairness”: role adequacy material equality formal equality

The protagonist 
and its role

Primary reference point of 
narrative (“the protagonist”):

ecology community/society

Position of reference point 
:

actor/opportunities

the antagonist

Primary ethical concern:
prosperity/

marginalisation
safety/harm

autonomy/lack 
of freedom

Actors potentially posing 
a threat to this concern: 

tech industry (other) users

The wider plot 
(what should 
happen)

 tool to 
address ethical concerns:

culture/education technology/economy

Factor that gives legitimacy
to governance solutions:

determination 
by the able

self-determination

Figure 2: Matrix of Digital Ethics Narratives

The three columns do not stand for particular regions of 

matrix refers to a characteristic emphasis put on a partic-
ular aspect in each of the eight dimensions and lists the 
aspects in one of three columns. This, however, does not 
mean that a person who puts most emphasis on the aspect 
in the left-hand column in one dimension will also put the 
most emphasis on aspects listed in that column in other 
dimensions, i.e., the contents of the columns follow a 

content-related rationale, but cannot be clearly delineated; 
a combination of all factors is conceivable in principle. On 

emphases in the various dimensions that makes the story, 

-
ences in narratives, and analysing the underlying factors 
would be beyond the scope of the AGIDE project at the 
time of writing this report. The data does suggest that there 
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-

and people’s experiences. At a macro-level, these factors 
involve the political system, religion, economic system, 
geo-political position (both historical and contemporary), 
alignment with particular discourses on technology and 
globalisation, governance of the digital environment, and 
more. At an individual level, it could be factors such as age, 
experience with technology, gender, education, income, 
class, cultural background and similar that play a role.

reader understand the meaning behind the terms used in 

the AGIDE project.

EIGHT KEY DIMENSIONS OF DIGITAL 
ETHICS NARRATIVES

FUNDAMENTAL ETHICAL ASSUMPTIONS

the notion of “fairness”, is of a more general nature: not 
-

nologies in particular but of essential underlying impor-
tance. This set of parameters forms the background to 
stories told by AGIDE participants. They were necessarily 

workshops. In the interviews, they were sometimes explic-

assumptions. 

: includes approaches to ethics that take 
as central some concept of harmony or virtue, i.e. a mor-
ally good disposition to think, feel and act well within a 
given framework. Note that this includes a wide variety 

-
tings, from Confucianism to ancient Greek philosophy to 
Ubuntu.
Deontological: refers to ethical theories according to which 
the morality of an action should be based on whether that 
action is intrinsically right or wrong according to a set of 
normative standards (from whatever source). In “West-
ern” discourse, this set of theories is usually referred to as 

Consequentialist: refers to ethical theories in which the 

judging the rightness or wrongness of that behaviour. This 

Role adequacy: refers to ethical approaches that stress the 

(proportionality), often based on the assumption that dif-
ferent roles have been assigned by powers outside human 
society, such as God(s), nature, fate or the spiritual world. 

or sexist.
Material equality: refers to ethical approaches that stress 

-
-

tive action or removal of structural barriers.
Formal equality: refers to ethical approaches that stress the 

results.

THE “PROTAGONIST” AND ITS ROLE

The second set of parameters begins with the primary point 
of reference or concern which or who constitutes the “pro-
tagonist” of the story told. This “protagonist” may also 
be the preferred protagonist in contexts other than digital 

-
tion of the primary point of reference vis-à-vis technology 
because this is a key element of any digital ethics narrative.

Ecology: refers to ethical approaches that tend to down-

plants and the inanimate world, and take ecosystems as a 
whole as the primary point of reference (but not necessar-
ily with a particular concern for environmental issues, such 
as climate change). Note that this is simply an extension of 
the notion of “community” or “society”, i.e. concern for the 
animate or inanimate world often extends only to the envi-
ronment that serves a particular community or society.
Community/society: refers to ethical approaches that draw 
a clear line between human and non-human and that focus 
on human societies and their collective well-being (usually 
accepting, or even insisting on, corresponding duties of 
solidarity on the part of the individual). 

): refers to ethical approaches that focus on 
(human) individuals and their rights (often tacitly accept-
ing or even insisting on corresponding duties of the com-
munity). Note that this is not incompatible with an empha-
sis on particular (e.g. marginalised) communities, as long 

the individuals within them.

technology
-

stand digital technologies as something that mainly bene-

the individual). However, the reference point is largely 
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envisioned as a passive user. Note that this approach 

“uncritical” use of new technologies, focusing on conve-
nience or on necessity (e.g. because opting out of using 
technology is next to impossible).
Victim/risk: refers to views that see digital technologies as 
something potentially risky or disadvantageous for their 
primary point of reference (e.g. the community or the indi-
vidual), creating a need for protection. The risks or disad-
vantages perceived can vary and often include exploitation, 
manipulation, discrimination and/or marginalisation.
Actor/opportunitie
technologies as something that their primary reference 
point (e.g. the community or the individual) can actively 

-

that is, of being in control of developments and actively 
embracing opportunities.

THE “CONFLICT“ AND THE “ANTAGONIST“

The third set of parameters is about the primarily per-
ceived ethical concern (positive or negative) and the actor 

-
tagonist” is involved, along with a potential “antagonist”.

Prosperity/marginalisation
primary concern as prosperity or well-being (usually in a 
somewhat material sense, and if immaterial, more distant 
from notions such as autonomy). This is not incompatible 
with concern about harm, but the emphasis is more on fear 
of potential marginalisation (e.g. exclusion due to a digital 
divide in the population) or exploitation (e.g. one’s data 

Security/harm -
cern is to be safe from harm. This is not incompatible with 
being concerned about exploitation or manipulation, but 
the emphasis is more on the fear of loss (e.g. through an 
accident, an adverse decision, etc.). 
Autonomy/lack of freedom
primary concern is being able to make decisions for one-
self. This ability may be impaired or even absent, in partic-
ular where one is subject to excessive surveillance (cf. the 
notion of informational self-determination) or manipula-
tion. Note that one can be concerned about autonomy even 
when surveillance or manipulation does not lead to further 

-
lem as lying in the use of technology by the government (in 

or warfare, or simply for gaining more economic power).
Technology industry -
tial) behaviour, increase in power, etc. of the technology 
industry as the main problem. Note that this also refers to 

-

(Other) users
as the (mis)use of digital technologies by malicious actors. 
Insofar as these malicious actors are private actors (e.g. 

-

a line between malicious users and “government(s)”. 

THE WIDER “PLOT” (WHAT SHOULD HAPPEN)

Digital ethics narratives very often result in calls or recom-
mendations for action, i.e. who should react in what way in 

involved. The fourth set of parameters therefore addresses 
preferred governance tools for managing perceived ethical 
concerns, and factors that give them legitimacy.

Culture/education: refers to approaches that see social 
norms, as they have been shaped over time by culture, reli-
gious beliefs and philosophies, as well as education, as the 
preferred governance tool (often downplaying the role of 
law, but not necessarily denying its necessity).

: refers to approaches that stress the role 
played by the legal system, and of clear rights and obliga-
tions, enforceable by a polity. Normally, this means action 
being taken by the government/legislature, or several gov-
ernments (in the case of international law).
Technology/economy: refers to approaches characterised 
by a high degree of trust in the self-regulating forces of 
technology itself and the interplay with markets to shape 
the (digital) economy according to societal needs. Nor-
mally, this means action taken by (often big) companies.

: refers to approaches that see legitimacy 
coming from the dynamic nature of the world and human 
societies and trust in the invisible forces at play, which 
tend to downplay the need for or desirability of interven-
tion and openly embrace change.
Determination by the able: refers to approaches that see 
legitimacy in the intervention by actors (often the govern-
ment or religious leaders) who are able to distinguish the 
“good” from the ”bad” or the ”right” from the ”wrong”. In 
Western discourse, many of these approaches are consid-
ered ”paternalistic”.
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Self-determination: refers to approaches that see legiti-
macy mainly in self-determination (mainly of the primary 
reference point, e.g. the community or the individual). 

depending on what the primary reference point is.

CHARACTERISTIC NARRATIVES OF DIGITAL ETHICS – 
THE MACROPERSPECTIVE

-

necessarily characteristic of a particular region, cultural or 
-

edness” of the individuals contributing to AGIDE. No one 
factor – be that religious, cultural or educational – deter-

-

political or cultural traditions. Sometimes they represent a 
dominant narrative around certain regions or countries in 
that they would, if retold in public, likely meet with large-
scale approval or understanding. It should be noted that 

and analyse them further according to the eight dimen-

we not only show the usability of the matrix as a tool, 
but also how this method in and of itself can be usefully 

-
ated stories on digital ethics within a shared, but not self-
same, frame.

“COLONIALITY”-TYPE NARRATIVE PATTERNS

-
butions from participants who spoke about their experiences 
in and with regard to the Global South, was strongly asso-
ciated with related (joint) experiences of colonialism. The 
starting point of such narratives was usually in a notion of 

although there were also contributions that seemed to focus 
more on compliance with standards. As to the primary ref-
erence point, many contributions showed a focus on ecology 
as a broader reference point (with the community or society 
still at the core of any given ecosystem, often understood in 
ethnic terms). However, given that this “Coloniality”-type 

variants that took compliance with standards (such as fun-

which in turn, did not seem to indicate strong ethical con-
cerns beyond human community/society. 

(again) become marginalised and exploited and, in that 
sense, a potential “victim” of digital technologies and those 

world regions, such as the governments and industries 
belonging to those world regions (often phrased in terms 
of “digital colonialism”). 
Among the most common and prominent ethical concerns 
were therefore those of community autonomy (self-deter-
mination). In terms of the actors trusted to address that 
concern, local (small) businesses and initiatives seemed to 

developing local technical solutions. 

Figure 3: 
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We have also observed a second narrative following the 
same schematic type, for example from contributors from 
the African continent, which puts the emphasis on a plea 
for (international) law and regulation, to be put in place 

by governments and international organisations. Associ-
ated with that was the hope for such regulations to provide 

(neo-)colonialism in the digital age.

Figure 4: 

“BENEFICIARY”-TYPE NARRATIVE PATTERNS

-
ated with the Global South or perceived as emerging econ-
omies, including, for example, contributions from countries 
such as India, Thailand or some countries from the Middle 
East. They seemed to have a similar starting point as the 

-
ogy (or the community/society) as the primary reference 
point and themselves as a (originally rather passive) ben-

-
ical concerns; any such concerns are likely to be focused 
on prosperity and particular other regions or states. The 
emphasis is put on organic evolution, and on culture or 
education as the primary tools of governance. 
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recent tendency of actors to see themselves more as “active 
agents” and to place more trust in technology and the 

-

Figure 6: 

“HARMONY-OPPORTUNITY”-TYPE NARRATIVE 
PATTERNS

-
larly in contributions from participants associated with the 
East Asian region, share as a starting point that the “good” is 
determined by some notion of “harmony”, that they tend to 

that their point of reference tends to be “ecology” (under-
stood as the animate and inanimate world). What is possi-

described above, is that this starting point is combined with a 
strong sense of being an actor with active agency in the dig-

That said, details vary considerably. Some contributors 
associated with Japan, for example, felt that concerns (if 
present at all) would mainly arise from the actions of mali-
cious users. More generally characteristic was the empha-
sis on organic evolution, with a lot of trust placed in gov-
ernments, and with the most appropriate governance tool 
being seen as (corporate) culture and education. 
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-
tributions from participants associated with China, where 
emphasis is placed on prosperity and growth, and where 
the strategic focus is clearly on the “determination of the 

able”. This context can thus be seen as orienting towards an 
approach in which the government makes decisions in the 
(perceived) general interest.

Figure 8: 

However, even in the context of this variant of the 

law and regulation as the appropriate governance tool, in 

that big tech companies are increasingly seen as a threat to 
traditional (in this case “Chinese”) values. This underlines 
a more general trend we have seen in the AGIDE project 
with regard to the regulation of digital technologies. 

Figure 9: 

“SILICON VALLEY”-TYPE NARRATIVE PATTERNS 

-
tions that could be characterised as a “Silicon Valley”-type 

-
-

It sees the individual as an actor, with a strong focus on 
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autonomy, concerns (if any) about malicious users of tech-
nology, self-determination as a method of change, and a 
lot of trust placed in big companies, technology and the 
economy as the major basis for legitimacy. This particular 

ground for digital innovation within a capitalist accumu-
lation-oriented economic system. 

Figure 10: Original “Silicon Valley”-type approach

At the same time, we were witness to signs that voices 
warning of risks to the individual and calling for more 

whether this shift is strong enough to change fundamen-
tal mainstream beliefs. The following depicts what such 

a movement might look like, particularly among expert 

the technology industry and a call for governments to take 
control through regulation.

Figure 11: 
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seems to have overtaken the individual as the primary 
point of reference (“protagonist”). In a context of ongo-

actively engaging with emerging digital technologies, 
embracing new opportunities, particularly for the sake 

of security, and fearful of the possible role of malicious 
actors. In terms of decision-making, the sense of living 

a substantial degree of surveillance, while trusting the gov-
ernment and the intelligence services as actors and choos-
ing technology and the economy as the preferred tools 
of governance.

Figure 12: 

“GDPR”-TYPE NARRATIVE PATTERNS 

from a number of contributions, many of which come 
either from EU countries or from individuals expressing 
admiration for the EU’s digital policies (see also Bradford 

-

tological starting point (repeatedly mentioning fundamen-
tal rights and values as the foundation and benchmark for 

fairness goal and the individual as the primary reference 
point.

It is characteristic of these contributions that the individual 
is seen as primarily at risk from emerging digital technol-
ogies, with a focus on risks to autonomy (such as the right 
to informational self-determination or data protection) or, 
in fact, to democracy – seen as the very basis for citizens’ 
rights. It is likewise characteristic of this type of narrative 
that the risks are perceived as largely emanating from tech-
nology companies and their ever-growing power. Law and 
regulation (to be enacted by the State or multi-national 
institutions) are the clearly preferred means of governance. 
What gives the solutions provided by these laws and regu-
lations legitimacy (apart from the democratic process that 
leads to them) is mainly individual self-determination (e.g. 
in the form of informed consent or “digital sovereignty”).
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Figure 13: 

CHARACTERTISTIC NARRATIVE PATTERNS – 
MOVING TO THE MICROPERSPECTIVE

As the matrix of ethical narratives on digital ethics was 
necessarily over-generalising, we now move to a more 

of AGIDE working group members from relevant regions. 
Thus, the following examples are based on long-standing 
research by AGIDE working group members Christiane 
Wendehorst and Astrid Mager for the example of the Euro-
pean Union, as well as working group members Payal Arora 
and Manisha Pathak-Shelat for the example of India.
The data presented in the micro-perspective show that, 
perhaps contrary to what one might expect, the EU has 

concerns when it comes to technology and individual 
member states. Secondly, the example of India illustrates 

-
ent contexts, and surveillance by family, peers and employ-
ees, especially between the older and younger generations.

DIFFERENCES WITHIN A REGION – 
THE EXAMPLE OF THE EUROPEAN UNION

the dominant approach for decades. However, while this 
approach has been widely shared, if only unconsciously, by 
the populations in many EU member states, closer exam-
ination reveals that it has never been fully representative of 
EU countries or Europe as a whole (see also Bradford, 2012 
& 2023; Pagallo, 2024). 

Variations among EU Member States
So-called “Nordic” countries in the EU, for example, seem to 

and, at the same time, more community-focused approach. 
This approach tends to emphasise prevention of harm rather 
than autonomy, to be much less critical of the technology 
industry and to be generally hostile towards regulation, 
preferring “soft” instruments (such as ombudspersons) and 
education as governance tools (cf., e.g., Kaun, Larsson and 
Masso, 2023, 327; Stråth and Wodak, 2009).

Figure 14: Traditional approach in the “Nordic countries”
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But things may be changing. Denmark, for example, has 

several scandals, in particular the “Chromebook Scandal” 
(where it turned out that schoolchildren’s personal data 
had been handed over to Google and its parent company, 

Alphabet) and the emergence of concerns relating to scor-
ing of parents and facial recognition in public spaces, have 

related shift in public opinion has brought Denmark more 

Figure 15: Denmark after the “Chromebook” and other scandals

Historically, trust in governmental structures has been 
very low in Central and Eastern European (CEE) countries 
(e.g. Jansen, 2023, 4–5; Centraal Bureau voor de Statistiek, 
2023; Horakova, 2020). Accordingly, the focus of concern 

associated with these countries is more on malicious pub-
lic and private actors abusing technology for surveillance 
purposes, with more trust being put in big companies and 
technology than in government and regulation.

Figure 16: 

The United Kingdom after Brexit
-

cal narratives in the UK, as a country where the GDPR has 
been in force for a number of years, have recently shifted 
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Figure 17: 

However, it is still unclear how far developments will go 
in this direction, i.e. whether dominant narratives in the 

narrative will actually change entirely.

While the EU itself (i.e. its institutions and, in particular, the 

as the hegemonic narrative, things seem to be changing. 

has moved away from a focus on autonomy and towards 

a risk-based approach that focuses primarily on safety 
from harm. The “risk-based approach” (cf. European 
Commission, 2023; Mahler, 2021) of the AIA seems to be 
challenged by many, but to be by and large accepted. In 

“victim/risk”. It does not come as a surprise, though, that 
the absence of individual rights in the AIA proposal was 
criticised (Wendehorst, 2021; Prainsack and Forgó, 2024; 
Mladenov, 2023) and that the only individual right added 
by the European Parliament during the legislative pro-
cess related to the explainability of AI – i.e. a right closely 
related with autonomy. 
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In recent legislation on the data economy (such as the 
Data Governance Act and the Data Act; see: Cohen and 
Wendehorst, 2023), the EU legislator has tried to move 
towards a more community-oriented approach by liberat-
ing data for the European data economy, thereby seeming 
to turn some of the basic assumptions of the GDPR (such 
as data minimisation or purpose limitation) on their head 

proved to be unacceptable to openly challenge, for exam-
ple, the focus on individual rights or the focus on self-
determination, as the “GDPR”-type narrative is still too 
strong. This has led the EU legislator to present legisla-

all the burden on the individual user and favouring, e.g., 
individual data portability rights over targeted data access 
rights and data intermediaries and data altruism organisa-
tions over supervised data spaces. It is only in the proposal 
for a European Health Data Space that self-determination 
seems to be replaced to a certain extent by a more com-
munity-oriented approach. This goes into the direction of 
a “data solidarity” narrative (a term coined by Prainsack 
et al., 2022) – with unclear prospects, as the proposal is 

at least an opt-out mechanism.

Figure 19: Data economy legislation – change of the law but not of the narrative

Some potential EU digital ethics narratives would be 
plausible, but remain rather marginalised (Mager, 2023). 
These include the “EU digital sovereignty” narrative, 
which could ideally be the European counterpart to the 

need for the EU’s economic prosperity and technological 
advancement to be as independent as possible from other 
regions of the world and to avoid becoming a “digital 
colony” of big tech nations (Lewandowski, 2014; Baur, 

establish this narrative – and start corresponding action, 
such as by developing a European cloud ecosystem called 

GAIA-X is framed as “Europe’s moon shot”, but also in 

in the IT sector (Baur, 2023). The German Ministry for 

as follows: “The goal is a secure and federated data infra-
structure that stands for European values, digital sover-

platform[s] and open source.” (compare: homepage of 
BMWK, 2024).4 This description serves to show that even 
where digital sovereignty should be the main issue, the 
focus of the narratives remains on individuals and their 
autonomy, reinforcing the dominance of the “GDPR” nar-

Similar notions of European sovereignty are mobilised 
in current search engine projects. The EU-funded project 
“European Web Search” formulates its central goal as “pro-
moting Europe’s independence in Web Search” according 
to its website. The joint initiative of 14 European research 
and computing centres aims at building an open, indepen-

-
cations can be built on top of it (Lewandowski, 2014 & 2019; 
Mager, 2014 & 2023). It thereby aims at contributing to 
“Europe’s digital sovereignty as well as promoting an open 
human-centered search engine market”, as can be further 
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read on the website. An open web index would also help 
search engines that currently partner with big, corporate 
search engines like Bing (for using their index and results) 

to become independent from big tech companies. Whether 
such projects – and the corresponding narrative of digital 
sovereignty – will grow in the future remains to be seen. 

Figure 20: Hypothetical “EU digital sovereignty” narrative

DIFFERENCES WITHIN A POPULATION – 
THE EXAMPLE OF INDIA

data provide insights into the distribution of narrative pat-
-

mulated for many other countries. Variations in narrative 
-

rience and aspirations among other factors, and for every 
aspect of digital ethics, such as surveillance, and the role of 
technology companies (Arora, 2016 & 2019a; Komarraju, 

surveillance by tech companies, surveillance by the govern-

and employees (Bhatia, Arora and Pathak-Shelat, 2021).
For example, upwardly mobile youth may focus on bene-

with education as the tool of governance (Bhatia and 
Pathak-Shelat, 2023; Bhatia, Pathak-Shelat and Arora, 
2024). At the same time, they want the government to play 
a protective role with respect to individual privacy, safety, 
and security. Data privacy and data protection are import-
ant concerns for them (cf. Arora, 2019b).

Figure 21: India – upwardly mobile youth
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from harm and self-perception as “victims”. They may 
consider community as a primary reference point with 
suspicion towards tech companies for causing cultural 

disruption. Such adults value regulation as the tool of gov-
ernance. In addition to self-determination, the role of the 

is also important as part of the overall concept.

Figure 22: India – older generation

The Indian government itself heavily pushes a discourse 
with the Indian nation at the centre, individuals as ben-

-
panies and education as well as regulation as the tool of 

governance. The government also demonstrates a strong 
aversion to those seen as posing a risk to national security, 
the dominant culture and the safety of young people. 

Figure 23: 
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There are also some think tanks, groups of intellectuals 
and civil society organisations that challenge these narra-

community and autonomy, showing a strong resistance to 

the power of tech companies and pushing for the govern-

control harm (cf. Pathak-Shelat and Bhatia, 2019).

Figure 24: India – public interest groups and intellectuals
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-

in various contexts. Taking a “situated” approach allowed 
the project to focus on local knowledge contexts and under-
stand the complexity and diversity of narratives by look-
ing at their positionality, as discussed in Part A (Haraway, 
1988). The project team set out to learn from experts about 
the values, principles and concerns shaping discourses 

-
tutional contexts. As noted, insights in this report draw 
upon two main sources: interviews with 75 individuals in 
a total of 28 countries and three workshops, where experts 

data and reviewed and discussed preliminary insights of 
the project (see Part B). AGIDE cannot, and does not, claim 
to represent all relevant positions (see also Part B for more 
details on the methodology and limitations), and its focus 
has been on professional experts rather than people’s per-
spectives as citizens. Nevertheless, the AGIDE approach 

treat them as initial insights for further exploration. In this 
section, we will summarise these insights and suggest what 
we consider fruitful ways forward.

THE POWER OF ETHICAL NARRATIVES

AGIDE set out with the observation that the relative 
ease with which countries around the world seem to 
agree on universal principles of digital ethics along the 
lines of “fairness”, “transparency” and “accountability” 

technology adoption that we see around the world, and 
-

ogy. -

-

on particular values, the data collected did not support 
such distinctions.

However, -

ethics. Narratives are stories that are told repeatedly, 
consisting of a series of events that are selected and 
arranged in a particular order, often including central 

plot. The , 
from which we in turn derived the -
terns
within which views and concerns can be meaningfully 
articulated in relation to eight key dimensions. Taken 
together, the very particular views and approaches to 

-

narratives. From a macro-perspective, the characteris-

-
tern. Exploring the narratives from a micro-perspective, 

much greater diversity– highlighting both the nuanced 
nature of narratives around digital ethics in context, but 
also showcasing the analytical sharpness and possibility 
for comparison purchased by using the common frame-
work of the matrix. 

While the core values underpinning digital ethics are 
very similar across world regions, there are consider-

-
times also countries) in the ontological positions, 

and religious traditions, -
ics debates and narratives (see Part C). One example is 
the deontological approach in the EU, with its strong 
focus on the individual, whose rights must be defended 
against the tech industry. Against this backdrop, the 
EU’s focus has been on ensuring digital self-determi-
nation, with binding supranational regulation as the 
preferred governance tool. This puts the EU in marked 
contrast to the US, for example, which also focuses on 
the individual and their right to self-determination, but 

PART D: IMPLICATIONS 
AND OUTLOOK
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US approach emphasises entrepreneurial opportunity 
and places trust in big companies, technology and the 
market. Narratives in other countries such as Egypt, 
for example, focus on safety and protection of citizens 

cameras. 

A-priori assump-

invisible the great heterogeneity within countries and 
so-called or associated “cultures”. An overly simplistic 
view of ethical approaches mapping onto “cultures” 

concerns and solutions dis-

and population groups, and can thus be individual- or 
-

examples – are important concerns across the globe. Yet, 
the relative priority given to them and the governance 

according to gender, age, socio-economic status). 

The primary point of reference (the “protagonist” of 

 To a certain extent, this may be 
-

ent emphasis put on the individual (as a stereotypical 
“Western” or “Global North” perspective) or on the com-
munity (as a stereotypical “Eastern” or “Global South” 
perspective), respectively, and the same could be said 
about the overlapping stereotype about rights-based 
and duty-based approaches. However, 
much more nuanced than these stereotypes or tropes. 

-
ratives that take “ecology” – understood as humans and 
both the animate and the inanimate environment – as 
a starting point and narratives that focus exclusively 
on human communities or societies. There are also 

seen to play relative to technology, the nature of the 
main concern with regard to this role, and the identity 
of the perceived main “antagonist”. A focus on “ecol-

things, depending on whether, for example, the com-
munity is perceived as being marginalised by powerful 
actors in other world regions, or whether it is perceived 

-
ful activities threatening the community.

It was particularly interesting to observe that many nar-

-
terns in a country or region are concerned. According to 
expert contributors to the AGIDE project, for example, 
it is possible to observe major shifts in narrative on the 

-

narrative about the technology industry in the “antago-

China’s position remain to be seen. 

However, 

change. The EU was presented above as an illustra-

resists alteration to an extent that might potentially pre-

example of the EU, one of the reasons could be that, 
in the narrative, a number of elements of the plot else-
where in the matrix (an emphasis on the individual, on 
autonomy, and on self-determination) have been inex-
tricably linked with the basic starting point of a deon-
tological conception (or “notion”) of the “good”, which, 

This alone, however, does not explain why placing the 
technology industry always in the “antagonist” role, is 
such a persisting element.

-
 This is true in partic-

ular for dominant narratives that are enforced by strong 
political forces or deeply rooted in fundamental beliefs 
and underpinned by societal taboos. These narratives 

makers see as problems to be solved, and where human 
dignity and freedoms are seen to be challenged. If there 
is a global trend, it is one towards law and regulation as 

-

exist, with anti-industry sentiments increasingly driving 
government intervention and regulatory measures. 
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Figure 25:

Working Group Members]

IMPLICATIONS FOR FURTHER RESEARCH AND 
POLICY-MAKING

of this report highlight the need for further research to 
explore whether the narratives are causes or symptoms 

 we perceive, or both. Further research 
is also needed into the factors that contribute to the 

and meso-/micro-level, and we also need to understand 
-

or that cause estab-
-

icies pursued, potentially hindering important policy 

on political discourse and governments themselves 
could also usefully be the subject of further research 
(Budka, 2019; Page, 2018; Palmberger and Budka, 2020). 

In addition, several steps could be taken to promote 
: in terms 

of academic research longitudinal analyses 
 to track their evolution in the context of 

understanding of their impact on technology develop-
ment, adoption, and regulation. Secondly, an impact 

 on stakeholder engagement, such 
as on policymakers, engineers, and researchers, would 
allow us to gain more insights into the power structures 
involved in technology development, which is needed 
to foster (cf., e.g., Reijers and 

Coeckelbergh 2020, 200–202). Thirdly, in a similar vein, 
more empirical evidence is needed on the impact of nar-
ratives on individual technology usage and lived expe-
riences within particular socio-cultural contexts. Fourth, 
research on how the results of narrative analysis can 
be integrated into the actual development of ethical AI 
systems and algorithmic decision-making processes is 
essential in order to achieve responsible and ethical AI.

Narrative analysis also needs to be integrated into policy 
, as it would 

increase awareness of established (dominant) narratives 
that implicitly steer policy discourses. Considering the 
power dynamics of narratives and strengthening inclu-

 would also be the next step to more 

businesses, and academia, in the -
cess wherever and whenever possible and appropriate, 
from local to national to international levels. Similarly, 
policies should be regularly reviewed and adapted 
based on narrative dynamics. Finally, it is of utmost rel-
evance to invest in -
tion -
resentatives in decision-making positions, understand 
how they shape their perspectives on technologies and 
digital ethics and so that they can potentially co-create 
alternative narratives.

drivers and tools for establishing values and principles, 
and on the power dynamics involved, means acknowl-
edging that digital ethics is a deeply political practice, 
both within countries and across the globe. It is there-
fore necessary not only to consider one‘s role in the 
co-creation of narratives and the negotiation of power, 
but also to take digital ethics seriously when it comes 
to the political implications of ethical assessments and 
demands. AGIDE agrees with the call for a “re-politici-
sation” (van Maanen, 2022) and a “political turn” of dig-

that ethical principles can be translated meaningfully 

and legislation.

In addition to the points mentioned, shared values that 
are seen as morally, politically or even legally binding 
can help to protect people and ensure that minorities or 

the dominant or majority group. Thus, there was wide 
agreement among AGIDE participants and contributors 
that such
(at least a minimum) standard for digital ethics. At the 



59OEAW

PART D: IMPLICATIONS AND OUTLOOK

consideration. This means that research and policy 

and economic aspects, political regimes, centre/periph-
ery dimensions and so on, play into digital ethics. How-
ever, participants warned us against idealising respect 
for particularistic values under the guise of “cultural 

harmful values.

major factors shaping digital and other divides in and 
across societies. Thus, -

-
 – within societies, 

across societies and between private businesses and cit-
izens. Rather than more principle-based guidelines for 
digital ethics, what is needed are analyses of what the 

-

Therefore, what we may need for a good digital future are 

-

 In order to 
achieve this, communities in all parts of the world must 
be empowered and enabled to develop their own digital 

computing power, electricity, and appropriate data. How-

the views and needs of the relevant communities. 

Finally,
help to increase resilience. We need to consider the 
often-overlooked potential of the diversity of knowl-
edge that has been shaped in the political and economic 

educate citizens as members of particular nations. To 
date, the focus has mainly been on initiatives to increase 

-
ing in the design and development workforce, in man-
agement, and in oversight mechanisms. While this can 
certainly help, the diverse inputs are no longer visible 
in the resulting technology, which tends to be an amal-
gam of and interests. To address 
these issues,
the more important concept in the long run, because it 

CLOSING REMARKS

digital ethics from the perspective of experts across the 
globe. While AGIDE cannot, and does not, claim to be rep-
resentative of the views of “the people” in all these world 
regions, it makes a contribution to mapping and analysing 

of the AGIDE project, which were obtained inductively 
from 75 interviews with experts, as well as workshops and 
the analysis of relevant literature, paint a rather nuanced 
picture: While the concerns and values that are articulated 
within digital ethics discourses do not map neatly onto 

regarding the ontological positions, as well as relevant 
traditions, that shape digital ethics narratives. Additional 

population groups, such as younger and older people, dif-

regional borders. 
While the AGIDE project has made a start in mapping and 
analysing digital ethics debates at the global level, it can 

-
ticular suggests, further dialogue and research would be 
needed to explore in more empirical detail similarities and 
commonalities within and across countries. Moreover, 
especially against the backdrop of recent developments 
such as the spread of generative AI, debates are necessary 
at all levels – regional, national, and international – about 
what instruments and approaches are needed to protect 
the fundamental rights and basic needs of all people. While 
these rights and needs are the same as in the paper age, in 
the digital era, new tools are needed for this purpose.
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WALSH, Toby is the chief sci-
entist of UNSW.AI, UNSW‘s 
new AI Institute. He is a strong 
advocate for limits to ensure AI 
is used to improve our lives, 
having spoken at the UN and 
to heads of state, parliamen-
tary bodies, company boards 
and many others on this topic. 
This advocacy has led to him 

of the Australian Academy of Science, and was named on 

recent is . 

WEISS, Astrid (OeAW) is assis-
tant professor on Human Inter-
actions with Embodied AI at 
the TU Wien, Austria. With a 
background in sociology and 
human-computer interaction 
(HCI), she studies how humans 
interact with new technology 
with a special interest in user 
involvement and evaluation 

studies for human-robot interaction (HRI), focusing on 
in-the-wild studies and controlled experiments. She fre-

-
action designers, psychologists, and representatives from 
other related disciplines to shape a technology develop-
ment process that creates interactive systems people sus-
tainably use in their everyday environments and contexts. 

Christiane
(OeAW) is president of the 
Humanities and Social Sciences 
Division of the Austrian Acad-
emy of Sciences. She has been 
professor of Law at the Univer-
sity of Vienna since 2008 and is, 
among other things, a founding 
member, past president (2017–

director of the European Law Institute (ELI). She is also an 
elected member of the Academia Europea, the International 
Academy for Comparative Law (IACL) and the American 

Law Institute (ALI). Before moving to Vienna, she held pro-

1999) and was director of the Sino-German Institute of Legal 
Studies (2000–2008). Wendehorst’s current research focuses 
on the legal challenges of digitalisation, and she regularly 
advises EU institutions and national governments on mat-
ters relating to law and regulation in the digital economy. 

 is the project 
coordinator and research asso-
ciate for AGIDE „Academies 
for Global Innovation and Digi-
tal Ethics“ at the Austrian Acad-
emy of Sciences (AAS). She is 
currently writing her Master’s 
thesis on values, design and 
freedom under the supervision 
of Prof. Coeckelbergh at the 

Department of Philosophy (University of Vienna). During 
her undergraduate studies, she worked as a tutor for Ass. 
Prof. Romizi, Ass. Prof. Graness and Univ. Prof. Stenger 
(Ethics, Intercultural Philosophy, Political Philosophy, 
Philosophy in a Global World). In 2020, she worked as a 
research assistant to Ass. Prof. Weng on an interdisciplin-
ary project involving engineering, law and ethics, focusing 
on human-robot interaction in Japan (Tohoku University), 
which sparked her interest to graduate in Interdisciplinary 
Ethics with a special focus on Digital Ethics and Philoso-
phy of Technology. 

Yi (CAS) is a professor 
and director of the Brain-in-
spired Cognitive Intelligence 
Lab, and founding director 
of the International Research 
Center for AI Ethics and Gov-
ernance, both at the Institute 
of Automation of the Chinese 
Academy of Sciences. He is a 
founding director of the AI for 

SDGs Cooperation Network and the Center for Long-term 
AI. He is a member of the National Governance Commit-
tee of the New Generation AI, China. He is also a member 
of the Advisory Council for the Institute of Ethics in AI, 
University of Oxford, a member of the UNESCO Ad Hoc 
Expert Group on AI Ethics, and a member of the WHO 
Expert Group on AI Ethics and Governance for Healthcare. 
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