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A B S T R A C T   

Light-control of structural dynamics at surfaces promises switching of chemical and physical 
functionality at rates limited only by the velocity of directed atomic motion. Following optical 
stimulus by femtosecond light pulses (1 fs = 10-15 s), transient electronic and lattice excitations 
can drive phase transitions in solids. Coherent control schemes facilitate a selective transfer of 
optical energy to specific electronic or vibrational degrees of freedom, as exemplified by the 
steering of molecular reactions via optical pulse sequences in femtochemistry. However, a 
transfer of this concept from molecules to solids requires coupling of few decisive phonons to 
optical transitions in the electronic band structure, and a weak coupling to other lattice modes to 
maximize coherence times. In this respect, atomic indium wires on the (111) surface of silicon 
represent a highly attractive model system, with a Peierls-like phase transition between insulating 
(8×2) and metallic (4×1) structures, governed by shear and rotation phonons. This review 
provides a survey on our advances in the time-resolved probing and coherent vibrational control 
of the In/Si(111) surface. In particular, we discuss how coherent atomic motion can be harnessed 
to affect the efficiency and threshold of the phase transition. Starting from a description of the 
(8×2) and (4×1) equilibrium structures and key vibrational modes, we study the structural dy
namics following single-pulse optical excitation of the (8×2) phase. Our results highlight the 
ballistic order-parameter motion in the nonequilibrium transition as well as the impact of 
microscopic heterogeneity on the excitation and subsequent relaxation of the metastable photo- 
induced (4×1) phase. Furthermore, we discuss our results on the combination of ultrafast low- 
energy electron diffraction (ULEED) with optical pulse sequences to investigate the coherent 
control over the transition, mode-selective excitation and the location of the transition state.   

1. Introduction 

The properties of solids are governed by intricate interactions between multiple degrees of freedom, including charge, lattice, spin, 
orbital order, and topology. Correlations within and between these subsystems lead to emergent phenomena, such as (un-)conven
tional superconductivity [1–3], or correlated insulators [4,5]. Highlighting the subtle competition between different interactions in a 
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crystalline solid, structural phase transformations are among the most fascinating phenomena in condensed matter science: A small 
change in temperature or pressure may tilt the balance and result in a structural transformation that is accompanied by often drastic 
changes in a material’s physical properties. 

Emergent phases are frequently governed by electron–electron and electron–phonon interactions and are commonly facilitated by a 
reduced dimensionality [6,7]. The concomitant enhancement of correlations affects both electronic and vibrational states of materials 
and causes new collective excitations and ground states [5,8,9]. Arguably one of the most fascinating consequences of electro
n–phonon coupling in low-dimensional materials is the Peierls instability, which results in the formation of charge density waves 
(CDWs) [10–12]. Peierls [8] and Fröhlich [13] noted that at zero temperature, a one-dimensional, equally-spaced atomic chain with 
one electron per ion is unstable to a periodic distortion of the lattice. Their theoretical model only received more attention when quasi- 
one-dimensional systems came into focus, motivated by the search for high-Tc superconductors [12]. Instead of hosting a super
conducting state, some of these systems, specifically those exhibiting partially filled bands, underwent a metal–insulator transition 
below a critical temperature Tc, accompanied by pronounced structural changes, as predicted by Peierls and Fröhlich. Since their 
discovery, CDWs are among the most frequently investigated phenomena in solids, with examples in simple metals [14], transition- 
metal dichalcogenides [15,16] or bronzes [17,18], rare earth tellurides [19–21] as well as organic linear chain compounds [22]. 

The specific correlations defining the phases and transitions of a material are often difficult to disentangle in equilibrium. 
Therefore, sophisticated methods in ultrafast spectroscopy [23,24], diffraction [25–28], and imaging [29–31] have been developed to 
trace out the strengths and hierarchies of couplings in the time domain. Pump-probe techniques using electron or photon probe pulses 
across the spectrum have been successful in resolving the nonequilibrium evolution of structural [32–34], electronic [35–37] or spin 
dynamics [38–40] in materials systems promoted into highly excited states. These approaches have targeted the study of various light- 
induced structural phase transitions involving CDWs, aiming at the elucidation of, for example, electronic and structural origins of 
particular transitions [15,34,36,41]. Beyond resolving the speed of a particular known transformation, such studies have uncovered 
the creation of novel metastable and transient states, which are inaccessible under equilibrium conditions [42–44]. Moreover, growing 
abilities to follow and control the dynamic state of materials give rise to fundamental questions on structural transformations driven far 
from equilibrium (see Fig. 1). In the following, we highlight a select group of current overarching research questions: 

1) Coupling to the three-dimensional environment. Although correlated phenomena are particularly pronounced in low di
mensions, coupling to the three-dimensional environment is inevitable. For example, the Peierls transition is forbidden in a strictly 
one-dimensional system where fluctuations prevent the formation of a long-range order [10,45]. However, the transition can still 
occur if there is a strong enough coupling to the higher-dimensional environment. Electron diffraction studies have highlighted the 
role of dimensional crossovers in such systems [46]. In this context, relevant questions concern strategies to characterize and 
potentially tailor the effective dimensionality of materials.  

2) Novel and functional metastable states. Nonequilibrium excitations of the electronic and structural degrees of freedom induce a 
dynamical evolution of a materials system, which may result in its metastable or permanent transformation. The final state of such a 
nonequilibrium trajectory may or may not correspond to an equilibrium phase. Specifically, it has been shown that ultrashort laser 
or electric current pulses can produce “hidden” metastable states [42–44] with physical properties drastically deviating from the 
corresponding equilibrium phase. The search for such phases and the conditions to prepare them holds promise for fundamental 
insights and new functionalities. 

Fig. 1. Structural transformations far from equilibrium. Owing to its quasi-one-dimensional nature, its first-order metal–insulator transition, and the 
strong coupling of the corresponding key phonon modes to electronic excitations, the In/Si(111) surface represents a model system for essential 
aspects of nonequilibrium dynamics in solids. These include the coupling between low-dimensional systems and their higher-dimensional envi
ronment, metastability, microscopic heterogeneity, coherent vibrational motion and the location of transition states. 
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3) Role of microscopic heterogeneity. The functionality of materials and surfaces in particular is often defined by microscopic 
heterogeneity. Phase coexistence and phase boundaries, interfaces as well as adsorbates and other defects alter the local electronic 
and lattice structure and thus the emergence of correlated phases [29,47,48]. There is a particular challenge in both modeling as 
well as experimentally investigating the influence of heterogeneity in phase transformations.  

4) Kinetic energy and vibrational coherence in phase transitions. Structural phase transitions involve the rearrangement of 
nuclear coordinates and a change in structural symmetries. Peierls insulators exhibit amplitude modes along the displacement 
between the structures of the high-symmetry and broken-symmetry phases [10,49,50]. A number of studies indicates that a 
coherent excitation of amplitude modes governs the barrier and dynamics of phase transformations [51–53]. More generally, the 
question is to what degree directed kinetic energy in specific modes can be harnessed to control the efficiencies and pathways of 
solid-state phase transitions.  

5) Location of transition states. The notion of transition states is ubiquitous in the study of molecular transformations, denoting the 
highest-energy configuration along the reaction path. The influence of vibrational excitation on a transition is strongly affected by 
the location of the transition state, as expressed in the Polanyi rules [54]. Also condensed-matter systems that undergo a trans
formation along particular collective coordinates may exhibit well-defined transition states. Their study will yield a fundamental 
understanding of the multidimensional energy landscape and will provide strategies for energy-efficient functional control. 

The above represents a challenging, albeit incomplete, list of exciting research directions to which ultrafast measurement tech
nology can provide meaningful solutions. Over the past years, a number of model systems have emerged, which enable a compre
hensive investigation of these complex problems by a variety of experimental techniques. Atomic indium wires on a silicon (111) 
surface (hereafter referred to as ‘In/Si(111)’) represent a particularly interesting low-dimensional system, in which many of the above 
phenomena can be addressed. This review aims at an introduction of the basic properties of the system, an overview of previous work, 
and a discussion of some of the developments in the field, with an emphasis on structural dynamics. We begin with a description of the 
elementary structural properties and their appearance in low-energy electron diffraction (LEED) and other techniques (Sec. 2). 

2. Atomic indium wires on silicon 

2.1. Peierls transition and overview of the sample system 

Quasi-one-dimensional systems are particularly promising candidates for electron–phonon-correlated CDW formation, as their 
real-space anisotropy typically translates into a highly anisotropic electronic band structure. The corresponding Fermi surface exhibits 
large parallel-running sections facilitating phonon-mediated electron-hole pairing over the entire Brillouin zone. In the simplest case of 
a linear atomic chain with real-space lattice constant a, each atom contributes a single electron, forming a quasi-free 1D electron gas. 
Since each electronic state can be filled with two electrons of opposite spin, this corresponds to a half-filled band. Introducing a lattice 
distortion with periodicity 2a leads to energetically degenerate states at wavenumbers k = ±kF = ±π/2a. For T < Tc, the coupling of 
electrons and holes (with opposite spins) removes this degeneracy via the formation of electronic band gaps around the Fermi energy 
EF, i.e., a lowering (lifting) of (un-)occupied states. This reduces the electronic contribution to the total energy and thus stabilizes the 
new phase. The opening of band gaps breaks the discrete translational symmetry of the system, which manifests itself in a periodic 

Fig. 2. Overview of the first-order transition between the metallic (4×1) (top) and insulating (8×2) (bottom) phase in atomic indium wires on Si 
(111). a, Low-energy-electron diffraction (LEED) pattern of the (4×1)-reconstructed surface, recorded with 130 eV electron pulses recorded at room 
temperature (T = 300 K) in our ULEED setup. b, LEED pattern of the (8×2)-reconstructed surface recorded at T = 60 K. The doubling of the unit cell 
both perpendicular and parallel to the indium wires leads to additional diffraction spots (8×) and streaks (×2). c,d, structure models of the (4×1) 
and (8×2) phase, featuring characteristic double chains or hexagons, respectively. Note that only a quarter of the (8×2) unit cell is shown in d. e,f, 
Real space topographies of indium wires recorded above (e) and below (f) Tc = 125 K. Adapted with permission from Ref. [115]. © 2004 by the 
American Physical Society. g,h, ARPES spectra recorded above (g) and below (h) Tc. Electronic bands have been calculated using density functional 
theory and are depicted in red and violet. Adapted from Ref. [63] with permission from AAAS. i,j, Schematics of the equilibrium and optically- 
excited nonequilibrium transition. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.) 
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modulation of the charge density ρ(r) at a wavelength λ0 = π/kF = 2a and with long-range order. Herein, the coupling of electrons and 
holes across the Brillouin zone is enabled by phonons with wave vector q = 2kF connecting opposite sections of the Fermi surface. This 
process is commonly referred to as Fermi surface nesting. At the same time, the phonons soften in frequency because of the strong 
electron–phonon correlations. As the phonon frequency ωq → 0, the mode becomes macroscopically occupied, and a static periodic 
lattice distortion (PLD) with periodicity λ0 is formed. However, this is at the expense of an increase in Coulomb repulsion between the 
ionic cores. Hence, the CDW transition is governed by the delicate balance between electronic and elastic energy [10,15]. 

Prominent materials exhibiting such a mechanism are organic linear chain compounds [22] or transition-metal bronzes [17,18]. In 
this review, we focus on the model system of quasi-one-dimensional self-assembled atomic indium wires on the (111) surface of silicon 
[55,56]. Fig. 2 provides an overview of the In/Si(111) surface system. Most importantly, approaching the critical temperature Tc, a 
Peierls-like structural phase transition transforms the surface between a metallic high-symmetry (Fig. 2a,c,e,g) and an insulating 
broken-symmetry phase (Fig. 2b,d,f,h) [55,57]. The stark structural and electronic changes within the atomic wires leave their sig
natures in diffraction [58,59], scanning tunneling microscopy (STM) [55,60,61] or angle-resolved photoemission spectroscopy 
(ARPES) [57,62], respectively (see Fig. 2a-h). Whereas the temperature-driven transition (Fig. 2i) is interesting in itself, e.g., because 
of its first-order nature that is hard to reconcile with a simple Peierls picture, the observation of nonequilibrium electronic [63–66] and 
structural [43,51,52,67,68] dynamics following ultrafast optical excitation (Fig. 2j) have enabled a number of fascinating conceptual 
insights, which we will discuss in the following. 

2.2. The metallic (4×1) phase 

As a substrate for the growth of the atomic indium wires, the (7×7)-reconstructed (111) surface of silicon is used. Single-crystalline 
silicon (Si) crystallizes in the diamond cubic crystal structure with a lattice constant a = 5.43 Å and an indirect electronic band gap of 
Egap = 1.1685 eV at 60 K [69]. Freshly cleaved Si crystals typically exhibit a (2×1) surface reconstruction and need to be heated to 
temperatures T > 850 ◦C to overcome the energy barrier towards the (7×7) structure by means of thermal fluctuations. 

The Si(111)(7×7) surface exhibits a variety of surface reconstructions caused by chemisorption of metal atoms, e.g., aluminum (Al) 
[70], lead (Pb) [71], gold (Au) [72,73], or indium (In) [70]. Herein, the making of chemical bonds between atoms of the topmost 
substrate layers and the metallic adatoms leads to strongly altered electronic [74–76], structural [56,70], or magnetic [46,77] 
properties compared with the corresponding pristine surfaces. Of particular interest is the self-assembly of quasi-one-dimensional 
metallic nanowires on different crystal faces of silicon, prominent examples being Pb on Si(557) [74], Ag on Si(557) [78], Sn on Si 
(557) [79], or Au on Si(553) [46,77]. Here, we focus on the most extensively studied of these atomic wire systems, namely, indium on 

Fig. 3. Atomic structure of the (4×1) phase of indium on Si(111). a, Three-dimensional model of the In-induced (4×1) surface reconstruction. The 
In atoms arrange in pairs of parallel zigzag chains separated by single rows of Si atoms. Red, indium; gray, silicon. b, Structure model of the (4×1) 
phase. Black rectangle, unit cell. c, LEED pattern of the (4×1) structure recorded at room temperature with 130 eV electron pulses. Taken from 
Ref. [51]. d, Surface Brillouin zone (SBZ) of the (4×1) phase. Arrows on the left indicate orientation relative to the atomic chains. Hexagonal SBZ of 
the Si substrate shown in black. e, STM topography recorded at Ubias = -0.15 V and I = 20 pA; T = 135 K Adapted with permission from Ref. [115]. © 
2004 by the American Physical Society. f, Selected regions and line-out from the LEED pattern (see black rectangle in c). Taken from Ref. [51]. (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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Si(111). Morrison and Lander were the first to systematically investigate indium-induced reconstructions of the Si(111) surface using 
LEED [70], followed by Kawaji et al. [80] and Baba et al. [81], who completed and refined the phase diagram (see also Fig. 6a) by 
performing reflection high-energy electron diffraction (RHEED) measurements during growth of the indium layer at variable tem
perature. These initial studies of the surface yielded a cascade of surface reconstructions with increasing indium coverage and at 
substrate temperatures between 400 ◦C and 550 ◦C: a (√3×√3)R30◦ structure for coverages c < 0.5 ML, a (√31×√31)R9◦ structure 
for 0.4 ML < c < 0.7 ML, a (4×1) structure for 0.5 ML < c < 1 ML, and a (√7×√3)R9◦ structure for c > 0.8 ML (Fig. 6a). However, the 
Si(111)(4×1)-In surface has received special attention due to its microscopic structure, i.e., the formation of atomic quasi-one- 
dimensional metallic wires. 

As mentioned above, the Si(111)(4×1)-In surface represents a model system for a various relevant issues in solid-state physics, 
among others, electronic and thermal transport in low-dimensional systems [82–84], phase transitions [55,59,85,86], as well as 
fluctuations [60,87], and the role of microscopic heterogeneity [48,60,61,88,89]. To this end, the (4×1) phase has been examined by a 
large number of different experimental methods, including LEED [59,70,90], I(V)-LEED [91], RHEED [67,83,92], reflective high- 
energy positron diffraction (RHEPD) [93], X-ray diffraction (XRD) [94], angle-resolved photoemission spectroscopy (ARPES) 
[57,62–66,75], Core-level PES [95], Auger-electron spectroscopy (AES) [92], electron energy loss spectroscopy (EELS) [96], reflec
tance anisotropy spectroscopy (RAS) [97–100], Raman spectroscopy [99,101,102], electrical transport measurements [83,84], STM 
[48,88,103–106], density functional theory (DFT) [97,107,108], and other theoretical approaches [86]. The system is a prime example 
of how the continuous development and advancement of novel methodologies in theory and experiment can contribute to a better 
understanding of processes in complex materials. In a sense, the system has always served as a benchmark for new techniques in the 
field of surface science since its discovery more than 50 years ago. With respect to the study of its nonequilibrium dynamics by cutting 
edge time-resolved techniques such as time-resolved ARPES (trARPES) [63–66] or ultrafast electron diffraction (UED) 
[43,51,52,67,68,109], this remains true today. 

The quasi-one-dimensional structure of the (4×1) phase was recognized early by Cornelison et al. [110], Nakamura et al. [92], 
Saranin et al. [111,112], Pedreschi et al. [97] and Bunk et al. [94]. The structure model, widely accepted today, features double 
“zigzag” chains of indium atoms running along the [110], [011], and [101] directions of the Si(111) substrate. Indium double chains, 
in turn, are separated by single zigzag rows of silicon atoms (see Fig. 3b). Lower-lying layers of the substrate, on the other hand, remain 
largely unreconstructed [82], but may act as a charge reservoir [86,89,113,114]. Containing four indium and two silicon atoms, the 
(4×1) unit cell exhibits a two-fold rotation, a mirror as well as a glide plane, thus belonging to the “pmg” 2D space group [101] (see 
also Fig. 3b and d). The zigzag structure model agrees well with real-space topographies recorded by STM [55,103,115] (Fig. 3e) and 
the results of DFT calculations [116]. 

In LEED, the formation of the Si(111)(4×1)-In structure is accompanied by characteristic modifications of the initial diffraction 
pattern of the pristine Si(111) surface. Fig. 3c shows a LEED image of the (4×1)-reconstructed surface recorded with 130-eV electron 
pulses at T = 298 K in our ULEED setup. The quadrupling of the unit cell perpendicular to the chain direction leads to three additional 
spots between the Bragg spots of the Si substrate along [112], [121], and [211] directions. The existence of a three-fold instead of a 
two-fold rotation symmetry in the diffraction pattern stems from the use of precision-oriented Si(111) substrates with a tolerance of the 
cut angle of less than 0.1◦. Such silicon wafers allow for the growth of indium chains along each of the three crystallographic directions 
connected by mutual rotations of 120◦. As the electron spot diameter on the sample surface is significantly larger than the average size 
of the orientational domains, the LEED pattern represents an average over the three possible domain states. In this context, Stevens 
et al. [104] and Pedreschi et al. [97] investigated the growth of the (4×1) phase on vicinal surfaces, misaligned by up to 4◦ along, e.g., 
the [112] direction. Here, the surface exhibits a high density of parallel-running atomic terraces that facilitate the growth of single- 
domain indium nanowires along the [110] direction. 

Although this review is mainly concerned with the structural dynamics in the In/Si(111) system, due to the strong coupling of 
electronic and structural degrees of freedom, many static and dynamic aspects can only be understood if the peculiarities of the 
electronic band structure are equally considered. For this reason, we provide a brief overview of the electronic structure of the (4×1)- 
reconstructed surface, whose highly anisotropic electronic band structure reflects the quasi-one-dimensional character of the atomic 
indium wires. ARPES has proven an ideal experimental tool to study the electronic properties of the system in and out of equilibrium. 
Summarizing previous results, the band structure of the (4×1) phase hosts three metallic bands m1, m2 and m3 with nearly free- 
electron-like dispersion along the chain direction (Γ-X or k‖, see Fig. 2e) and little to almost no dispersion perpendicular to the 
chains [57,62,75,117] (Γ-Y or k⟂). In this respect, the system can be described by a multiband Peierls model. The anisotropy of the 
band structure also has a measurable impact on the macroscopic surface conductance, as evidenced by transport measurements along 
and perpendicular to the chain direction [84]. Concerning the individual metallic bands, m1 exhibits a filling factor of η = 0.11 and 
crosses the Fermi energy EF at k‖ = 0.75 Å− 1, forming a small electron pocket around the K point [57]. The m2 band (η = 0.38) crosses 
EF at k‖ = 0.54 Å− 1 and shows a somewhat weaker dispersion in Γ-Y direction. Remarkably, the m3 band is exactly half-filled (η = 0.50) 
and crosses EF at k‖ = kF = 0.41 Å− 1. In addition, this band exhibits no significant dispersion along Γ-Y, and therefore fulfills the 
necessary condition for Fermi-surface nesting, i.e., half-filled bands with large parallel sections of the Fermi surface. 

2.3. The insulating (8×2) phase 

The close resemblance of the electronic band structure of the (4×1)-reconstructed surface to the metallic state of a one-dimensional 
Peierls model already suggests that below a certain critical temperature Tc, the structure is unstable to a dimerization and, thus, a 
spontaneous transition into a new, symmetry-broken ground state. Therefore, it may not be surprising that in 1999, Yeom et al. [55] 
reported a reversible metal–insulator phase transition of the Si(111)(4×1)-In surface to a (4×"2"), or later, (8×2) phase for 
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temperatures below Tc = 125 K. Despite the clear signature of the phase transition in a number of experiments with different ob
servables, it took more than ten years to develop both a robust structure model for the low-temperature phase as well as a compre
hensive understanding of the mechanism and driving forces for the transition. Because of the intertwined nature of electronic and 
lattice subsystems, the problem could only be solved by a combination of several experimental techniques with complementary 
sensitivities and a close collaboration between theory and experiment. 

The result of this process, i.e., the widely-accepted structure model for the low-temperature Si(111)(8×2)-In phase, is summarized 
in Fig. 4a and b. Below Tc, the indium atoms within the wires rearrange in a hexagonal bonding motif. While the formation of hexagons 
leads to a doubling of the unit cell along the wires, strong correlations between the internal structures of neighboring wires, i.e., an 
anti-phase arrangement of hexagons, cause the unit cell to double in the perpendicular direction. The transition to this new structural 
configuration involves two characteristic types of changes. First, a Peierls-like dimerization of the outer indium rows, corresponding to 
the weakening/strengthening of In-In bonds in alternating order. Second, a mutual shearing of neighboring zigzag chains, reflected in 
the modification of bonds between the two inner indium rows. DFT calculations predict the hexagon model to be semiconducting with 
no bands crossing the Fermi level [85,118,119], as is confirmed by ARPES measurements on the Si(111)(8×2)-In surface (see also 
Fig. 2h). Moreover, the hexagon model is consistent with the characteristic signature of the low-temperature phase in STM topography 
measurements (see Fig. 4e). 

The LEED pattern of the Si(111)(8×2)-In phase shows seven additional spots between the Bragg peaks, reflecting the strong wire-to- 
wire correlation in the direction perpendicular to the wires in agreement with X-ray diffraction [58] and RHEED [43,59,67,83] (see 
Fig. 4c). Moreover, the two-fold streaks, first noted by Yeom et al. [55], are clearly visible. These streaks result from correlations of 
different strengths between neighboring (4×2) wires along or perpendicular to the wire direction [58]. To understand this, we first 
note that the (4×1) and (8×2) reconstructions are both commensurate with respect to the silicon substrate. Hence, for the (8×2) 
structure, there exist two possible mutual arrangements of hexagons in neighboring wires, namely ‘in-phase’ and ‘out-of-phase’. 
Within a single (4×2) wire, the correlation of the (×2) surface elementary cells along the chains is strong, causing sharp (×2) features 
along the corresponding direction in LEED (i.e., horizontal in Fig. 4c). For adjacent (4×2) wires, however, the two possible relative 
phases between the (×2) elementary cells significantly reduce the correlation perpendicular to the wires, which in turn leads to the 
smearing of the (8×) LEED spots in the corresponding direction (i.e., vertical in Fig. 4c) and thus to the formation of streaks. In 
contrast, the sharp (8×) first-order spots indicate very strong correlations perpendicular to the wire direction, that is, a well-developed 
(8×) superstructure [58]. Containing 16 indium and eight silicon atoms, the (8×2) unit cell exhibits only a glide plane, and is therefore 
classified as a “pg” 2D space group [101] (see also Fig. 4b,d). 

As mentioned above, a comprehensive model of the In/Si(111) system has to describe not only the atomic structure of the low- 

Fig. 4. Atomic structure of the (8×2) phase of indium on Si(111). a, Three-dimensional model of the In-induced (8×2) surface reconstruction. The 
In atoms arrange in hexagons separated by single rows of Si atoms. Violet, indium; gray, silicon. b, Structure model of the (8×2) phase. Black 
rectangle, unit cell. c, LEED pattern of the (8×2) structure recorded at T = 60 K with 130 eV electron pulses. Taken from Ref. [51]. d, Surface 
Brillouin zone (SBZ) of the (8×2) phase (violet) and the (4×1) phase (light red). Arrows on the left indicate orientation relative to the atomic chains. 
Hexagonal SBZ of the Si substrate shown in black. e, STM topography recorded at Ubias = -0.15 V and I = 20 pA; T = 78 K. Adapted with permission 
from Ref. [115]. © 2004 by the American Physical Society. f, Selected regions and line-out from the LEED pattern in c (see black rectangle). Taken 
from Ref. [51]. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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temperature phase, but also its electronic structure and the phase transition. Therefore, the following paragraph will elucidate the 
electronic band structure of the (8×2) phase. Mirroring the structural modifications, the electronic band structure of the Si(111)(4×1)- 
In surface also changes drastically across the phase transition at Tc. As a main observation, the system undergoes a metal–insulator 
transition, as the three relevant metallic bands of the (4×1) phase no longer cross the Fermi level at any point of the Brillouin zone 
[57,62]. This may seem surprising, given that only the m3 band meets the conditions for Fermi-surface nesting. However, a 
temperature-dependent upshift of the m1 band (filling factor η = 0.12) above EF and the resulting charge transfer to m2 (η = 0.38) 
leaves this band half-filled (η* = 0.38 + 0.12 = 0.50) with k(EF) ≈ kF [57]. Just like the atomic lattice, the low-temperature electronic 
band structure exhibits a doubled periodicity both along and perpendicular to the chain direction (Γ-X, or Γ-Y direction, respectively), 
as evidenced by Fermi-contour measurements [57,62]. It further shows two characteristic band gaps around the Γ(8×2) point (ΔEg,Γ ≈

1.0 eV), and the X(8×2) point (ΔEg,X ≈ 0.3 eV) both of which are smaller than the band gap of the Si substrate (ΔEg,Si(60 K) = 1.1685 
eV). While the opening of the band gap at kF might be interpreted as a multi-band Peierls transition, the necessary interband and 
intraband charge transfer cannot be explained in this picture and thus points to an additional, supporting mechanism. Hence, the 
question remains how the interaction of structural and electronic degrees of freedom enables both the charge transfer around Γ and the 
gap opening around X, i.e., the metal–insulator transition. 

2.4. Decisive structural modes 

From the above considerations it is apparent that the (8×2)→(4×1) phase transition is governed by specific structural distortions of 
the initial (8×2) structure as well as modifications of the electronic band structure. Considering the eminent role of electron–phonon 
coupling in Peierls systems, it can be assumed that these characteristic changes occur in a cooperative manner, i.e., by means of 
electronic and lattice subsystems mutually influencing each other in the transition. For In/Si(111), this aspect has been studied in 
theory [85,86,119–126] and experiment [48,57,63]. Here, we aim to understand the transition from a lattice perspective first and 
begin by analyzing distortions transforming the high-symmetry (4×1) into the low-symmetry (8×2) structure. We will then continue 
by a more detailed review of lattice modes relevant for the (non–)equilibrium (8×2)→(4×1) transition. 

Despite the complex atomic displacement pattern connecting (4×1) and (8×2) phases, it has been shown that the transformation 
between high- and low-symmetry structures is realized by a small set of phonons of the initial phase [85,119,124,125]. Identification 
of these ‘key’ or ‘decisive’ phonons necessitates detailed insights into the surface vibrational modes of the indium monolayer. 
Combining high-resolution Raman spectroscopy with frozen phonon calculations in DFT, Fleischer et al. [102] and Speiser et al. [101] 
explored the vibrational properties of the (4×1) and (8×2) surfaces, identifying a large number of modes with wave numbers between 
10–90 cm− 1 (ħωph ≈ 1–11 meV), which is the relevant energy range for phonon modes related to the displacement of indium atoms. 
Almost all of these modes are substantially occupied at Tc and may therefore contribute to the phase transition, since their energy is 
smaller than kBTc = 10.7 meV. 

Density functional theory has been harnessed to identify modes that are associated with the transition. Specifically, Wippermann 
et al. [85] demonstrated that by breaking down the hexagonal structure into phonon eigenvectors of the (4×1) phase, a combination of 

Fig. 5. Shear and rotation modes of the (8×2) structure and their role in the (8×2)→(4×1) transition. a, (Top) Golden and pink arrows indicate the 
normalized eigenvectors of the antisymmetric shear and hexagon rotation phonon modes, respectively. Grey, silicon atoms; violet, indium atoms. 
(Bottom) Coupling of shear and rotation modes to states at the Γ (kx = 0/ax = 0.0 Å-1) and X (kx = π/ax ≈ 0.4 Å-1) points in the electronic band 
structure of the (8×2) phase. Band structure taken from Ref. [52]. b, Role of shear and rotational distortions in the phase transition. Black arrows 
indicate the direction of atomic motion corresponding to shear or rotation distortions. Note that while rotation and shear modes comprise the 
motion of almost all atoms within the unit cell, only particular motions of the In lattice have been highlighted. (For interpretation of the references 
to color in this figure legend, the reader is referred to the web version of this article.) 
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a soft shear mode and two degenerate rotation modes transforms the (4×1) structure into the (8×2) structure with an accuracy of 0.01 
Å average displacement per atom. This raises the question of how these modes are connected to changes in the electronic structure of 
the (4×1) phase as the temperature approaches Tc. The relationship between shear and rotation modes on the one hand, and the 
electronic band structure on the other hand, was investigated both theoretically and experimentally in the case of the (4×1)→(8×2) 
transition. Summarizing previous works, a comparison of the high- and low-temperature band structures reveals significant changes, 
particularly near the Γ(8×2) (X(4×1)) and the X(8×2) points. According to DFT, shear and rotation modes are intricately linked to 
electronic states in these regions of the Brillouin zone: a shear distortion of the indium chains elevates the m1 band around Γ(8×2) 
(X(4×1)) above the Fermi level and initiates the charge transfer to m2 [67]. At the same time, rotational motion causes the dimerization 
of the outer chain, resulting in the opening of a gap at X(8×2) (Fig. 5a, right). 

So far, we have discussed the transition from the (4×1) to the (8×2) phase, which occurs when the surface is cooled below Tc. In the 
next step, we consider the opposite scenario, namely the (8×2)→(4×1) transition that occurs when the low-temperature phase is 
heated or photo-excited. Similar to the (4×1)→(8×2) transition, specific vibrational modes play a crucial role in realizing this 
structural transition. However, the high- and low-temperature phases have different symmetries and exhibit distinct sets of structural 
modes, which have been identified through temperature-dependent Raman measurements [86,101,102]. The notable changes in the 
Raman spectra between the (4×1) and (8×2) phases are a result of the folding of edge modes of the (4×1) surface Brillouin zone (SBZ) 
to the Γ point of the (8×2) SBZ, alongside changes in phonon frequencies due to modifications of the atomic structure. Additionally, the 
doubling of the surface elementary cell along and perpendicular to the indium chains leads to an increase in the number of modes. 
Consequently, representing the ideal (4×1) structure using the eigenvectors of the (8×2) vibrational modes reveals two new key modes 
for the (8×2)→(4×1) transition: an antisymmetric shear mode at f = 0.55 THz (18.3 cm− 1, left side in Fig. 5a) and a hexagon rotation 
mode at f = 0.82 THz (27.4 cm− 1, right side in Fig. 5a) [67,101]. 

In the (8×2)→(4×1) transition, a displacement of the antisymmetric shear mode associated with electronic states around the Γ(8×2) 
point shifts the m1 band below EF (golden bands in Fig. 5a, bottom) [63,64]. This corresponds to a weakening of bonds between the 
inner indium rows. On the other hand, a rotational displacement closes the gap (m2, m3) at X(8×2), and thus lifts the dimerization of the 
outer indium rows (pink bands in Fig. 5a, bottom). An overview of the role of shear and rotation distortions in the (4×1)→(8×2) and 
(8×2)→(4×1) transitions is given in Fig. 5b. 

In addition to the microscopic mechanisms underlying the phase transition and the coupling of electron and phonons therein, the 
question of whether the transition is of first or second order was discussed intensively [59]. At the atomic level, STM provided un
ambiguous evidence for the coexistence of (4×1) and (8×2) phases well below Tc [48,60,61], pointing to the existence of a supercooled 
high-symmetry phase, and thus, to a first-order transition. Moreover, Raman studies [101,102] found distinct, yet similar sets of modes 
for both phases, indicative of a first-order scenario. A macroscopic signature of a first-order transition was found by Klasing et al. [59], 
who observed a robust hysteresis of 8.6 K for heating/cooling rates between 0.05 and 0.35 K s− 1 in temperature-dependent LEED 
measurements. Another argument is provided by the band structure changes described above. Specifically, in the (4×1)→(8×2) 
transition, the charge transfer between m1 and m2,3 bands and the resulting energy gain due to the formation of the Peierls gap at X(8×2) 
necessitates the uplifting of states around the Γ-point at the cost of electronic energy. This energy can be associated with the char
acteristic barrier that has to be overcome in a first-order phase transition. The energy barrier separating the (8×2) and (4×1) phases 
plays an integral role in the coherent control of the transition, which is discussed further below. 

3. Experimental aspects 

3.1. Sample preparation 

An experimental aspect that is perhaps underrepresented, or underappreciated, in the literature on the phase transition in atomic 
wires on silicon is the challenging preparation of the Si(111)(8×2)-In surface. For this reason, we discuss the essential steps in the 
preparation of samples for ULEED and OPP experiments in more detail. A fundamental issue in surface science is posed by adsorption of 
atoms or molecules from the residual gas, which can significantly alter the physical and chemical properties of a surface. In this respect, 
atomic indium wires on the Si(111) surface represent a particularly striking example. Specifically, as described in Refs. 
[61,83,89,114,127], different types of adsorbates or defects on the Si(111)(8×2)-In surface lead to distinct modifications of the 
surface, e.g., shifts of the critical temperature Tc of the transition [93], changes in the hysteresis width [90,127], alteration of the local 
barrier heights for the (8×2)↔(4×1) transition [48,51], or pinning of the high temperature (4×1) phase below Tc [93,127]. We note 
that these effects, which are typically treated as perturbation effects in spatially averaging studies, can be of great interest on an atomic 
scale, and they may drastically affect the lifetime of the laser-induced metastable state [43]. Moreover, as shown by scanning tunneling 
microscopy and spectroscopy [48], individual adatoms can significantly affect the spatial extensions of metal–insulator junctions. 

In ULEED, the low-temperature phase (8×2) and the optically excited transition into the metastable state (4×1) can be investigated 
over a period of several hours to a maximum of one day in a single experimental run, depending on the condition of the substrate and 
the background pressure. The main limiting factor is given by the adsorption of adatoms and molecules from the residual gas and the 
associated local pinning of the high-temperature structure below Tc. This effect significantly reduces the leverage of optical excitation 
in pump–probe measurements of the (8×2)→(4×1) transition and studies on the coherent control of the transition efficiency. A 
particularly strong contamination of the surface is observed after a temporary heating of the specimen, e.g., during thermal cycling 
between high and low temperature phases. This is due to the desorption of residual gas atoms from the cryo-manipulator during 
heating and the subsequent adsorption on the sample at lower temperatures. Therefore, to ensure the comparability of data measured 
in different runs of the experiment, sample preparation must always take place under identical conditions, i.e., in an ultra-high vacuum 
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environment at a typical base pressure p < 2 ⋅ 10-10 mbar. In addition, the composition of the residual gas in the UHV chamber is of 
particular importance. Even for identical preparation parameters, In/Si(111) surfaces prepared in two different setups are expected to 
differ in terms of their local atomic structure. Generally, when comparing, e.g., the observed thresholds and leverages of optical 
excitation for two distinct measurements, only data recorded on samples of approximately the same age should be considered. 

As for the preparation routine preceding ULEED experiments, Si(111)(8×2)-In surfaces were obtained by flash-annealing Si(111) 
wafers (3×11 mm; phosphorous doped; resistivity R = 0.6–2 Ω cm; tolerance of the cut angle < ± 0.1◦) at Tmax > 1250 ◦C via direct- 
current heating (DCH). We note that the doping of the silicon wafers can have a significant impact, e.g., on the transition temperature. 
Furthermore, using Si(111) substrates with a miscut of 2◦ along the [1 1–2] direction results in the presence of atomic terrasses with a 
mean width of (298 ± 8) nm, and thus facilitates the growth of large arrays of indium chains with a preferential orientation along the 
terrasses [68]. For such samples, ULEED patterns clearly show a dominating contribution of indium chains along the corresponding 
direction in momentum space. To be able to control the temperature T during the preparation process, a pyrometer (Optris CTvideo 
1MH) was used to measure the surface temperature of the wafer as a function of the current I. Fig. 6b shows the result of such a 
calibration measurement, which is typically performed on a fresh wafer. Based on this calibration, a clean Si(111)(7×7) reconstruction 
was prepared by pre-annealing the surface at TSi

anneal = 900 ◦C, flashing for 5 s at temperatures Tmax > 1250 ◦C, and subsequent post- 
annealing at 900 ◦C (typically three cycles, see Fig. 6c). The maximum pressure during flashing was kept below pmax = 2⋅10-9 mbar. 
Depending on the vacuum setup, this can only be achieved by outgassing samples at elevated temperatures T > TSi

anneal beforehand, or 
after multiple flash-anneal cycles, while the manipulator is cooled to prevent heating and outgassing of the sample environment. 
Silicon substrates can usally be used several times to prepare the Si(111)(4×1) surface. However, there are aging effects. In the case of 
insufficient background pressure levels or flash temperatures during preparation, the formation of SiC and SiO2 results in extremely 
rough surfaces with a hazy optical appearance may form over time. 

The indium nanowire arrays were grown by evaporating 1.2 monolayers (ML) of indium at a rate of about 8 ⋅ 10-3 ML/s onto the Si 
(111)(7×7) surface reconstruction at room temperature (see also the phase diagram in Fig. 6a). The Si(111)(4×1)-In surface is then 
prepared by subsequent annealing at TIn

anneal = 500 ◦C for 300 s using DCH (see Fig. 3c). It should be noted that the Si(111)(4×1)-In 
surface can also be prepared in a single step, i.e., by deposition of indium while the sample is held at the annealing temperature 
[70,109]. After inspection of the freshly prepared surface in our ULEED setup, the samples were immediately cooled down to a base 
temperature of T < 60 K using an integrated continuous-flow helium cryostat. The phase transition between the high-temperature 
(4×1) and the low-temperature (8×2) phases was consistently observed at 125 K, which indicates a relatively low initial density of 
adsorbates on the pristine Si(111)(4×1)-In surface. 

3.2. Ultrafast low-energy electron diffraction (ULEED) 

Low-energy electron diffraction (LEED), with its ability to investigate the formation of long-range structural order and determine 
the atomic structure of crystalline surfaces with sub-Ångstrom resolution, has become an indispensable tool of surface science 
[128,129]. The ultimate surface sensitivity of LEED stems from the extremely short inelastic mean free path of electrons with kinetic 
energies between 20 and a few hundred electron volts (see Fig. 7b). In this energy range, only those electrons scattered within the 
topmost atomic layers of a solid exhibit a non-vanishing probability for purely elastic scattering and can thus interfere coherently to 
form sharp features, i.e., diffraction spots or streaks, in the LEED pattern. 

Generally, LEED represents an ideal complement to bulk-sensitive structural probes based on the interaction of electrons or light 
with matter, such as transmission electron microscopy (TEM) [130] or X-ray diffraction (XRD). Many of these techniques were suc
cessfully combined with stroboscopic illumination schemes to facilitate the observation of ultrafast structural dynamics in the bulk by 
means of pump–probe experiments [33,131,132]. However, despite major achievements in the development of time-resolved 
reflection high-energy electron diffraction (trRHEED) [43,67,68,109] for the investigation of surface structural dynamics, an 

Fig. 6. Preparation of Si(111)(4×1)-In and Si(111)(8×2)-In surfaces. a, Phase diagram of indium-induced reconstructions of the Si(111) surface as a 
function of indium coverage and substrate temperature. Adapted from Ref. [80]. b, Substrate temperature recorded by a pyrometer as a function of 
the current applied in DCH. Inset: Typical sample holder used in experiments. c, Flash-anneal cycles used to prepare a clean Si(111)(7×7) surface. 
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ultrafast implementation of LEED (ULEED) remained highly desirable but elusive. 
The main reason for this is the dispersion-induced broadening of electron pulses in space and time during the propagation between 

the electron source and the sample surface (see Fig. 7a) [133]. Typically, electron bunches for diffraction and imaging are generated by 
ultrashort light pulses triggering a photocathode. The photoemission process endows the electron pulses with a finite energy distri
bution which results in a propagation-induced shearing of the phase space density. A projection on the time axis (in the rest frame of 
the electron pulse) highlights the resulting temporal broadening that limits the temporal resolution of the experiment. This effect is 
particularly severe for low-energy electron pulses, as the pulse duration Δt increases as a function of the propagation time, which is 
significantly longer in a standard LEED setup compared with a TEM. Coulomb repulsion, on the other hand, being the limiting factor 
for many electron diffraction experiments [134], is minimized in ULEED by limiting the average number of electrons per pulse to n ≈ 1. 
The most straightforward strategy to limit the effect of dispersion-induced broadening is to reduce the propagation distance between 
the electron source and the sample. Fig. 7d shows energy-dependent electron pulse durations calculated for two exemplary propa
gation distances (15 mm and 2 mm). For 100 eV electrons, the difference in temporal resolution amounts to one order of magnitude 
(20 ps or 2 ps, respectively). At the same time, since electrons are recorded in a back-scattering geometry, the finite size of the LEED 
gun and its shadow on the detector pose a significant challenge for the experimental implementation of ULEED (see Fig. 7c). More 
specifically, smaller working distances require miniaturized laser-triggered LEED guns to ensure a sufficiently large fraction of the 
detector area can be used to record the diffraction pattern. 

Enabled by the development of two miniaturized, laser-triggered LEED gun designs [133,135] (Fig. 7f,g), we have realized ULEED 
in an optical-pump/electron-probe scheme with down to 1-ps temporal resolution for the investigation of structural dynamics at 
surfaces [51,52,135–138]. To this end, electron pulses are generated by illuminating a tungsten needle emitter with an apex radius of 
few tens of nanometers with femtosecond laser pulses (central wavelength 400 nm, pulse duration 45 fs, pulse energy < 20 nJ) at 
repetition rates of up to 100 kHz. The electron beam is subsequently accelerated and collimated by four metal electrodes functioning as 
a suppressor-extractor unit, and an electrostatic einzel lens to probe the momentary state of the sample surface. The millimeter-sized 
gun (Fig. 7g) is based on precision machined, cup-shaped electrodes, polyimide (Kapton) rings for insulation, and a flexible printed 
circuit board. It delivers electron pulses with a minimum duration of Δtmm = 16 ps at a working distance of a few millimeters and a 
momentum resolution of σk

mm = 0.030 A-1 corresponding to a transfer width of wmm = 21 nm. The micrometer-sized gun, on the other 
hand, is fabricated by focused ion beam milling in combination with electron beam lithography [133] and allows for gun-sample 

Fig. 7. Principles and technical realization of ultrafast low-energy electron diffraction. a, Schematic of the dispersion-induced electron pulse 
broadening during propagation between photocathode and sample surface. b, Energy-dependent electron mean free path in solids with a minimum 
between 20 eV and 150 eV. c, Electron gun shadow on the micro-channel plate detector for two distances micrometer-sized gun and sample. d, 
Calculated electron pulse durations at the sample surface as a function of electron kinetic energy shown for two gun-sample distances. e, Experi
mental ULEED setup with millimeter- and micrometer-sized gun. f, Scanning electron micrograph of the micrometer-sized gun. g, Optical micro
scope image of the millimeter-sized gun. 
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distances of the order of 100 µm. In this configuration, the gun provides a temporal resolution of Δtµm = 1 ps and a momentum 
resolution of σk

µm = 0.067 A-1 (wµm = 9 nm). 
For the optical excitation of the surface, ultrashort optical pulses from the output of the laser amplifier, a noncollinear optical 

parametric amplifier (NOPA), and/or a collinear OPA are guided onto a motorized delay stage for precise timing of the sample 
excitation relative to the electron probe pulse and are subsequently focused onto the sample. Optical pulse sequences are either created 
by combining the different outputs of the laser system via dichroic mirrors or in a Michelson interferometer inserted into the beam 
path. In a prototypical ULEED measurement, backscattered electrons from the surface are amplified and recorded by a combination of 
a chevron microchannel plate, a phosphor screen and a cooled sCMOS (scientific complementary metal–oxide–semiconductor) camera 
for selected pump–probe delays. Integration times are of the order of tint = 20 s per frame in time-resolved experiments. 

The capabilities of ULEED have so far been demonstrated in studies on the dynamics of polymer chains on graphene [136], 
nonequilibrium heat-transfer of physisorbed molecular layers [138], µm-scale surface reconstructions [139], as well as ultrafast dy
namics in charge density waves [51,52,135,137]. In the present contribution, we focus on the structural dynamics in atomic indium 
wires on the (111) surface of silicon to demonstrate the advances in ULEED, enabling novel insights on nonequilibrium structural phase 
transitions and their all-optical control. 

4. Ultrafast probing of the (8£2)→(4£1) transition 

4.1. Time-domain signatures of the transition 

The electronic and structural dynamics following single-pulse optical excitation of the Si(111)(8×2)-In surface in the near-infrared 
regime have been investigated in a series of trARPES [63–66] and trRHEED [43,46,67,109] experiments. From a band-structure 
perspective, ultrafast optical excitation of the atomic wire system transiently populates conduction band states across the entire 
Brillouin zone and creates localized photoholes at the X-point [63–65]. The resulting redistribution of charge density in real space (for 
details, see Fig. 10) subsequently initiates nuclear motion according to the displacement patterns of shear and rotation modes (see 
Fig. 5a). Strong and exclusive coupling of electronic excitations to these phonons enables the transition into the metastable (4×1) 
phase in the limit of directed or ‘ballistic’ atomic motion and without raising the overall lattice temperature above Tc [51,67,109]. This 
is in stark contrast to a number of other light-driven transitions in charge density wave materials that are driven by a transient 
excitation of multiple structural modes, many of which do not play an active role in the transition. 

In this context, ULEED allows us to investigate the structural dynamics underlying the optically-induced (8×2)→(4×1) transition 
with unprecedented sensitivity. For this, the Si(111)(8×2)-In surface at T = 60 K is illuminated by femtosecond light pulses (photon 
energy ħω = 1.20 eV) at a repetition rate of frep = 100 kHz. The diffraction pattern is recorded as a function of the delay Δtp-el between 
optical excitation and the electron pulses (Ekin = 80–130 eV), probing the momentary surface structure. Fig. 8a presents LEED patterns 
recorded before (Δtp-el < -80 ps) and after (Δtp-el >+75 ps) time-zero (Δtp-el = 0). The pump-induced changes in the diffraction pattern 
are apparent from the difference image in Fig. 8b, which is generated by subtracting images recorded before and after the arrival of the 

Fig. 8. Optically-induced nonequilibrium transition between (8×2) and (4×1) structures observed by ULEED. a, LEED images recorded before and 
after excitation by single femtosecond light pulses (incident fluence F = 1.7 mJ cm− 2). b, Difference image obtained by subtracting images in a. 
White area, electron gun shadow. c, Delay-dependent intensities of (top to bottom) (4×1) and (8×2) diffraction spots, (×2) diffraction streaks and 
the inelastic background signal. d, Comparison of delay-dependent intensities of (4×1) (top) and (8×2) (bottom) diffraction spots extracted from 
measurements with the millimeter-sized gun (light red/light violet circles) or the micrometer-sized gun (red/violet rectangles), respectively. The 
datasets have been normalized to minimum/maximum intensity to facilitate comparison. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.) 
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pump pulse at the surface. We identify three main features linked to the structural phase transition: (1) Fourfold spots which are 
present in both the (4×1) and the (8×2) LEED pattern show an increase in intensity due to changes in the structure factor [115]. (2) 
The eightfold spots and twofold streaks of the (8×2) structure are suppressed, as they are linked to hexagon/CDW formation and unit- 
cell doubling in the broken-symmetry state. More specifically, the transition into the high-symmetry (4×1) state and the melting of the 
CDW modify the structure factor, which is reflected in the diffraction pattern. (3) The diffuse background level increases due to the 
excitation of phonons of the indium monolayer and the subsequent transfer of energy to a manifold of low-lying structural modes of the 
substrate via phonon–phonon coupling, resulting in a diffuse intensity distribution in k-space. 

Next, we analyze the temporal evolution of these different features as a function of the pump–probe delay. To this end, at each delay 
step, we sum up the background-corrected raw intensities in the diffraction pattern within areas of interest around (4×1) and (8×2) 
spots, (8×2) streaks, as well as regions dominated by the diffuse background signal (details on data analysis can be found in Ref. [51]). 
Exemplary traces of each feature, recorded in experiments with the millimeter-sized electron gun, are shown in Fig. 8c as a function of 
Δtp-el. Within the temporal resolution of our experiments, we find a mirror-like enhancement/suppression of (4×1)/(8×2) spot in
tensities and a subsequent relaxation to their initial values on a few-nanosecond timescale. This behavior not only reflects the 
metastability of the photo-excited (4×1) state, but also the first-order character of the (4×1)↔(8×2) transition for which ground state 
recovery is expected to occur via nucleation and growth of (8×2) domains at a fixed velocity vrec along the chain direction [43,68]. The 
relative changes to the (4×1) and (8×2) intensities observed in the nonequilibrium transition are in qualitative agreement with static 
LEED and SPA-LEED measurements [127]. 

Furthermore, ULEED experiments on the ultrafast phase transition employing the micrometer-sized gun allow for a tracking of 
transient changes in the diffraction pattern with an order-of-magnitude higher temporal resolution. Fig. 8d compares delay-dependent 
traces of (4×1) and (8×2) diffraction peak intensities recorded with the millimeter- (light red/violet circles) and the micrometer-sized 
gun (red/violet rectangles). In particular, the microgun data evidences the fast initial excitation of the metastable (4×1) state within 
the temporal resolution of the experiment (here ≈ 3 ps). At the same time, these measurements also reveal a fast partial recovery of the 
ground state to a more persistent level within the first 100 ps, which will be analyzed and discussed in detail further below. Before that, 
however, we review results on the structural dynamics occurring within the first few picoseconds after optical excitation. 

4.2. Initial structural dynamics 

To access the timescale of the initial dynamics of the (8×2)→(4×1) transition, we complement ULEED with optical pump–probe 
spectroscopy (OPP). More specifically, we perform transient reflectivity measurements at the Si(111)(8×2)-In surface (Fig. 9a). OPP is 

Fig. 9. Initial dynamics following single-pulse optical excitation. a, Schematic of transient reflectivity measurements. b, Exemplary scheme of an 
OPP trace, showing the typical signatures of different contributions to the transient reflectivity of a surface. c, Normalized transient reflectivity 
changes (ΔR/R)/(ΔR/Rmin) as a function of the pump–probe delay Δtp-pr for fluences between 0.04 and 2.30 mJ cm− 2. Dots, experimental data; solid 
lines, fitted model (see main text). d, Time constant of the initial dynamics as a function of incident excitation fluence. e, Fluence-dependent initial 
time constant measured by trRHEED. Adapted by permission from Springer Nature Customer Service Centre GmbH: Springer Nature, Nature [67], © 
2017, Macmillan Publishers Limited, part of Springer Nature (2017). f, One-dimensional PES model of the optically-induced nonequilibrium phase 
transition and ballistic order parameter motion. 
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sensitive to transient electronic excitations as well as coherent phonons and persistent changes in the optical properties of surfaces 
resulting from phase transitions (see exemplary pump–probe trace in Fig. 9b). In a prototypical OPP experiment, a femtosecond pump 
pulse in the visible or infrared regime affects the occupation of electronic states close to the Fermi level. For the probe pulse, this 
influences the rate of allowed optical transitions involving these states and, consequently, the imaginary part of the complex dielectric 
permittivity ε. Since ε governs the macroscopic reflectivity R, transmission T, and absorption A of the sample, time-resolved mea
surements of these macroscopic quantities can be used to investigate specific transient changes in electronic or lattice structure 
[50,140,141]. Furthermore, phase transitions, e.g., between insulating and metallic states, typically involve pronounced changes in 
the orbital or electronic band structure, respectively. Here, it is not only the change in the occupation of electronic states that affects 
the permittivity, but the change of the band or lattice structure itself. Whereas OPP is typically used to investigate dynamics in bulk 
materials, monolayer sensitivity can in principle be achieved, depending on the magnitude of the reflectivity change ΔR/R introduced 
by the surface layer and the dielectric function of the substrate [142]. 

As for the In/Si(111) system, the signals of different optical probes such as Raman spectroscopy [101,102], rotational anisotropy 
spectroscopy (RAS) [98–100,143] or, in our case, transient reflectivity [51] are dominated by contributions of the In layer, as the Si 
substrate is not strongly absorbing in the wavelength range of the optical pulses used in these experiments (for example, λ = 800 nm 
(ħω = 1.55 eV) or λ = 1030 nm (ħω = 1.2 eV) in the transient reflectivity measurements). In other words, the absorption coefficient α =
8⋅10-5 nm− 1 for 800 nm light is relatively small, and so is the density of photo-exited carriers of the Si substrate in the vicinity of the 
surface. Horstmann et al. [51], and Frigge et al. [67] estimated the total absorption of the In monolayer from experimentally deter
mined quantities to lie between 0.5–1.0 % for the relevant wavelength range, in line with the strong response of ultrathin layers on 
dielectric substrates observed and modeled in other studies (see, e.g., Ref. [142]). Accordingly, the In surface layer is expected to 
dominate the optical properties of the system in our experiments. 

Our OPP measurements on the Si(111)(8×2)-In surface clearly show periodic modulations of ΔR/R with delay time, which can be 
linked to Raman-active low-frequency phonons of the indium monolayer (for details see Ref. [51] and the corresponding Supple
mentary Material). Here, however, we focus on the initial suppression in the reflectivity traces due to the light-driven phase transition. 
More specifically, fluence-dependent measurements of the transient reflectivity reveal an acceleration of the initial dynamics from τ =
475 fs at the lowest fluence values to τ = 350 fs for excitation densities F > 0.5 mJ cm− 2 (Fig. 9c and 9d), τ being the time constant of 
the transition determined from error function fits to the experimental data. While this result qualitatively agrees with the central 

Fig. 10. Coupling of electronic and lattice degrees of freedom in the nonequilibrium (8×2)→(4×1) transition. a,b, Sketch of the microscopic 
mechanism for the driving of lattice modes by transient electronic excitations. FT, Fourier transform. c, Dynamics of bands and bonds during the 
insulator-to-metal transition. (A to C) Position of the k-space bands close to the Γ(8×2) point at selected time delays extracted from the trARPES data, 
overlaid on the calculated LDA band structure (color-filled for clarity). Error bars mark a 95 % confidence level. (D to F) Corresponding real-space 
dynamics of the orbital, obtained from the Fourier transform of the k-space band structures associated with the Γ(8×2) band in (A) to (C). Both the 
shape of the orbital distribution and the bond strength—indicated by the color scale—change during the phase transition, as a bond across the 
indium hexagon is formed. Panel c taken from Ref. [63] with permission from AAAS. 
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results of trRHEED studies (Fig. 9e), i.e., accelerated atomic motion at high excitation densities (Fig. 9f), we also note significant 
differences between OPP and trRHEED with regard to the threshold fluence and the time constant in the low-fluence regime. A possible 
explanation for these discrepancies can be given in terms of an additional electronic contribution to the OPP data which rather reflects 
the time constants τtrARPES ≈ 200–700 fs measured by trARPES at the Γ- and X-points of the band structure [63]. These studies, 
however, do not report significant changes of the time constant for electronic excitations. 

In the following, we will discuss the mechanism behind the acceleration of nuclear motion in the nonequilibrium phase transition, 
as observed by trRHEED [67] and OPP, in more detail. For this, it is instructive to review mechanisms by which optical excitations 
drive nuclear motion. Whereas lattice dynamics are often visualized in terms of displacement patterns in real space, the dynamics of 
electrons or holes, respectively, are typically described in a band structure picture, i.e., in momentum space. Time-resolved ARPES 
enables a tracking of k-dependent transient changes in the occupancy of electronic bands resulting from ultrafast optical transitions. 
This raises the question as to how electronic excitations observed at specific points in momentum space are reflected in the real-space 
distribution of charges interacting with the lattice atoms. 

Conceptually, in a kinematic diffraction approximation, the positions of the nuclei within the real-space unit cell are connected to 
the diffraction pattern in momentum space via a Fourier transform. Likewise, the real-space electron density or electronic bonds, 
respectively, can be inferred from the k-dependent band structure [144]. Hence, the (de-)population of electronic states at specific k- 
values in momentum space is associated with a redistribution of charges, or the weakening/strengthening of interatomic bonds in real 
space, respectively. Nicholson et al. [63] used this principle to reconstruct the ultrafast changes in the real-space electron density 
following optical excitation of the Si(111)(8×2)-In surface from trARPES data (see Fig. 10c). These results enable us to understand, in a 
real-space picture, how rapid changes of the band structure, e.g., around the Γ-point, initiate directed nuclear motion and thus realize 
the structural transformation between insulating and metallic states of the indium wires. 

For example, the population of conduction band states at the Γ-point and the subsequent energetic downshift correspond to a 
weakening of interatomic bonds between indium double chains. Following the evolution of the real-space charge density (Fig. 10c, D- 
F), it becomes clear that the transient redistribution of charges results in Coulomb forces on the nuclei, inducing the displacement 
pattern of the shear mode (see also Fig. 10a and b). Concerning the accelerated atomic motion observed at high laser fluences F, the 
number of electrons per unit cell excited into relevant states increases with fluence. This causes larger gradients in the charge density 
distribution, stronger forces, and, accordingly, the acceleration of nuclear motion. 

Separating electronic and nuclear dynamics in a Born-Oppenheimer approximation, the structural dynamics are governed by the 
potential energy surface (PES) (see bottom part of Fig. 10a,b) [145]. The PES represents the free energy of the system in terms of the 
atomic displacements along specific structural coordinates. Transient electronic excitations quasi-instantaneously change the real 
space electron density and, in turn, the equilibrium positions of the nuclei, which correspond to minima on the PES. As the nuclei move 
towards their new equilibrium coordinates in real-space, the order parameter evolves towards the displaced minimum on the PES. The 
gradient increases with increasing fluence, so that the accelerated motion of the nuclei at high excitation densities can even be 
described by analogy with classical mechanics, i.e., as a ball rolling down planes of varying gradients. In this scenario, deterministic 
nuclear motion is facilitated by the direct and virtually exclusive coupling of electronic excitations to shear and rotation modes. This 
classical picture derived from Landau theory also enables us to understand the optical excitation of coherent phonons in the In/Si(111) 
system, i.e., its amplitude or Peierls modes. 

Generally, different scenarios for coherent phonon generation in photo-exited materials have been identified, the two most 
prominent being impulsive stimulated Raman scattering (ISRS) and the displacive excitation of coherent phonons (DECP). It has been 
shown by Garrett et al. and Stevens et al. that both phenomena can be described within a single theoretical framework, i.e., a com
bination of two separate Raman tensors [146,147]. While the standard Raman susceptibility tensor accounts for the phonon-induced 
modulation of the optical susceptibility, the additional tensor characterizes the electrostrictive force acting on the ions [147]. Both 
tensors have identical real parts and differ only in their imaginary parts. In optically transparent media, both Raman tensors are 
therefore indistinguishable, and coherent phonon generation is only feasible via the direct interaction of photons with the lattice, i.e., 
ISRS. In materials with non-vanishing absorption, on the other hand, optically-induced electronic excitations and the subsequent 
transfer of energy to the lattice by means of electron–phonon coupling can contribute to the excitation of coherent phonons. In this 
displacive scenario (DECP), the shift of the equilibrium coordinates of the lattice and the subsequent conversion of ‘potential’ elec
tronic energy into nuclear motion must occur within fractions of the vibrational period to trigger coherent lattice motion. CDW systems 
represent a prominent model system for this mechanism [34,36,148,149]. Here, promoting electrons across the correlated gap by fs 
light pulses has been demonstrated to be pivotal for the excitation of characteristic phonons. These structural modes, also known as 
amplitude or Peierls modes, couple strongly to the populations of electronic states above and/or below the gap [10,15,150], and thus, 
to the CDW amplitude. Therefore, DECP is considered an important mechanism for the excitation of coherent amplitude modes in CDW 
materials such as In/Si(111). 

In a simplified picture based on Landau theory and DECP, absorption of the pump light results in the excitation of electrons above 
the CDW gap and, consequently, a quasi-instantaneous displacement of the local minimum of the symmetry-broken phase on the PES, 
which, in turn, triggers the inertial motion of the nuclei forming the surface layer. Provided a sufficiently low damping or dephasing, e. 
g., by coupling to other phonon modes, this results in overshooting and subsequent oscillations around the new minimum energy 
structure. The corresponding real-space motion of the nuclei follows the displacement patterns of shear and rotation modes. As 
mentioned above, displacive excitation [50] has been shown to be the most common excitation mechanism for Peierls modes and is 
typically observed after moderate photoexcitation of the CDW ground state [34,148,151]. One should note that strong electro
n–phonon coupling and the vibronic character of amplitude modes indicate a certain role of non-adiabatic effects, such that despite the 
practicality of describing the structural evolution as governed by a PES, one should always be careful in the interpretation of 
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predictions by the Born-Oppenheimer approximation for this system. 
Moreover, it is important to consider the potential role of excited carriers in the Si substrate for the nonequilibrium dynamics. 

Although the phase transition, as observed by ULEED [51,52], trRHEED [43,67,68,109] and trARPES [63–66], is typically initiated by 
optical excitations well above the band gap of both the In wires and the Si substrate, it is expected that the majority of electronic 
excitations occur within the In surface layer, as the optical absorption of the Si substrate is small compared with the absorption of the In 
wires (see also Sec. 4.2). Therefore, while the Si substrate has been shown to influence specific properties of the In/Si(111) system, e.g., 
the metastability of the supercooled (4×1) phase [86] or the stabilization of the (8×2) phase by means of optical doping [113], at the 
wavelengths used, the nonequilibrium phase transition is not driven by the diffusion of photo-excited carriers in Si towards the surface 
[152], but by electronic excitations localized within the In layer. In this respect, the trARPES experiments performed by Nicholson et al. 
[63,64] provide clear evidence for the excitation mechanism underlying the insulator–metal transition, as these studies directly access 
the transient populations of bands associated with the In layer or the Si substrate, respectively. At the same time, density functional 
theory (DFT) calculations unequivocally link the phase transition to the optical generation of photoholes and excited electrons in bands 
associated with the In layer [63,64,67,120,123,124]. 

4.3. Role of microscopic heterogeneity in the nonequilibrium transition 

The impact of microscopic heterogeneity is often not observed or, in part, neglected in spatially averaging experimental studies of 
surfaces. At the same time, heterogeneity often determines the properties and functionalities of a surface, as exemplified in surface 
catalysis [153]. In this regard, the In/Si(111) surface once again represents a model system for the investigation of defects, interfaces 
and finite-size effects in low-dimensional systems. In the insulating phase, we find coexisting insulating (8×2) and supercooled, i.e., 
metastable metallic (4×1) domains [60,61] separated by atomic-scale interfaces or metal–insulator junctions [154], respectively (see, 
e.g., Fig. 11c). Moreover, adsorbates or the local dopant concentration of the substrate can affect the local electronic and lattice 
structure and pin the high-symmetry phase below Tc [89,90]. This raises intriguing questions about the nonequilibrium dynamics of 
these features following optical excitation. In the following, we demonstrate that the combination of spatially averaging time-resolved 
techniques such as ULEED, when combined with basic theoretical modeling, enables the investigation of microscopic heterogeneity 
and its impact on the excitation and relaxation of a transiently excited surface on macroscopic length scales. To this end, we review our 
results on the signature of heterogeneity in nonequilibrium (8×2)↔(4×1) transition. 

In a Landau picture, first-order transitions driven by the quasi-instantaneous reshaping of the PES exhibit a well-defined threshold 
as a function of electronic or optical excitation density, respectively. At the threshold fluence, the energy barrier between the local 
minimum of the symmetry-broken and the global minimum of the high-symmetry phase vanishes, and the system evolves into the new 
ground state. In such models, the level of electronic excitation and, consequently, the transient PES is assumed to be spatially ho
mogeneous. However, this essentially neglects the local modifications of the electronic structure due to inhomogeneities which are 
expected to result in a spatial distribution of barrier heights on the sample surface. 

In ULEED measurements with the mm-sized electron gun, we observe signatures of this distribution in fluence-dependent 

Fig. 11. Signatures of microscopic heterogeneity in ULEED and spatially-resolved measurements. a, Fluence-dependent transient intensities of 
(4×1) (top) and (8×2) (bottom) diffraction spots recorded by ULEED. b, Fluence-dependent maximum/minimum intensities of (4×1) (top) and 
(8×2) (bottom) spots recorded around Δtp-el = 75 ps. Violet shaded area, threshold region. Panels a,b Taken from Ref. [51]. c, Microscale surface 
heterogeneity in the form of phase coexistence below Tc as measured by scanning tunneling microscopy. Adapted with permission from Ref. [113]. 
Copyright 2008 American Chemical Society. d, Schematic of the atomic-scale interface between coexisting (8×2) and (4×1) domains. V(8×2), phase 
front velocity relevant for the recovery of the (8×2) ground state following the optical excitation of sample regions into the (4×1) state. (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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pump–probe measurements of the (8×2)→(4×1) transition (see Fig. 11a). We record both the excitation and relaxation of the 
metastable (4×1) phase following single-pulse optical excitation and determine the maximum/minimum intensities of (4×1)/(8×2) 
diffraction spots (typically around Δtp-el = 75 ps) as a function of the incident fluence (Fig. 11b). Herein, the time- and fluence- 
dependent data are normalized to values before time-zero. Interestingly, instead of a sharp threshold, we find a rather gradual in
crease of the surface fraction switched into the (4×1) phase with increasing pump fluence [51]. Since the area probed by the electron 
pulse is homogeneously excited by the pump pulse (see Methods in Ref. [51]), this behavior is indicative of a distribution of local 
barrier heights for the transition. In contrast to this behavior, with the same experimental setup, a rather sharp threshold was observed 
for a phase transition in a homogeneous system [135]. Our results also imply that for intermediate excitation densities between 
0.5–1.4 mJ cm− 2, a variable part of the surface is switched to the (4×1) phase. The mean threshold fluence of Fth ≈ 1 mJ cm− 2 is in 
quantitative agreement with trRHEED [67,155] and trARPES [156] studies, as is the critical fluence of Fc ≈ 2 mJ cm− 2 for which the 
entire surface is excited to the (4×1) phase. The interpretation of our data in terms of surface heterogeneity is supported by a number of 
studies on atomic-scale defects affecting the local barrier height for the transition [61,88,114,127,154]. The heterogeneity of the Si 
(111)(8×2)-In surface has also been investigated by STM [60,154,157] and Raman spectroscopy [101] studies. The residual intensity 
of metallic bands observed in trARPES below Tc [156] further corroborates our model. 

Next, we analyze the subsequent relaxation of the system to the ground state. As a main observation, we find a relatively fast 
recovery of spot intensities within 100 ps after excitation at low and intermediate fluence values (Fig. 11a). At later delays, however, 
the relaxation considerably slows down, as evidenced by the persistent suppression/enhancement of diffraction spots even after 
several nanoseconds. Our observations cannot be described in terms of a single exponential decay of the excited state population (see, 
e.g. Ref. [68]). Likewise, a transient Debye-Waller suppression can be ruled out in this low-fluence regime [67,109]. This calls for 
further investigations of the relaxation dynamics with improved temporal resolution using the micrometer-sized ultrafast electron gun. 

Fig. 12a shows the delay-dependent intensities of (8×2) diffraction spots recorded with the micrometer-sized gun for three incident 
laser fluences between 0.46–1.18 mJ cm− 2, i.e., in the threshold regime. Focusing on the recovery dynamics, we find that intensity 
traces recorded at different pump fluences differ considerably. More specifically, at the lowest fluence value of 0.46 mJ cm− 2 (top, light 
violet), the (8×2) spot intensity recovers by about 50 % within the first 30 ps after the initial suppression, followed by a significantly 
slower relaxation on a nanosecond timescale. A similar trend is observed at higher fluences, but the persisting signal suppression is a 
function of the fluence F with 40/65/85 % of the initial suppression remaining after 50 ps for 0.46/0.85/1.18 mJ cm− 2. 

We discuss these observations in the light of the model for the recovery of the Si(111)(8×2)-In surface proposed by Hafke et al. [68]: 
Due to its first-order nature, the transition from the photo-excited (4×1) to the (8×2) ground state occurs by analogy with a ‘falling row 
of dominoes’, i.e., unit cell by unit cell [43]. Assuming that step edges (and adsorbates) function as seeds for the return of a homo
geneously switched surface to the ground state, a characteristic velocity vrec = (100 ± 40) m/s = (0.1 ± 0.04) nm/ps for the motion of 
(4×1)/(8×2) domain boundaries was determined by recording the distribution of terrace widths Γ on a Si(111) surface in 

Fig. 12. Relaxation of the metastable (4×1) state to the (8×2) state and heterogeneity of the surface after moderate optical excitation. a, Delay- 
dependent (8×2) spot intensities for different excitation fluences reveal a partial relaxation of the excited state within ≈ 50 ps and a subsequent 
slowdown of the recovery dynamics. The data is corrected by the maximum suppression (Δtp-el ≈ 3 ps) and normalized to values before Δtp-el = 0. 
Shaded traces in background, stretched exponential fits serving as guide to the eye. Dashed colored lines, linear models fitted to the data for Δtp-el to 
estimate the initial mean (4×1) domain length. Dashed black line, reference value from Ref. [68]. Inset, calculated mean domain length as a 
function of excitation fluence. b, Model of surface heterogeneity after weak optical excitation roughly corresponding to F = 0.85 mJ cm− 2 (A(4×1)/ 
Atot ≈ 40 %). vrec, phase front velocity of the (4×1)→(8×2) transition; Li, length of domain i; ti, lifetime of the respective (4×1) domain. c, Model of 
the optically excited surface assuming an individual switching efficiency of 10/40/75 % for each unit cell. d, Gaussian distribution of barrier heights 
for the (8×2)→(4×1) transition inferred from the fluence-dependent (4×1) diffraction spot intensity (black dots, see also Fig. 5.2b). Black line, error 
function model fitted to the experimental data. Shaded areas indicate the fraction of the surface switched for excitation fluences of 0.46, 0.85 and 
1.18 mJ cm− 2 in microgun pump–probe experiments. e, Mean (4×1) domain length 〈L〉 as a function of the (4×1) reconstructed fraction of the 
surface calculated from the model in (c). Dots, domain lengths extracted from trRHEED and ULEED measurements at different fluences. The model 
curve has been normalized to the value for the mean domain size yielded by Hafke et al. [68] in the case of a completely switched surface. 
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photoemission electron microscopy (PEEM) [68]. In this picture, the time it takes for a particular domain i of length Γi to completely 
transform back to the ground state is given by ti = Γi/vrec (see also Fig. 12b). For a homogeneously switched surface exhibiting a 
geometric distribution of barrier heights, and a mean value 〈Γ〉i = 298 nm, this model reproduces the exponential decay of the 
metastable phase with a time constant of 3 ns, in agreement with trRHEED data [68]. 

ULEED measurements now indicate that for fluences below Ftot = 1.7 mJ cm− 2, only a fraction of the (8×2) surface is switched to 
the (4×1) state. We speculate that the domains switched at low fluences exhibit particularly shallow barriers for the transition into the 
(4×1) structure. By fitting an error function model to the fluence-dependent spot suppressions from Fig. 11b, we obtain a Gaussian 
distribution of barrier heights with a FWHM of 0.84 mJ cm− 2 for the (8×2)→(4×1) transition (Fig. 12d). This allows us to estimate the 
(4×1) surface fraction after optical excitation for a given excitation fluence (see shaded areas in Fig. 12d) in. Herein, we assume that 
the effective barrier for the transition is, to some extent, locally altered by surface defects, dopant atoms, and/or boundaries between 
(8×2) and supercooled (4×1) domains. Based on our model, we estimate a (4×1) coverage of 10/40/75 % for F = 0.46/0.85/1.18 mJ 
cm− 2 in the above fluence-dependent data. 

A comparison of the excited state lifetimes for partially and completely switched surfaces in Refs. [68,155] now points to a spatially 
heterogeneous distribution of individual (4×1) domains within the illuminated area for F < Ftot. Fig. 12b shows a schematic repre
sentation of such a partially transformed surface for A(4×1)/Atot = 40 %, where A(4×1)/Atot refers to the surface fraction switched into 
the (4×1) phase. It is reasonable to assume that the distribution P(L) of domain lengths L is no longer determined by the distribution P 
(Γ) of terrace widths Γ alone. Instead, for a partially switched surface, the mean (4×1) domain size 〈L〉 may be significantly smaller 
than 〈Γ〉, leading to an overall faster recovery. By comparing the initial recovery rates in our experiments (see linear model fitted to the 
fluence-dependent (8×2) spot intensities for Δtp-el < 30 ps in Fig. 12a) to the model of Ref. [68] for a homogeneously switched surface 
(dashed black line), we estimate the mean domain size to be (5 ± 1) nm for A(4×1)/Atot = 10 % and (33 ± 7) nm for A(4×1)/Atot = 75 
% (see inset in Fig. 12a and Fig. 12e). 

Moreover, a simple numerical model of the surface can be used to further relate these results to the results of Hafke et al. To this end, 
we assume an independent switching probability Ps = A(4×1)/Atot for each unit cell and calculate the spatial distribution of (4×1) and 
(8×2) domains on a one-dimensional grid for different values of Ps (Fig. 12c). From this, we extract the mean (4×1) domain length 〈L〉
as a function of the (4×1) coverage (Fig. 12e). A comparison of the domain lengths inferred from the slope of the delay-dependent 
(8×2) spot intensities in Fig. 12a (coloured dots in Fig. 12e) with the predictions of this simple model shows good agreement, sug
gesting that surface heterogeneity controls the relaxation to the ground state. 

We note that at large pump–probe delays, the slope of the data in Fig. 12a decreases significantly and approaches the value found by 
Ref. [68]. As a possible explanation for this behavior, the surface exhibits a non-negligible fraction of particularly long (4×1) domains 
even for a weak optical excitation. Alternatively, the long-term recovery of the ground state of the indium wires may be influenced by 
long-lasting photodoping and heating effects in the substrate. Here, the excitation of carriers in the silicon substrate could lead to the 
formation of a space-charge region in the vicinity of the surface and a subsequent charge transfer to the indium monolayer. In this 
regard, STM measurements under cw-laser illumination showed evidence for such an effect and investigated the possibility to stabilize 

Fig. 13. Optical control enabled by vibrational degrees of freedom of molecules and solids. a, Coherent vibrational control scheme in femto
chemistry. A first optical stimulus by a femtosecond light pulse excites the A-B dimer from its ground state to an intermediate state and launches a 
vibrational wave packet. By tuning the wavelength of a second excitation pulse so that the transition into the reactive state of the dimer is only 
possible at two points of the vibrational trajectory, the reaction efficiency can be made a function of the double-pulse delay. Adapted from 
Ref. [165]). b, Schematic of optical control over solids via the resonant driving of infrared-active lattice modes. The carrier frequency of the 
excitation pulse is matched to the phonon frequency (bottom). c, Control scheme harnessing the repeated displacive excitation and amplification of 
coherent phonons by optical pulse trains. Whereas the frequency of the pulse train is matched to the phonon frequency, the carrier frequency can be 
orders of magnitude higher, e.g., in the optical regime. Note that the optical excitation interacts only indirectly with the lattice via optically-induced 
electronic excitations which, in turn, strongly couple to the relevant phonon mode. 
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the (8×2) phase below Tc by photodoping [113]. In summary, the results of ULEED not only demonstrate that microscopic surface 
heterogeneity can drastically affect nonequilibrium structural dynamics, but also that spatially averaging techniques can, to some 
extent, investigate these phenomena in combination with tailored measurement schemes and theoretical modeling. 

5. Coherent vibrational control 

5.1. Coherent control: From molecules to solids 

Up to this point, we have focused on the probing of ultrafast structural dynamics following single-pulse optical excitation of the Si 
(111)(8×2)-In surface. While the results of ULEED add to key observations made by trRHEED [43,67,68,109] and trARPES [63–66] on 
the same system, they also shed new light on the role of surface heterogeneity in the transition as well as the subsequent relaxation, 
stimulating further experiments in this direction. In this sense, ULEED joins a series of time-resolved diffraction [33,44,67,132,158] 
and imaging [29,31] studies that have contributed to our understanding of nonequilibrium structural dynamics in solids and surfaces. 
However, based on a sound understanding of the fundamental dynamics in condensed matter systems, the focus of the field is 
continuously shifting from mere observation to the active, optical control of material properties far from equilibrium [24,159,160]. In 
this respect, our system represents a promising target, because of its quasi-one-dimensional character, a Peierls-like metal–insulator 
transition, and a particularly strong coupling of decisive phonons to optical excitations. Thus, in the next step, we go beyond observing 
the (8×2)→(4×1) transition and investigate the possibility to exert coherent control over it. 

Such all-optical control of matter is pursued in various scientific fields including ferroics [161–163], magnetism [38] and especially 
femtochemistry [164]. In the latter case, coherences in the electronic and vibrational degrees of freedom of molecules are harnessed to 
control the efficiencies of chemical reactions. Fig. 13a shows the schematic of a prototypical femtochemistry experiment featuring the 
coherent vibrational control of a ‘harpoon reaction’ of the AB + C ⟶ AC + B type [165]. A first ultrashort light pulse (red) excites the 
AB dimer from its ground into an intermediate state and launches a vibrational wave packet, i.e., an oscillation of the internuclear 
separation (A–B). Depending on the vibrational phase at the time of a second optical excitation (orange), the dimer is either excited to a 
reactive state facilitating the reaction or remains in its intermediate state. This way, the reaction efficiency becomes a function of the 
double-pulse optical delay Δtp-p, mediated by vibrational coherence. 

A transfer of such control schemes to solids requires the efficient generation of coherent phonons and optical control over their 
amplitudes. Resonant driving of IR-active phonons (Fig. 13b) by intense mid-infrared or THz fields has proven a powerful tactic to 
transiently manipulate materials properties and to induce phase transitions into metastable or superconducting states 
[161–163,166–168]. However, this approach does not necessarily harness phonon coherences. In an alternative approach, Weiner, 

Fig. 14. Coherent vibrational control of the (8×2)→(4×1) transition. a, Schematic of the experimental setup for ULEED in combination with two- 
pulse optical excitation. b, Sketch illustrating the pulse sequence in the time domain. Red (orange), 800 (1030) nm optical pump pulses; green, 
electron pulse. c, Suppression/enhancement of the integrated (8×2)/(4×1) diffraction spot intensity as a function of the double-pulse delay Δtp-p for 
incident fluences F1030 = 0.37 mJ cm− 2 and F800 = 0.24 mJ cm− 2. The signal is normalized to values recorded for F1030 = F800 = 0 and Δtp-el = 75 ps. 
d, (8×2)/(4×1) spot suppression/enhancement close to Δtp-p = 0. e, (Right) Double-pulse traces recorded for different pump fluences F1030 and F800. 
(4×1) trace identical to b. (Left) 1D model of the PES after first optical excitation for low (top), medium (middle) and high (bottom) excitation 
density or pump fluence, respectively. Colored dots, position of the order parameter. Panel a and d (For interpretation of the references to color in 
this figure legend, the reader is referred to the web version of this article.) 
Adapted from Ref. [51]. 
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Nelson et al. [169–171] investigated the use of optical pulse sequences to excite coherent phonons in materials by means of DECP or 
impulsive stimulated Raman scattering (ISRS), in order to repeatedly amplify the vibrational amplitude. To this end, not the carrier 
frequency of the optical excitation, but the delay between successive light pulses is matched to the phonon frequency (see Fig. 13c). In 
contrast to the resonant driving of lattice modes, this approach necessitates coherence times exceeding the phonon period. 

At the same time, active control over the efficiency of a phase transition via phonons requires the energy stored in the coherent 
vibrational motion to be comparable to the barrier separating the two states within a certain surface area. In this regard, the gradual 
threshold for the (8×2)→(4×1) transition suggests a spatial distribution of energy barriers between (8×2) and (4×1) configurations 
(see Fig. 11b and related discussion). Within the intermediate fluence regime, the transition is susceptible to weak perturbations, given 
the role of electronic excitation in shaping the PES and, consequently, barrier height. Here, a large fraction of the remaining (8×2) 
domains likely exhibit a sufficiently lowered but non-vanishing barrier immediately after moderate optical excitation. Furthermore, 
the Peierls-like nature of the transition as well as the key role of displacive excitation in driving the underlying structural changes on a 
femtosecond timescale suggest that the creation of such an excited (8×2) phase is accompanied by the generation of vibrational 
coherences. 

The missing signatures of coherent shear and rotation phonons in earlier studies of the nonequilibrium phase transition were 
previously attributed to a rapid energy transfer of these modes to lower-lying surface and bulk phonons [67,108]. Moreover, the 
absence of coherent oscillations in trRHEED featuring single-pulse optical excitation could also be explained by a relatively small 
impact of shear and rotation distortions on the structure factor in these types of experiments. Interestingly, however, trARPES mea
surements point to a highly non-thermal distribution of optical phonons after photo-excitation and a bottleneck for the cooling of the 
electronic system determined by electron–phonon and phonon–phonon coupling [64]. This raises the question of whether long-lived 
vibrational coherence, though hard to detect directly via its impact on the structure factor, exists in the (8×2)→(4×1) transition. If so, 
it could potentially be harnessed to exert coherent control over the phase transition. 

5.2. Coherent control over the switching efficiency 

A promising way to investigate the existence and potential impact of vibrational coherence in the (8×2)→(4×1) transition is to 
amend our diffraction experiments by tailored optical excitation. Specifically, to explore the applicability of coherent vibrational 
control schemes from femtochemistry to solids, we combine ULEED with optical pulse sequences (Fig. 14a) [51]. In a first step, we aim 
to manipulate the switching efficiency 
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of the transition between the (8×2) and the (4×1) phase close to its threshold by means of double-pulse excitation. Here, I8×2 is the 
integrated intensity of (8×2) diffraction spots, Δtp-p is the delay between two optical excitations, and Δt*p-p is significantly longer than 
the coherence time of the relevant shear and rotation phonons. The pulse sequence in these experiments is visualized in Fig. 14b. 
Instead of a single intense optical pulse, we harness a pair of weaker pump pulses (P1, ħω = 1.2 eV; P2, ħω = 1.55 eV) with variable 
delay Δtp-p to drive the transition and probe the resulting structure or ‘reaction product’, respectively, by ULEED at a later time of Δtp-el 
= 75 ps. This way, ULEED can be harnessed to determine the efficiency of the (8×2)→(4×1) transition or, in other words, the surface 
fraction switched to the metastable (4×1) state. 

Fig. 14c depicts the variation in intensities of (4×1) and (8×2) diffraction spots, indicating enhancement or suppression, as a 
function of the double pulse delay Δtp-p. The incident fluences for this analysis are F1030 = 0.37 mJ cm− 2 and F800 = 0.24 mJ cm− 2. We 
observe that the characteristic pattern of the metastable state, which manifests as a mirror-like suppression or enhancement of (8×2)/ 
(4×1) diffraction spot intensity, strongly depends on Δtp-p. Specifically, when the combined fluences fall within the intermediate range 
of 0.5–1.4 mJ cm− 2 (refer to Fig. 11b and Fig. 14e), prominent oscillations with a period of approximately 1–2 ps are observed on both 
sides of double-pulse overlap (Δtp-p = 0), exhibiting opposite behavior for the (4×1) and (8×2) spots. Notably, we also observe a 
significant enhancement or suppression signal around Δtp-p = 0, which we attribute to transient electronic excitations reshaping the 
potential energy landscape. Additionally, an intriguing observation is that the maximum enhancement or suppression is not observed 
at Δtp-p = 0, but rather at Δtp-p = 300 fs, roughly corresponding to one quarter of the rotation mode period (Trot = 1.2 ps). In terms of 
the maximum effectiveness of the double-pulse control scheme, we determine a modulation amplitude of up to 4 % based on the 
fluence-dependent analysis shown in Fig. 14c. 

The observed oscillations provide clear evidence of a coherent response in the signal, and the frequency range of the signal 
modulation (<1 THz) indicates that it originates from vibrational dynamics. Specifically, the coherent motion of atoms, triggered by 
the first pulse, influences the efficiency of the switching process after the second pulse. Considering the resonant excitation conditions 
(ħω > ΔEg) and drawing from previous experimental and theoretical studies, we propose that the DECP is responsible for generating 
these coherent phonons in the system. To further investigate this effect, we recorded switching efficiency traces at various combined 
fluences Fcomb ranging from 0.17 mJ cm− 2 (light violet) to 2.10 mJ cm− 2 (dark violet). The results reveal that coherent oscillations are 
only present within an intermediate fluence range, specifically between 0.61–1.27 mJ cm− 2 (Fig. 14e). The data is normalized to peak 
intensities measured at Δtp-el = 75 ps and F1030 = F800 = 0 mJ cm− 2. At lower or higher fluences, the oscillations are either significantly 
dampened or completely absent. 

We now discuss these results within the one-dimensional potential energy surface (PES) model for the transition [43,67,86]. 
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Moreover, we take into account the surface’s heterogeneity, specifically the coexistence of (8×2) and metastable (4×1) domains, by 
assuming a distribution of local barrier heights for the (8×2)→(4×1) transition. When the excitation densities are low (Fcomb < 0.38 
mJ cm− 2, Fig. 14e), the initial pump pulse only converts less than 10 % of the surface into the (4×1) phase. Whereas these domains 
likely exhibit initially low barrier heights, the remaining (8×2) domains have relatively high barriers towards the (4×1) phase. 
Consequently, while the first pump pulse may excite coherent phonons of the (8×2) structure, their vibrational amplitude is insuf
ficient compared to the remaining barrier, and thus it does not significantly influence the transition process. However, at high exci
tation densities (Fcomb > 1.6 mJ cm− 2 in Fig. 14e), the first pulse transforms the majority of (8×2) domains into the metastable state, 
resulting in a significant reduction of the switchable fraction of the surface for the second pulse. Only in the control regime (middle), 
where changes in energy caused by coherent vibrational motion in the excited (8×2) phase are comparable to the energy barrier 
ΔΔEEBarrier for a sufficiently large portion of the surface, the impact of vibrational coherence on the transition can be observed by 
spatially averaging experiments. 

These observations directly link our work to Refs. [67] and [108], which find a critical damping of shear and rotation modes at high 
excitation densities. For this fluence regime, our measurements explain the absence of coherent amplitude motion and a corresponding 
contribution to diffraction peak intensities. Future ultrafast electron diffraction experiments with sufficiently high temporal resolution 
could be able to directly observe phonon coherences in experiments with only a single optical excitation, provided a sufficiently high 
signal-to noise ratio for (8×2) diffraction spots, and a measurable impact of coherent atomic motion on the structure factor. 

5.3. Decisive modes and ballistic control 

The crucial role of vibrational coherence in controlling the transition is demonstrated by the periodic modulation observed in the 
double-pulse traces. However, the origin of these coherent oscillations prompts further investigation. Here, we first identify the lattice 
modes that contribute to this effect. Subsequently, we discuss the mechanism through which these phonons enable control over the 
transition efficiency. To this end, we conduct a Fourier analysis of the relative switching efficiency in a double-pulse experiment with 

Fig. 15. Frequency-analysis of the switching efficiency, transient frequency shifts and ballistic control mechanism. a, Delay-dependent relative 
switching efficiency for F1030 = 0.32 mJ cm− 2, F800 = 0.21 mJ cm− 2. Inset, spectral density of switching efficiency; vertical lines represent the 
frequencies of structural antisymmetric shear and hexagon rotation modes. FT, Fourier transform. b, Fourier-filtered contributions of different 
frequency components. Golden and pink shaded regions indicate the distinct initial phases. a.u., arbitrary units. c, Short-time Fourier transform of 
the dataset in a, revealing a pronounced softening/hardening of the shear/rotation component close to Δtp-p = 0. d, Shear (top) and rotation 
(bottom) frequency components of the relative switching efficiency trace in a (dots), and damped oscillator models (solid lines) fitted to the data. e, 
Delay-dependent dominant frequency of shear (golden) and rotation (pink) modes as a function of Δtp-p (dataset in a). Grey contour lines, STFT from 
c. f, Ballistic control scheme: A first optical excitation induces coherent vibrational motion in the excited (8×2) potential via DECP (middle). A 
second optical excitation delayed by Δtp-p either increases or decreases the vibrational amplitude, depending on the momentary vibrational phase. 
For a nonvanishing barrier after the second excitation, kinetic energy contributes to overcoming the barrier into the (4×1) state (top). This 
mechanism is feasible for modes along the reaction coordinate Q. g, Schematic of the frequency softening of structural modes pointing towards the 
transition state. T, transition state. Panels a, b, c, and f taken from Ref. [51]. (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.) 
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F1030 = 0.32 mJ cm− 2 and F800 = 0.21 mJ cm− 2 (Fig. 15a), associating the two dominant frequency contributions with modes of the 
(8×2) structure. The presence of a low-frequency feature at f = 0.55 THz indicates the involvement of the antisymmetric shear mode, 
which governs the shearing of adjacent indium chains and is linked to the up/down movement of the m1 band around the zone center 
(Γ(8×2) point) as well as the charge transfer to the m2/m3 bands. On the other hand, the high-frequency feature is attributed to the 
hexagon rotation mode at f = 0.82 THz, responsible for the Peierls dimerization along the outer indium rows and its coupling to the gap 
at the Brillouin zone boundary (X(8×2) point). 

Interestingly, the individual contributions of shear and rotational motion on the delay-dependent transition efficiency, gained by an 
inverse Fourier transform of the respective frequency component, exhibit distinct initial phases (Fig. 15b). We note, however, that 
pump–probe and pump-pump–probe experiments yield different observables. More specifically, and in contrast to pump–probe 
measurements which provide direct access to the amplitudes and initial phases of structural modes, the observable in ULEED pump- 
pump–probe experiments is the phase transition efficiency, i.e., the double-pulse-delay-dependent intensity of (8×2) diffraction peaks 
after the transition. Therefore, it is not straightforward to draw direct conclusions about the initial phases of shear and rotation modes, 
as the intensity traces in Fig. 15a and b do not represent the time-dependent amplitudes but rather the impact of the momentary mode 
amplitude after the second excitation on the phase transition efficiency. Assuming displacive excitation as the primary excitation 
mechanism of shear and rotation modes, the transition efficiency is increased/decreased when the shear/rotation mode is initially 
excited to maximum amplitude. While this accounts for the peculiar behavior of the phase transition efficiency around Δtp-p =

0 (Fig. 14d), the reasons behind the different roles of shear and rotation motion in controlling the transition require further investi
gation (see below). In addition to examining vibrational coherence, Fourier filtering allows for the separation and investigation of 
electronic contributions to the transition efficiency (Fig. 15b, bottom, 0–0.19 THz). In particular, the enhanced switching efficiency 
resulting from electronic excitation can be explained by a transient deformation of the one-dimensional potential energy surface (PES), 
enabling the switching of (8×2) domains towards the (4×1) state even with relatively small energy barriers. The extracted lifetime of 
electronic excitation (approximately 3 ps) aligns with trARPES data [63,64]. 

Next, we examine the evolution of shear and rotational phonon frequencies as a function of the double-pulse delay. The investi
gation of such frequency changes is highly useful as it provides insights into the potential energy surface (PES) of the transition and the 
significance of specific modes, especially their orientation relative to the reaction pathway. In particular, modes pointing towards a 
transition state on the PES generally soften with increasing electronic excitation or temperatures approaching Tc, respectively 
(Fig. 15g). This can be understood by considering the continuous transformation between the potential energy surfaces of broken and 
high-symmetry states, which involves an increasingly shallower (8×2) free-energy minimum. Furthermore, at elevated temperatures, 
the magnitude of lattice fluctuations, including shear and rotation modes, increases, and the anharmonicity of the local potential 
becomes significant. This effect is expected to be more pronounced near the transition state, which represents a saddle point on the 
PES. To analyze the frequency shifts of shear and rotation modes as a function of double-pulse delay, we analyze the data presented in 
Fig. 15a with a short-time Fourier transform (STFT, also referred to as ‘time-windowed Fourier transform’ in the literature [172]). 
Specifically, we evaluate the Fourier transform of the delay-dependent relative switching efficiency ES(Δtp-p) within a super-Gaussian 
window Ffilt(Δtp-p, Δtshift) (refer to Ref. [51] for detailed information) in the time domain. This involves calculating the product Es(Δtp- 

p) ⋅ Ffilt(Δtp-p, Δtshift) for values of − Δtp-p* < Δtshift < Δtp-p*. The resulting spectral density is depicted as a function of double-pulse 
delay and frequency in Fig. 15c. Notably, a significant softening is observed for the shear feature around double-pulse overlap, 
whereas the rotation mode undergoes considerable hardening (the dominant frequencies of shear (golden) and rotation (pink) modes 
are also highlighted in Fig. 15e). From this observation, we propose that shear distortions serve as the primary ‘reaction coordinate’ Q 
pointing towards the transition state, whereas rotational motion plays a secondary role in the transition. 

In addition to the transient softening and hardening of the observed coherent phonons, an analysis of the respective lifetimes τshear 
and τrot is interesting with regard to trARPES results on momentum-resolved population dynamics [64]. Assuming a linear increase 
(decrease) in shear (rotation) frequency over time, i.e., ω = ω(Δtp-p)≈(Δω/Δ (Δtp-p)) ⋅ Δtp-p, a damped oscillator model can be fitted to 
the individual frequency contributions from Fig. 6.4a to estimate τshear and τrot: 
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Here, ξ is the vibrational amplitude and ф the initial phase of the coherent oscillation. From the fits, we extract lifetimes of τshear = (5.2 
± 0.5) ps for the shear and τrot = (5.9 ± 0.6) ps for the rotation mode (see also Fig. 15d). This indicates that the decay of optically- 
triggered vibrational coherence in shear and rotational modes occurs on a similar timescale as the electronic temperature. Nich
olson et al. [64] proposed a mechanism for energy relaxation following ultrafast optical excitation. They suggest that high-energy 
optical phonons act as a bottleneck for electron cooling, based on a thermal model of electron population dynamics and the obser
vation of a sustained elevated electron temperature beyond 1 ps. According to their hypothesis, electronic energy preferentially 
transfers to high-energy optical phonons, which are strongly coupled to the electronic system but weakly coupled to lower-energy 
phonons. Nicholson et al. predict a highly nonthermal distribution of these phonons, which decay on a timescale of a few ps due to 
phonon–phonon coupling with lower-lying modes. The observation of coherent optical shear and rotation phonons in ULEED supports 
this hypothesis. Moreover, the corresponding lifetimes τshear and τrot obtained from the Fourier-filtered contributions to the switching 
efficiency suggest that the energy stored in shear and rotation motion is transferred to the underlying lattice within approximately 6 ps, 
as confirmed by trRHEED measurements of the maximum lattice temperature [67,109]. 

These findings provide evidence for the presence of long-lasting vibrational coherence following optical excitation of the Si(111) 
(8×2)-In surface. However, it is still unclear how this coherent atomic motion contributes to controlling the efficiency of the (8×2)→ 
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(4×1) transition in double-pulse experiments. Drawing on the insights from ULEED and OPP, as well as the overall understanding of 
the nonequilibrium transition established in previous works [63,67], we propose a control mechanism that relies on the energy stored 
within the coherent motion of lattice atoms. Specifically, considering the ballistic nature of the (8×2)→(4×1) transition and the in
fluence of DECP, we suggest that the kinetic energy stored in the inertial motion of the order parameter plays a role in overcoming a 
sufficiently lowered barrier (refer to Fig. 15f). In this “ballistic control” scenario, the first optical stimulus excites coherent shear and 
rotation phonons through displacive excitation. By applying an in-phase excitation with a second pulse along the ‘reaction’ coordinate 
Q, the effect of DECP is maximized, the vibrational amplitude is increased, and barrier crossing towards the (4×1) phase is facilitated 
(1). Conversely, an anti-phase excitation leads to vibrational de-excitation of the system, resulting in insufficient kinetic energy to 
transition, thereby remaining in the (8×2) minimum (2). In a corresponding real-space depiction, the second pulse either adds 
additional mechanical stress to the system (1) or reduces it (2) by weakening or strengthening different indium-indium bonds, 
consequently shifting the equilibrium positions of atoms (refer to Fig. 10f). 

In this picture, the abstract coordinate Q in Fig. 15f does not necessarily refer to a single phonon mode at a specific wave vector but 
rather to a combination of those lattice distortions that transform the (8×2) into the (4×1) structure, here, the antisymmetric shear and 
the hexagon rotation modes. It should be noted that a number of other characteristic distortions are also relevant for the structural 
transformation, though to a lesser extent. The coordinate q in Fig. 15g, on the other hand, denotes all other phonon modes that may 
influence the transition efficiency indirectly, e.g., by periodically modulating the optical absorption of the surface [51]. 

In summary, the above double-pulse ULEED experiments demonstrate coherent control over the efficiency of the metal–insulator 
structural phase transition in atomic indium wires on the Si(111) surface. In this, the existence of long-lived vibrational coherence in 
shear and rotational phonon modes of the (8×2) structure is crucial. Furthermore, the distinct initial phases and the delay-dependent 
softening or hardening of the frequency-specific contributions to the switching efficiency suggest different roles of shear and rotation 
motion in the transition. Our results also form a conceptual link between electronic excitation and band structure dynamics measured 
by trARPES [63–66] and the structural response observed in trRHEED [43,67,68,109], providing unprecedented insights into energy 
relaxation in a strongly-coupled, quasi-one-dimensional system. Based on the ballistic motion of the order parameter in response to a 
quasi-instantaneous reshaping of the PES, we further propose a novel and potentially energy-efficient mechanism to control structural 
phase transitions, which will be discussed below. 

6. Exploring the potential energy surface 

6.1. Off-diagonal transition state 

In addition to the coherent vibrational control of the phase transition, multipulse optical excitation also enables us to draw con
clusions about the potential energy surface governing the nonequilibrium structural dynamics. Because of the crucial role of the 
antisymmetric shear and the hexagonal rotation modes in the transition, the natural representation of the PES is given in terms of shear 
and rotation distortions (see Fig. 16). Previous studies have described the (8×2)→(4×1) transition on a one-dimensional PES. This 
implies that the structural or reaction coordinate, respectively, represents a straight line between (8×2) and (4×1) configurations on 
the 2D PES spanned by the two key structural distortions. In this picture, the transition state T* is located on this line, synonymous with 
equivalent roles of shear and rotation motion. However, the different characteristics of the two modes observed by ULEED suggest a 
distinct minimum-energy pathway for the transition, which we discuss in the following. 

Whereas both modes leave their signature in the switching efficiency measured by ULEED, the opposing frequency changes around 
Δtp-p = 0, as well as the considerably larger shear amplitude in ULEED compared with the rotation mode are difficult to reconcile with a 
one-dimensional model. Instead, we continue by a description of the transition in terms of the two-dimensional PES proposed above, 
which is spanned by the rotation and shear deformations of the (4×1) structure (Fig. 6.12a). Here, the system initially resides in the 

Fig. 16. Two-dimensional picture of the phase transition dynamics. a, Proposed two-dimensional model of the potential energy surface for the 
(8×2)→(4×1) transition in shear/rotation configuration space, exhibiting a transition state along the shear axis from the (8×2) state (taken from 
Ref. [51]). b, Two-dimensional ground state PES spanned by shear and trimer (rotation) coordinates from DFT calculations. Taken from Ref. [52]. 
Black points indicate locations of hexagon, zigzag and trimer structures. White dashed line, direct transition path. Note that the optimum transition 
path is curved (off-diagonal transition state). 
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(8×2) minimum (top left) which is separated from the (4×1) state (bottom right) by a finite energy barrier. To understand the gen
eration and the role of coherent atomic motions along shear and rotation coordinates, we consider the effect of ultrafast electronic 
excitation on the PES. DFT calculations [52] show that the (8×2) minimum of the excited PES is shifted quasi-instantaneously towards 
the high-symmetry state following optical excitation by the first pump pulse (see dashed black line in Fig. 16a). This in turn leads to a 
displacive excitation of coherent oscillations in the local (8×2) potential. In this respect, the ULEED measurements evidence that the 
switching efficiency for the second pulse becomes a strong function of the momentary vibrational state in this intermediate potential. 

The combined observations, which include the varying amplitudes of both modes, as well as their distinct phases in the double- 
pulse traces (Fig. 15), suggest an ‘off-diagonal’ transition state in configuration space. This state is characterized by a reduced 
shear but a largely unchanged rotation distortion compared to the (8×2) state (refer to Fig. 16a). This interpretation is further sup
ported by the transient softening of the shear mode and the hardening of the rotation mode near Δtp-p = 0 (Fig. 15c and g). Moreover, 
the two-dimensional ground state PES obtained from DFT calculations clearly exhibits an off-diagonal transition state (Fig. 16b). On 
this PES, the ‘direct’ pathway between (8×2) and (4×1) configurations proposed in Ref. [67] does not represent the lowest energy 
pathway for the transition, since it crosses the barrier at a distance from the transition state for which the activation energy is 
minimized. Speculating about potential consequences of an off-diagonal transition state, a series of two or more properly timed pump 
pulses could potentially reach transition efficiencies unattainable by a single excitation. Moreover, depending on the actual location of 
T* relative to the direct pathway between (8×2) and (4×1) states, the shear displacement may even be referred to as the primary 
reaction coordinate, whereas the rotation completing the transition is of a secondary nature. In this case, overcoming an ‘early’ barrier 
[54], the indium chains would be first ‘un-sheared’ and subsequently transformed into the zigzag structure by a rotation. At the same 
time, the lateral displacement of T* in Fig. 16b does not support the picture of an early-barrier transition. 

Beyond the description of the ground state PES, DFT can be amended to model the evolution of the order parameter in the 
nonequilibrium (8×2)→(4×1) transition after ultrafast optical excitation. For this purpose, the excited state PES is calculated by 
manually placing electrons (holes) in conduction (valence) band states coupled to shear and rotation modes or the weakening and 
strengthening of specific indium-indium bonds [67]. Combined trARPES/DFT studies of the transition showcased how experimental 
input can advance such model calculations, highlighting the roles of localized photoholes and a broad momentum distribution of 

Fig. 17. Mode-selective excitation of the phase transition. a, Selective steering of the ballistic trajectory along the shear mode using timed pulse 
sequences. Two weak preparation pulses, separated by the delay τ, induce a well-defined vibrational state which is probed by an intense switch pulse 
after Δtp-p. The resulting switching efficiency (orange) directly depends on the momentary nuclear displacements and shows a corresponding 
modulation of the frequency content, compared to an excitation with a single preparation pulse (light blue). Enhancement and suppression of the 
shear (0.54 THz) and rotation (0.85 THz) mode, respectively, is depicted in the Fourier transform. b, Analogous steering of the vibrational motion 
along the rotation mode. c, τ-dependent modulation of shear (0.5–0.6 THz) and rotation (0.8–0.9 THz) mode amplitudes after Fourier trans
formation along Δtp-p. d, Ab-initio DFT, combined with molecular dynamics calculations show the initiated nuclear motion toward the (4×1) 
structure, following an electronic excitation via displacive excitation of coherent phonons in the underlying 2D PES. The described trajectory is 
directed along the shear coordinate by timing a second pulse to the shear mode oscillation period (τ = Tsh). A third switch pulse is used to strongly 
deform the 2D PES and overcome the transition barrier (delay time Δtp-p). e, Analogous steering along the rotation mode (τ = Trot). f, τ-dependent 
mode amplitudes, extracted from coarse-grained MD simulations. Taken from Ref. [52]. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.) 
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excited electrons [63]. This raises the question of what information about the PES and possible transition pathways can be inferred 
from ULEED. We therefore continue by discussing the combination of ULEED experiments aimed at the selective excitation of shear 
and rotation modes with DFT calculations and ab-initio molecular dynamics (AIMD) simulations. 

6.2. Mode-selective excitation 

The demonstrated coherent control of the phase transition efficiency via optical pulses implies a substantial contribution of nuclear 
kinetic energy for overcoming the energy barrier within the two-dimensional PES. Moreover, the results suggest that active manip
ulation of the transition pathway can be accomplished by carefully timing subthreshold excitation sequences to the vibrational periods 
of shear and rotation modes (Fig. 17). Specifically, by tuning the delay between two weaker pulses to either amplify or suppress the 
mode amplitude, the vibrational motion is selectively controlled. A subsequent, more intense switch pulse reveals the induced dy
namics via its impact on the transition efficiency. In this scenario, an initial displacive deformation of the PES towards the (4×1) 
structure triggers coherent nuclear motion along both modes within the (8×2) potential well (Fig. 17d,e). The following optical 
excitation initiates additional impulsive motion, which interferes with the first and finally impacts directly on the probability to 
overcome the transition barrier after the switch pulse excitation. 

Fig. 17 displays combined theoretical and experimental results on the vibrational response for a system, specifically manipulated by 
preparing it with a pulse pair, separated by a delay τ, and probing it via the switching efficiency as function of the switch pulse timing 
Δtp-p. When the individual phonons are resonantly driven, the measured traces show enhanced oscillations from either the shear 
(Fig. 17a) or the rotation (Fig. 17b) mode, as quantified by the respective Fourier transform (inset). Furthermore, the shear mode and, 
to a much lesser extent, the rotation mode peaks show a distinct low-frequency tail, which is attributed to time-dependent electronic 
softening and anharmonicity of the excited potential, as the system is driven close to the transition threshold. A systematic mea
surement of the phonon amplitudes as a function of inter-pulse delay τ demonstrates the selectivity of the employed control scheme 
(Fig. 17 (c)). Exclusive shear motion is achieved for out-of-phase excitation with the rotation mode at τ = 0.6 ps. The opposite case at τ 
= 1 ps, however, leaves a remaining shear mode amplitude and thus yields an incomplete cancellation. 

DFT and AIMD calculations complement the above experimental findings and illustrate the amplitude enhancement from in-phase 
excitation with the shear (Fig. 17d) and rotation mode (Fig. 17e). The numerical treatment follows previous studies [67,120] by 
incorporating the population and depopulation of zone-center and zone-boundary states, respectively, leading to the displacive 
distortion of the potential towards the (4×1) structure. While keeping the electronic occupation constant, the resulting nuclear motion 
in response to the sudden deformation is mapped onto the displacements along the shear and rotation transformation vectors. Apart 
from the depicted exemplary AIMD trajectories at T = 0 K, statistical sampling at experimental conditions (T = 60 K) was performed 
with coarse-grained molecular dynamics. The exact location of the off-diagonal transition state yields characteristic timing-dependent 
phonon amplitudes, imprinted in the switching efficiency, in excellent qualitative agreement with experimental results (Fig. 17e). The 
combined experimental and theoretical approach thus clearly shows the selective steering of amplitude mode motion along a Peierls 
transition and demonstrates the role of kinetic energy for overcoming energy barriers. 

7. Summary and outlook 

This review summarizes the contributions of ULEED and OPP to the understanding of In/Si(111), most importantly, the ultrafast 
probing and coherent vibrational control of the (8×2)→(4×1) phase transition [51,52]. Our findings demonstrate, among others, the 
coherent control over a metal–insulator structural phase transition by manipulating the amplitudes of key phonon modes connecting 
both phases. More specifically, by combining ultrafast low-energy electron diffraction (ULEED) with timed sequences of femtosecond 
light pulses, we have explored the control of the Peierls transition in indium wires on silicon, enabled by coherent shear and rotation 
phonons. The results confirm the applicability of coherent control concepts from femtochemistry to solids and create strong conceptual 
links between the two fields. The key findings concerning nonequilibrium structural dynamics are summarized below:  

1) Coherent atomic motion can be harnessed to control the efficiency of structural phase transitions. By analogy with repeatedly pushing a 
child on a swing, pulse sequences tuned in resonance with decisive lattice modes can amplify the vibrational amplitude along 
selected trajectories on a transiently excited PES, e.g., over a barrier and towards metastable or hidden states. Moreover, provided a 
sufficiently strong coupling of the relevant phonon modes to specific electronic excitations, such transitions can be driven far from 
equilibrium, i.e., well below the critical temperature predicted by thermodynamics. Mode-selective excitation can be achieved by 
three-pulse excitation schemes featuring two weak preparation pulses (separated by the desired phonon period) and a stronger 
switching pulse. These schemes significantly enhance the degree of control over materials, controlling physical and chemical 
functionality on ultrafast timescales. The applicability of coherent vibrational control to other classes of materials such as 2D 
materials has been employed by Maklar et al. [53] in the switching to a metastable metallic state of 1T-TaS2.  

2) Kinetic energy stored in the coherent motion of the nuclei contributes to overcoming the transition state. The question of whether and how 
the inertial motion of atoms during a phase transition can contribute to overcoming energy barriers is as old as the field of fem
tochemistry itself. Together with the seminal work of T. Frigge et al. [67], and in combination with density functional theory 
calculations as well as molecular dynamics simulations [52], our results provide strong evidence for the ballistic nature of the order 
parameter in the (8×2)→(4×1) transition. In some analogy to a roller coaster ride, the In/Si (111) system can thus overcome finite 
energy barriers, due to the inertial motion of the atoms involved. This suggests that the kinetic energy stored in the nuclear motion 
during a nonequilibrium phase transition can, in principle, be harnessed to drive phase transitions more energy-efficiently. 
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3) In combination with ULEED or other time-resolved diffraction/spectroscopy techniques, multi-pulse optical excitation of solids provides a 
novel tool to explore the transient potential energy surface (PES) of structural phase transitions. We have successfully demonstrated that 
by analyzing the relative amplitudes as well as the delay-dependent frequencies of shear and rotation modes, valuable information 
about the location of the transition state on the two-dimensional PES of the (8×2)→(4×1) transition can be obtained. Given 
Polanyi’s rules [54], i.e., the effects of transition state location on the role of vibrational excitation during chemical reactions, such 
information could be key to efficiently controlling solid-state transitions between initial and final states enabled by phonon 
coherences.  

4) Finally, our findings showcase how microscopic heterogeneity affects nonequilibrium phase transitions. Concerning the In/Si(111) 
system, the coexistence of insulating and metallic domains below the critical temperature not only influences the leverage of 
coherent control schemes, but, naturally, also leads to the formation of dynamic interfaces between both phases, i.e., atomic-scale 
metal–insulator junctions [48]. In general, the dynamics of domains, domain walls and different types of defects in low- 
dimensional and correlated materials heavily influence the macroscopic properties and functionalities of the latter and thus 
deserve further consideration. While ULEED can only indirectly measure the impact of microscopic heterogeneity, future time- and 
spatially-resolved surface probes could observe propagating phase fronts, and finally manipulate phase transitions on femtosecond 
time and micrometer-to-nanometer length scales. 

The In/Si(111) surface has clearly earned its label of being a ‘model system’. Almost 60 years after its discovery, this fascinating 
surface system still holds surprises, as evidenced by studies on its nonequilibrium dynamics. Future studies could exploit the one- 
dimensional nature of the system and control the efficiency of the Peierls transition via the polarization of the optical excitation or 
harness the coupling of shear and rotation modes to distinct electronic states in orbital-selective control schemes. 
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[119] C. González, J. Ortega, F. Flores, Metal–insulator transition in one-dimensional in-chains on Si(111): combination of a soft shear distortion and a double-band 

peierls instability, New J. Phys. 7 (2005) 100–107, https://doi.org/10.1088/1367-2630/7/1/100. 
[120] A. Lücke, U. Gerstmann, T.D. Kühne, W.G. Schmidt, Efficient PAW-based bond strength analysis for understanding the In/Si(111)(8x2) – (4x1) phase 

transition, J. Comput. Chem. 38 (2017) 2276–2282, https://doi.org/10.1002/jcc.24878. 
[121] H.-J. Kim, J.-H. Cho, Driving force of phase transition in indium nanowires on Si(111), Phys. Rev. Lett. 110 (2013) 116801, https://doi.org/10.1103/ 

PhysRevLett.110.116801. 
[122] S.-W. Kim, J.-H. Cho, Origin of the metal-insulator transition of indium atom wires on Si(111), Phys. Rev. B 93 (2016) 241408, https://doi.org/10.1103/ 

PhysRevB.93.241408. 
[123] W.G. Schmidt, S. Wippermann, S. Sanna, M. Babilon, N.J. Vollmers, U. Gerstmann, In-Si(111)(4x1)/(8x2) nanowires: electron transport, entropy, and metal- 

insulator transition, Phys. Status Solidi B 249 (2012) 343–359, https://doi.org/10.1002/pssb.201100457. 
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