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Abstract

We report the first ab initio, non-relativistic QED method that couples light and matter self-

consistently beyond the electric dipole approximation and without multipolar truncations. This

method is based on an extension of the Maxwell-Pauli-Kohn-Sham approach to a full minimal

coupling Hamiltonian, where the space- and time-dependent vector potential is coupled to the

matter system, and its back-reaction to the radiated fields is generated by the full current density.

The implementation in the open-source Octopus code is designed for massively-parallel multiscale

simulations considering different grid spacings for the Maxwell and matter subsystems. Here, we

show the first applications of this framework to simulate renormalized Cherenkov radiation of an

electronic wavepacket, magnetooptical effects with non-chiral light in non-chiral molecular systems,

and renormalized plasmonic modes in a nanoplasmonic dimer. We show that in some cases the

beyond-dipole effects can not be captured by a multipolar expansion Hamiltonian in the length

gauge. Finally, we discuss further opportunities enabled by the framework in the field of twisted

light and orbital angular momentum, inelastic light scattering and strong field physics.
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I. INTRODUCTION

Quantum electrodynamics (QED) is a fundamental field theory that describes all the

phenomena associated with charged particles and photons, including well-known effects like

the Lamb shift [1], spontaneous emission [2, 3], and the Casimir-Polder forces between

metallic plates [4, 5]. QED effects have been particularly important in strong-field physics

to describe phenomena such as electron-positron pair creation [6] and vacuum birefringence

[7, 8]. Just recently both experimental [9–11] and theoretical evidence [12–14] have suggested

that strong coupling between matter and modified vacuum in cavities leads to hybridized

light-matter states. This development has paved the way for the emerging field of cavity

quantum materials with relevant applications for a variety of quantum systems [15–17].

While the traditional QED approach is currently limited to relatively simple systems, such

as few-electron atoms [18–21], including the quantum effects of both light and matter in

a fully ab initio framework becomes exponentially expensive unless approximated methods

are used.

To address these limitations, the theoretical framework of ab initio electronic struc-

ture theories for understanding light-matter interactions for realistic materials has evolved.

Among these methods, time-dependent density-functional theory (TDDFT) [22] is partic-

ularly successful due to its balance of accuracy and computational efficiency [23]. In most

of the cases treated within the TDDFT, an external electromagnetic field (such as a laser

pulse) drives the system, which is usually coupled within the electric dipole approximation

to the electrons. Quantum electrodynamical density functional theory (QEDFT) [24] has

been developed to include the quantized electromagnetic fields as a photon-free QED func-

tional [14]. However, semiclassical treatments that enable the coupling to light in arbitrary

electromagnetic environments and recover some relevant QED phenomena are desirable.

In this sense, several semiclassical methods have been developed to account for these

radiative effects in quantum systems, all of which demand solving the induced electromag-

netic fields at some level, e.g. Maxwell-Bloch, Maxwell-Ehrenfest, and Maxwell-Ehrenfest+R

methods [25], multi-trajectory Ehrenfest [26, 27], coherent electric-electron dynamics [28],

local radiation-reaction potentials [29], Maxwell-Schrödinger [30] and Maxwell-TDDFT [31,

32], Casida QEDFT [33, 34], and its combination with macroscopic QED among others.

Some methods, like the Ehrenfest+R or multitrajectory Ehrenfest approaches, include ef-
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fects beyond the classical description, like spontaneous decay, but implementations in elec-

tron ab initio calculations are still missing. In most of these methods, only the dipolar

radiated field is calculated and its effect is coupled back into the Hamiltonian, which can

account for radiative decay [28, 29], superradiance [35] and coupling with cavities [26, 29].

On the other hand, it has become clear that, in several areas of theoretical physics,

light-matter interactions must be treated beyond the dipole approximation, with large spec-

troscopic applications, as this breaks dipole selection rules and creates opportunities for

new driven light-matter systems [36]. Beyond-dipole effects have been demonstrated for

X-ray and XUV spectroscopy [37–42], strong field phenomena [43–50], magneto-optical ef-

fects [39, 51], coupling in chiral cavities [52–54], molecules in nanoplasmonic cavities for

enhanced spectroscopy [55–57] and interactions with twisted light [52, 58–61], just to name

a few. Nonetheless, in these fields, a truncated multipolar expansion is the usual method

of choice, which is origin-dependent [38] and its convergence with the multipole order can

be slow [36]. Methods like the non-dipole strong field approximation Hamiltonian [48], and

non-truncated treatments for X-ray spectra calculations [39, 40, 42] have gone beyond the

multipolar expansion for these specific applications. A single tool that combines a general

framework for beyond-dipole interactions in the time domain and can account for radiation-

reaction has not been achieved so far.

Here, we report an open-source, parallel and efficient implementation of the real-space,

real-time Maxwell-TDDFT method in full minimal coupling and showcase applications that

highlight its use for QED, beyond-dipole spectroscopy, and both simultaneously. To the best

of our knowledge, this is the first implementation of its kind to be reported. In particular,

we show the renormalized Cherenkov emission from an electronic wavepacket by coupling

back the emitted field into the quantum dynamics. In addition, we show the presence of

magneto-optical effects driven by linearly polarized XUV light using benzene as an example,

as an atomistic equivalent of dark transitions in nanorings. Finally, we demonstrate that a

nanoparticle dimer coupled to the free-space electromagnetic environment has a plasmonic

frequency shift as well as non-negligible phase shifts of the density and near field in the

Fourier domain, by pure coupling with the transverse field induced by itself. To conclude,

we present a few outlooks for the application of this tool to strong field phenomena, twisted

light beams, and periodic systems.
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II. THEORY AND NUMERICAL METHODS

The SI system of units is used in the paper unless specified otherwise. As starting

point, we consider the time-dependent Kohn-Sham equations using the full minimal coupling

Hamiltonian in velocity gauge

Hf.m.c. =
1

2m

(
−iℏ∇+

|e|
c
A(r, t)

)2

+
|e|
m

B(r, t) · ŝ+ VH[n](r, t) + Vxc[n](r, t) + Vnuc(r, t).

(1)

Here ℏ is the reduced Planck constant, m and e are the mass and charge of the electrons,

respectively, c is the speed of light in vacuum, A(r, t) is the transverse vector potential

and B(r, t) is the magnetic field associated with it, ŝ is the spin operator, VH[n](r, t) and

Vxc[n](r, t) are the Hartree and exchange-correlation potentials, respectively, Vnuc(r, t) is the

Coulomb potential of the nuclei, and n(r, t) is the electronic density [62]

n(r, t) =
Nocc∑

j=1

∑

σ=± 1
2

|φj(r, σ, t)|2 , (2)

where φj(r, σ, t) are the Kohn-Sham wavefunctions with index j enumerating the Nocc oc-

cupied orbitals and σ being spin. The transverse vector potential A(r, t) can have both

external and matter contributions

A(r, t) = Amat(r, t) +Aext(r, t). (3)

The matter-induced vector potential Amat(r, t) is a transverse field that depends on the

properties of matter. We note that in most of the cases Amat(r, t) does not have an

analytical expression and needs to be calculated numerically by solving Maxwell’s equa-

tions self-consistently along with the electronic dynamics. Following Ref. [31] we choose

the Riemann-Silberstein representation to propagate the electromagnetic fields, where the

Riemann-Silberstein vector F(r, t) is defined as

F±(r, t) =
√
ϵ0/2 (E(r, t)± icB(r, t)) , (4)

where ϵ0 is the vacuum permittivity. For the remainder of this work we use only the positive

definition: F := F+. According to this definition, the Faraday and Ampère laws are unified

into a single equation of motion

i∂tF(r, t) = c∇× F(r, t)− i√
2ϵ0

J(r, t), (5)
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while the two Gauß laws are similarly combined

∇ · F(r, t) =
√

1

2ϵ0
n(r, t). (6)

The source term J(r, t) in (5) is the total current density given by [31, 63]

J(r, t) =
eℏ
2im

Nocc∑

j=1

∑

σ=± 1
2

([
∇φ†

j(r, σ, t)
]
φj(r, σ, t)− φ†

j(r, σ, t) [∇φj(r, σ, t)]
)
− e2

mc
A(r, t)n(r, t)

− eℏ
2m

∇×
Nocc∑

j=1

∑

σ=± 1
2

φ†
j(r, σ, t)ŝφj(r, σ, t), (7)

where the first, second, and third terms are the paramagnetic, diamagnetic, and magnetiza-

tion current densities, respectively.

The vector potential can now be computed from the time-propagated magnetic field

B(r, t) =
√
2µ0ℑ(F(r, t)) by solving the Poisson equation for ∇×A(r, t) = B(r, t)

A(r, t) =
1

4π

∫

V

∇′ ×B (r′, t)

|r− r′| d3r′ − 1

4π

∮

S

n̂′ × B (r′, t)

|r− r′| d
2r′. (8)

The first term can be efficiently calculated using a Poisson solver, as it corresponds to the

solution of the Poisson equation for a simulation box with volume V . The second integral in

Eq. (8) is a surface integral, where n̂′ denotes the normal to the surface S of the simulation

box. This term becomes necessary if B (r′, t) does not vanish at the surface of the simulation

box. In Coulomb gauge, however, eq. (8) can be written as a function of the instantaneous

magnetic field [64]

A (r, t) = ∇× 1

4π

∫
B (r′, t)

|r− r′| d
3r′, (9)

which is much more convenient for the numerical implementation (see Supporting Informa-

tion).

As only the transverse component of the electromagnetic fields is coupled back into the

matter Hamiltonian, the longitudinal fields do not need to be calculated as a contribu-

tion from the Maxwell propagation, as long as the full matter system is interacting via the

Coulomb potential. Hence, we do not account for the initial charge density in the Maxwell

simulations, instead, we set the initial field to zero and let it evolve in time. In this way, the

Gauß law is fulfilled with the charge density difference with respect to the ground state

∇ · E(r, t′) = n(r, t′)− n(r, t = 0)

ε0
. (10)
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Therefore, the Gauß law is automatically fulfilled and can be used as a side condition to

test the method’s accuracy (vide infra). Another side condition that needs to be fulfilled

automatically is the continuity equation: ∂tρ(r, t) +∇ · J(r, t) = 0 (where ρ = −en).
The full minimal coupling Hamiltonian (1) gives access to light-matter interactions up

to all multipolar orders. However, a Taylor expansion of the vector potential and magnetic

field in Eq. (1) around the center r0 can be performed, which leads to the well-known

multipolar-expanded Hamiltonian. This approach allows us to distinguish the effects arising

from different orders and types of electromagnetic fields. We have then implemented the

multipolar Hamiltonian in length gauge up to the second order, which reads as follows [31]

Hm.e. = − ℏ2

2m
∇2 + |e|r · E⊥ (r0, t) + i

|e|
2m

B (r0, t) · (r×∇) +
1

2
|e|(r ·∇)r · (E⊥(r, t))

∣∣∣∣
r=r0

+

+ VH[n](r, t) + Vxc[n](r, t) + Vnuc(r, t), (11)

which in addition to the commonly used electric dipole term |e|r·E (r0, t), also has a magnetic

dipole contribution,

i
|e|
2m

B (r0, t) · (r×∇) = − |e|
2m

B (r0, t) · L̂, (12)

and the electric quadrupole term,

1

2
|e|(r ·∇)r · (E⊥(r, t))

∣∣∣∣
r=r0

=
1

2
|e|

∑

ij

riQijrj. (13)

Here L is orbital angular momentum operator and Qij = ∂iE⊥,j (r, t)|r=r0
is the electric field

gradient tensor.

In summary, the initial conditions for the Kohn-Sham orbitals φ0 and Riemann-Silberstein

vectors F0 are given by
(
− ℏ2

2m
∇2 + VH[n](r) + Vxc[n](r) + Vnuc(r)

)
φ0
j(r, σ) = Ejφ

0
j(r, σ), (14)

F0(r) = 0 (15)

and their coupled dynamics are defined by the following equations, and summarized in Fig.

1

iℏ∂tφj(r, σ, t) = Hf.m.c.φj(r, σ, t), (16)

i∂tF(r, t) = c∇× F(r, t)− i√
2ϵ0

J(r, t). (17)
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A. Numerical Methods

We solve the coupled Kohn-Sham-Maxwell equations as given by the full minimal coupling

Hamiltonian within TDDFT as implemented in the open-source code Octopus [65]. The

Kohn-Sham equations are solved in real space and real time. The Maxwell equations in

Riemann-Silberstein form are discretized in space using the same finite differences as for

the Kohn-Sham equations and in time using an exponential propagation scheme [31]. Both

the Kohn-Sham equations and the Maxwell equations have been implemented as different

systems coupled via the new multi-system framework in Octopus [65]. The use of the new

framework has not only enabled the interaction among more than two systems, giving more

freedom for the types of simulation, but also has opened the way to couple several electronic

and Maxwell systems and also to extend this to other levels of theory such as, e.g., continuum

electromagnetic models, and density-functional tight-binding calculations, having potential

for truly multiscale simulations.

The current implementation allows the inclusion of different boundary conditions for

solving Maxwell’s equations: zero fields, constant fields, and absorbing boundary conditions

using a perfectly matched layer (PML). Moreover, plane waves can be introduced into the

simulation box by using Dirichlet boundary conditions. For this paper, we have used PML

absorbing boundaries for the Maxwell simulations, to simulate emission of the scattered

fields in free space. This, however, demands the use of a much larger Maxwell box than the

matter box, so that the PML and the matter system do not overlap in space.

The coupling between systems supports different grids with arbitrary shapes and spacings

(see Figure 1). The transfer of quantities (called regridding) from one grid to the other is

a central operation in our framework, as it is implemented using both linear and nearest-

neighbor interpolations on the overlapping parts of the grids. It also supports grids with

different parallel distributions. With this approach, we can adapt the grid spacing and shape

for the different systems, thus saving computational effort.

Finally, the coupling of systems supports various time steps through the multi-system

framework, where the mapped quantities are interpolated in time to ensure that the order

of the time propagation methods is retained. Mostly, a 4th-order Taylor expansion of the

exponential operator (and thus also a 4th-order time interpolation) is used. This feature

allows us to efficiently capture different temporal scales of the different systems (as the
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FIG. 1. Sketches of the Maxwell and matter simulation boxes (left) and the forward-backward

self-consistent coupling scheme (right). For this sketch, each grid point that is plotted represents

a cube of 8×8×8 grid points in the real calculation.

Maxwell equations have naturally a faster timescale and demand a smaller timestep than

the electron dynamics).

B. Validation of the Maxwell solver

In this subsection, we illustrate the validation of our Maxwell solver. We first consider

in II B 1 the radiation of an electron in the presence of a harmonic potential. We show

that the numerical simulation is in perfect agreement with analytical results. As a next

step, we verify in II B 2 the numerical solution of the Poisson equation (8) and check the

accuracy of the Helmholtz decomposition. In II B 3, we investigate the effects of origin

dependence on the dipole moment of benzene driven by a laser field. And finally, in II B 4

we discuss how the observables calculated with the usage of the non-local potential (widely

used pseudopotentials) deviate from the case of local (all-electron) potentials.

1. TDDFT to Maxwell: Radiation from the harmonic oscillator

As a test of the implementation, we have studied the electromagnetic fields induced by

an electron wavepacket oscillating in a harmonic potential in three dimensions. Namely,
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we consider an initial wavefunction as the solution in the displaced quadratic potential

V = 1
2
((x− 10)2 + y2 + z2), and for the dynamics we displace the potential from the origin,

triggering the electronic dynamics. The wavepacket is then propagated for 40 a.u. of time,

while the spatially-resolved radiation from the wavepacket is obtained by solving Maxwell’s

equations with absorbing boundary conditions (the details of the grids used can be found in

the Supporting Information). The results of the simulation are depicted in Fig. 2.

Far from the source wavepacket, where the effect of the Gaussian charge distribution

is smaller, the generated electromagnetic fields have to match the Liénard–Wiechert (LW)

fields of a point-charged particle. The electric and magnetic fields described by the LW

formulas are given by [66]:

E(r, t) =
q

4πϵ0

r̃

(r̃ · u)3
[
(c2 − v2)u+ r̃× (u× a)

]
; B(r, t) =

1

c

r̃

r̃
× E(r, t). (18)

Here, r represents the position of the field, r̃ = r − rp, where rp is the source position,

considered in our calculations as the mean value position of the wave packet. The vector

u = cr̃/r̃ − v, where v is the velocity vector of the source and a is its acceleration vector.

In the bottom panels of Fig. 2 the simulated and the LW fields are compared at one

spatial point relatively far from the source, showing almost perfect agreement, the small

deviation arising from the finite width of the wavepacket. As the results have not been

rescaled by any factor, this test shows that the Maxwell time propagation with an electronic

system as the source is correct and consistent with the employed unit system in our code.

2. Maxwell to TDDFT: magnetic vector potential and Helmholtz decomposition

To verify that the vector potential from a Maxwell system is properly coupled to the elec-

tronic system, we have propagated a plane wave pulse in a Maxwell box, imposing the initial

values at the boundaries (Dirichlet conditions), and calculated its vector potential using Eq.

(8), which implies solving a Poisson equation for the magnetic field. The comparison of the

calculated A(r, t) and the analytical expression from the plane-wave (A = −∂tE) proves

that the calculation is valid in most of the box (see Supporting Information), especially

for points which are far from the boundaries, where the error is larger due to the approxi-

mate description of the derivatives at the boundaries (see description of the methods for the

Helmholtz decomposition in the Supporting Information).
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FIG. 2. Dynamics of a wavepacket in a harmonic oscillator (top) and its generated electromagnetic

fields as a function of time (bottom). The top panel depicts a 1D slice of the density in the x

axis (y = 0, z = 0) as a function of time. From the full volumetric density the dipole moment is

calculated and is fed into the Liénard–Wiechert equations for the analytical fields, fulfilling the

role of the particle position rp. The middle panel shows the x component of the time-propagated

electric field and its analytical counterpart at the (0,0,30 bohr) point as a function of time, while

the magnetic field y component is compared for both cases in the bottom panel.

We also verified that transverse and longitudinal electric field components are correct.

These components were calculated using the Helmholtz decomposition for an oscillating

point dipole, described as a space-dependent spatial current, where the emitted fields are

absorbed by the PML absorbing boundaries. The accuracy of the decomposition for different

box sizes and PML widths can be evaluated by comparing the total field with the sum of the

transverse and longitudinal fields (see Supporting Information). This comparison is useful

to establish the minimum box size and maximum wavelength that can be simulated within

a certain tolerance, for a charge distribution of a given spatial extent.

3. Origin-independence

It is well known that truncating the light-matter interaction at a given multipole order

beyond dipole leads to origin-dependent observables [38]. As the multipolar expansion is a
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common choice in electronic structure calculations, it is important to test its accuracy. Here

we compare different coupling levels for the time-propagation of a benzene molecule located

at two different positions in the box, driven by an XUV pulse of frequency 270 eV which

propagates along the y axis and is depicted in Fig. 3. The two locations for the center of

mass r0 (see eq. (11)) are namely the origin (0, 0, 0) (referred to as centered) and at (8,

8, 0) bohr (displaced). First of all, we observe non-negligible differences between the full

minimal coupling and the dipolar level, shown in the top panel, which will be analyzed in

detail later.

Here we focus on the comparison between full minimal coupling and a multipolar expan-

sion that considers electric dipole, magnetic dipole, and electric quadrupole couplings. In all

these cases we consider only forward-coupling of the plane wave with the electronic system,

ignoring the back reaction. In the bottom panel of Fig. 3, the dipole moment of the centered

and displaced molecules are compared. As the plane wave propagates along the y direction,

one molecule experiences the effect of the external field earlier than the other. To correct for

this delay and to have comparable time traces, the dipole moment of the displaced system

has been translated in the time axis by an offset of toff = (8 bohr)/c = 0.058 a.u. It is

visible that the results in full minimal coupling match perfectly, while the simulations with

truncated multipolar treatment show deviations. Considering that the beyond-dipole effects

induced by a plane wave of this frequency are still within a few percent, the expected effects

when the multipolar truncation is done on much more inhomogeneous fields (like a plas-

monic near field) are expected to be much more important, potentially leading to incorrect

conclusions.

4. Pseudopotentials vs. all-electron

The path ambiguity in the gauge transformation of the non-local part of the atomic

pseudopotentials is well known, and possible solutions have been proposed, although with

limited applicability in realistic scenarios [67, 68]. In specific cases, e.g. when a kick is

applied, and therefore a vector potential is not present in the simulation, the problem can be

overcome by transforming the momentum operator [69]. However, in general, there is not an

efficient method to overcome this limitation, and in this work, we focus on calculations that

do not involve a non-local potential, by using an all-electron description. To understand
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FIG. 3. Laser-driven benzene molecule by a pulse with central frequency ω = 270 eV, compar-

ing full minimal coupling with the truncated multipolar coupling at the magnetic dipole/electric

quadrupole level. Top panel: sketch of the simulation box and incoming field. Middle panel:

comparison of the time-dependent dipole moment, x component, in electric dipole, full minimal

coupling and its difference, for the benzene molecule centered at the (0,0,0) point (the external field

time-trace is included for reference). Bottom panel: comparison of the dipole moment dynamics in

full minimal coupling and with the multipolar expansion including electric dipole, magnetic dipole

and electric quadrupole terms, with the molecule placed at two different locations: in one case

(centered) with the center of mass at r0 = (0, 0, 0) and in the other (displaced) with r0 = (8, 8, 0)

bohr.

the error produced by the use of pseudopotentials, we compare simulations using both

descriptions for a benzene molecule illuminated with a 7-eV external pulse, while solving

Maxwell’s equations. In Fig. 4 we compare two quantities that can be computed from the

electronic and the Maxwell systems, to see if they are consistent under the two electronic

descriptions. We namely compare the density and calculate both as defined in Eq. (2), as well

as by solving Eq. (10) (top panels); and the longitudinal electric field, which can be computed
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from the Helmholtz decomposition of the total electric field, as well as from the gradient of

the time-dependent Hartree potential in DFT: E∥ = −∇(V H − V H
GS). We see that while

the all-electron quantities agree when calculated from the different physical systems (albeit

small deviations close to the atomic nuclei arising due to the grid discretization), the same

quantities differ inside the pseudopotential region for the calculations using pseudopotentials.

Due to the computational cost of all-electron calculations, in future works it would be

desirable to find a solution for the gauge invariance when pseudopotentials are used. For

that purpose, the visual representation of the differences presented here could be a hint to

find an adequate approach to overcome the path ambiguity.

III. CHERENKOV RADIATION FROM AN ELECTRONIC WAVEPACKET

The Vavilov-Cherenkov radiation is the emitted radiation from a particle that is traveling

faster than the speed of light in a medium [70, 71]. As the radiated Cherenkov field is

highly inhomogeneous and is emitted in the vicinity of the particle, backward-coupling of

the induced radiation in the dynamics of the particle itself could, in principle, exist. As

probing the Cherenkov angle is crucial to extract information from the superluminal travel

of particles in a wide range of applications [72], beyond-dipole self-consistent corrections

to the spatial distribution of the wavepacket as well as its dynamics would have practical

applications.

To test this hypothesis, we perform simulations of an electronic wavepacket traveling at

a higher velocity than the phase velocity of light in a medium. From these simulations

we analyze the emitted radiation with and without back-reaction of such radiation on the

wavepacket dynamics. The initial condition of the Gaussian electronic wavepacket is the

following:

φ(x, y, z, t = 0) = C0e
−ip(x−x0)e

− 1
4

(
x2

(∆x)2
+ y2

(∆y)2
+ z2

(∆z)2

)

, (19)

where C0 denotes the amplitude while ∆x, ∆y and ∆z indicates the width of the wavepacket

in three directions. The term e−ip(x−x0) shows that the wavepacket has momentum p along

the x direction, initially centered at x0. In our simulations, p = 2.5 a.u., while the medium

has a refractive index of 100, and consequently the phase velocity of light is vl = 1.37 a.u.

To observe the Cherenkov effect, the wavepacket should not disperse too quickly during

the dynamics. This implies keeping the momentum spread δp low enough without making
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FIG. 4. Comparison of slices in the xy plane of the electron density (top panels) and longitudinal

electric field (bottom panels) as calculated from the DFT subsystem and from the electromagnetic

fields in the Maxwell solver, when using pseudopotentials and for an all-electron calculation. In

all cases, the simulation consisted of a benzene molecule centered at (0,0,0) driven in electric-

dipole-approximation by an external pulse of frequency ω = 7.2 eV, tuned to the HOMO-LUMO

transition. The snapshots are taken at time t = 12 a.u.

the position spread δx too large to still fit in the simulation box. The momentum itself

sets a constraint in the spacing used, due to the spatial modulations of the wavefunction.

After choosing the parameters carefully, we employed a simulation box of size 60×18×18
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bohr3 with a uniform spacing of 0.3 bohr. The wavepacket width is ∆x = 5.5 bohr in the

x direction, and ∆y = ∆z = 2.5 bohr in the y and z directions. The wavepacket moves in

the positive x direction. We offset the starting point of the particle by −30 nm in the x

direction.

As it can be seen in Fig. 5, as time evolves the wavepacket disperses, while the electric

field (x-component, in this case) starts to develop the well-known Cherenkov cone. The

non-dispersive Cherenkov angle is given by βnon−disp = arctan(vl/p) = 56.8◦. Here we study

the birth of the Cherenkov radiation and the time evolution of the angle, being first close

to 90◦ (initial field aligned with the axis of propagation), as it develops and tends to ≈ 54◦.

The slight difference with the non-dispersive value can be attributed to the dispersion of the

wavepacket and the numerical resolution of the grid.

Then, we included the back-action corrections, which are also shown in Fig. 5 both for

dipolar and full minimal couplings. As can be seen, the corrections to the density and

the emitted field are around 0.1% with dipolar back-action (spatial average of the radiated

field), but over 3% with full minimal coupling back-action. The dipolar correction shows

the expected dipolar pattern in the direction of propagation of the wavepacket, namely a

slight shift in space of the density (which can be interpreted as a slightly larger velocity with

respect to the non-coupled case). However, the correction with full minimal coupling shows

a rich spatial distribution, creating a slight accumulation on the front and lateral sides, and

a strong depletion on the back of the wavepacket, thereby changing its shape. The emitted

field also shows an increase of the wavefront width and a decrease (in absolute values) of

the field at the tip of the cone. In the literature, the corrections to Cherenkov dynamics

have been addressed in a non-perturbative QED approach [73]. The present methodology

has the potential to simulate the corrected non-perturbative dynamics of arbitrary particles

described at the first principles level and to study the angular distribution of radiation for

relevant scenarios.

IV. MAGNETOOPTICAL RESPONSE OF NON-CHIRAL MOLECULES WITH

NON-CHIRAL SOFT X-RAYS

It is known that nondipole corrections in X-ray spectroscopy, particularly in X-ray ab-

sorption (XAS) are around 5-10% for dipole-allowed transitions in the soft X-ray region [40].
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FIG. 5. Cherenkov radiation: electron density and transverse electric field for different timesteps

(top); corrections that arise in dipolar and full minimal coupling (middle); and dynamics of the

Cherenkov angle formation (bottom). For the three time snapshots chosen in the top panels,

the wavepacket is propagating freely without any external drive and without back-reaction. It

can be seen how the wavepacket disperses while the radiation forms the well-known cone. The

corrections are plotted with the same colorscale, which shows a minor effect from the dipolar

coupling, which also shows variations along the axis of propagation of the wavepacket, while a rich

angular-dependence arises in our full minimal coupling approach. The angle dynamics (bottom)

show the time evolution of the angle measured from the simulations (calculated) together with an

exponential fit (model) with a characteristic time of 0.09 fs.
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Numerous works have proposed methods to calculate the nondipole response function from

first principles without truncation of the multipolar expansion (e.g. in full minimal coupling)

[39, 40, 42]. Here, we analyze the beyond-dipole effects in real-space and real-time, by sim-

ulating the soft X-ray excitation of a single benzene molecule considering different angles of

incidence, as defined by the wavevector. In this section we omit the back-reaction as it is

very small (only a frequency shift of around 0.05% is observed), therefore the electromagnetic

field used is only of external origin.

The setup is the same as discussed in section II B 3. By considering an incident beam

with both propagation and polarization vectors in the plane of the molecule (k = key,

A = A(r, t)ex), the atomic dipole oscillations are dephased along the propagation direction,

which is not visible in the dipolar approximation. This phenomenon is not observed at

normal incidence, i.e. when the propagation of the beam is along the direction perpendicular

to the molecule (k = kez).

This effect can be understood as the atomic-scale version of the phase retardation effects

on the optical spectra of nanorings [74]. As in the case of the nanorings, the in-plane beam

excites higher-order modes which would otherwise be “dark” or dipole-forbidden. As the

first order beyond the electric dipole is the electric quadrupole and the magnetic dipole, we

examine the dynamics of the induced orbital angular momentum as follows.

The angular momentum expectation value is calculated as L(t) =
∑Nocc

j=1

∫
drψ†

j L̂ψj. As

shown in Fig. 6, angular momentum in the z direction is driven when the full minimal

coupling approach is used, but not in the dipolar coupling case. The induced magnetic

moment m = L (for a spin-unpolarized case) ignoring higher order terms can be written as

[69]

L(ω) = χ(ω)B(ω) +
iω

c
β(ω)E(ω), (20)

where χ is the magnetic susceptibility tensor and β is the crossed response tensor.

As the linear magnetic contribution is a trivial source of induced angular momentum,

we subtract the magnetic dipole effect a simulation where the external field couples only

through the magnetic dipole term (see eq. (11)). The difference between the full coupling

and the magnetic dipolar coupling is the magnetooptical response (see Fig. 6), which can

17



be related to the time-domain magnetization as

L(t)− LMD(t)− =
iω

c

∫ ∞

−∞
β(ω)E(ω)e−iωtdt, (21)

where L(t) and LMD(t) are z components of the angular momenta calculated in full minimal

coupling and at the magnetic dipole level, respectively.

For the calculation of circular dichroic spectra, only the diagonal elements of the crossed

β tensor are considered to be relevant, since they are linked to the rotatory strength R(ω) =

3ω
πc
Im(β̄(ω)). However, the off-diagonal components which vanish upon spherical averaging

could play a role in novel beyond-dipole spectroscopies. In particular, here we compute the

off-diagonal cross response as

βxz(ω) =
1

2ωEx(ω)

∫ ∞

0

(Lz(t)− LMD
z (t))eiωtdt. (22)

The magneto-optical resonances due to the cross response can be visualized in the mange-

tooptical spectrum, which is compared with the dipolar (absorption) spectra (calculated

as ωℑ(⟨x⟩(ω)/Ex(ω))) and with the angular spectra (defined as ωℑ(Lz(ω)/Ex(ω))) in the

bottom-right panel of Fig. 6. While the dipole spectrum shows very similar peaks both in

dipolar and FMC levels, with two major peaks around 278 and 290 eV, the magnetooptical

spectrum shows only a clear resonance around 290 eV and other minor peaks. It is possi-

ble to see that the angular momentum spectrum calculated directly from the total Lz does

not show this selectivity of for the 290 nm excitation, allowing us to discriminate between

magnetic dipole and higher-order (e.g. electric quadrupole) excitations. The reason for the

selectivity of the magneto-optical spectrum on the second excited state needs still to be

explored in depth, and is beyond the scope of this publication. In summary, the effects

that arise from the higher-order coupling when using non-chiral light could be important to

describe the origin of chirality in non-chiral oriented samples, especially in conditions where

the dipole approximation is not valid (e.g. small wavelengths).

V. REAL-TIME RADIATION-REACTION OF PLASMONIC DIMERS

Plasmonic nanostructures and nanocavities have proven to be useful platforms for driving

non-equilibrium phenomena, including strong coupling [10], ultrafast transport [75], nonlin-

ear [76] and quadrupolar effects [36, 77]. The highly localized plasmonic fields at the apex of
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FIG. 6. Laser-driven benzene at 270 eV in full minimal coupling (FMC) vs. electric dipole (ED)

and mangetic dipole (MD): magneto-optical effects dependent on the incidence angle. The top

panel shows snapshots of the electronic density in the xy plane for thee case of the XUV pulse

propagating along the y direction. From the difference of the densities (FMC-ED), it can be seen

that the atomic dipoles show a delay along the direction of propagation, which is a radiation

pressure feature. This effect is not present when the angle of incidence is perpendicular to the

molecule. A consequence of the retarded response along the propagation direction is a generation

of angular momentum (bottom left). Subtracting the angular momentum induced by the magnetic

dipole, the Lz difference (red line) can be attributed to the magneto-optical effects. The spectrum

of this cross response is ploted in the bottom-right panel, along with the (dipole) absorption spectra

in FMC and ED, together with the angular spectra at different indicence angles, for comparison.

It can be seen that the cross response tensor is mostly sensitive to one of the excitation peaks.
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atomically-sharp tips are being used to achieve more and more resolved spectro-microscopy

techniques, including TERS images [56, 78]. Precise knowledge of the spatial shape [79, 80]

and waveform [81] of the plasmonic near fields is important to understand the mechanisms

and push the envelope in the atomic-scale resolution techniques [82].

In this sense, radiation dynamics and radiative decay are often ignored aspects, which

can lead to considerable frequency shifts when treated [83, 84] and could be used to tailor

the modal structure of the radiative rate with respect to the excitation rates [85]. The

mentioned frequency shift can be attributed to a nanoplasmonic analog of the atomic Lamb

shift [83]. Such a shift has also been demonstrated to arise in ab initio simulations with

radiation reaction included at the mean-field level [54]. However, radiation damping and

the associated Lamb-like shifts are expected to arise for large cluster sizes [86].

Here we demonstrate that even in free space, there is a potentially measurable renormal-

ization of the dimer plasmonic mode in clusters of ≈ 1 nm diameter. We have modeled a

plasmonic dimer using two icosahedral sodium clusters of 55 atoms each, oriented in a face-

to-face configuration and with an interparticle distance of 0.7 nm. We use a simulation box

of 38×38×83 bohr3 with a spacing of 0.28 bohr for the matter system, while for the Maxwell

system the box is of size 113×113×159 bohr3 and the spacing is 0.56 bohr (see Fig. 7, top

left panel). The Maxwell box includes a PML boundary region of width 28 bohr in all direc-

tions. We propagate the dynamics for 13 fs using the exponential midpoint method, using

timesteps of 0.5 as and 0.02 as for the matter and Maxwell systems, respectively, under an

external laser coupled in electric dipole approximation, tuned to the plasmonic resonance of

the 55-atom cluster (3.08 eV).

Fig. 7 shows a snapshot of the induced currents of the dimer at t = 7.5 fs, along

with the total induced electric field and its decomposition in longitudinal and transverse

components. The transverse component is much smaller than the longitudinal one (which

shows near-field enhancement with respect to the external field), but its amplitude reaches

approximately 10% of the external field. The transverse component is coupled back to

obtain the renormalized radiative dynamics. The time-dependent dipole moment and the

absorption spectra for the two simulations (with and without radiation reaction effects) are

compared, where a frequency shift of the dipole plasmon mode of ca. -70 meV is evident when

the back-coupling is included, together with a broad absorption enhancement for energies

below the absorption maximum.
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The effects in real-space observables can be understood by comparing the local electronic

density and near field components including the renormalization, depicted in Figs. 8 and

9. In the left panels the Fourier-transformed real-space electronic density in the xy plane

at ω0 = 2.87 eV is shown, along with the time trace of the density at selected points.

The imaginary part of the density, which indicates the charge distribution of the driven

plasmonic mode and is connected to light absorption [87], is not considerably affected by

the radiation reaction. However, the real part does show non-trivial effects, evidencing a

different scattering response. As seen in the time trace at specific points, in addition to

the relative phase close to the surface of one of the clusters (dynamics at x = 12 bohr,

z = 8 bohr), there are spill-out effects in the gap region, which could have implications for

ultrafast electron transport in plasmonic gaps [75].

The near field calculated from the gradient of the Hartree potential is shown to be affected

by the radiation reaction in Fig. 9. The phase of the near field at the plasmonic mode

frequency is shifted approximately 0.06π rad at the hot spot. As this quantity is affected by

the plasmonic gap geometry and dielectric properties of the nanostructures, this phenomenon

suggests radiative dynamics could play a role in experiments that depend on the quantum

dynamics of plasmonic nanojunctions, e.g. in light-driven STM [81] or TERS [78].

VI. CONCLUDING REMARKS

In summary, in this work we have proven that there are significant effects beyond dipole

that play a role in the dynamics of quantum systems in electromagnetic environments. We

have done so by implementing (to the best of our knowledge for the first time) a self-

consistent Maxwell-TDDFT method in full minimal coupling with the total (external and

induced) spatio-temporal electromagnetic fields. Generally speaking, the beyond-dipole re-

sponse in mean-field QED will be relevant whenever (a) the transverse induced field is large

compared to the external field, and (b) either the external or the induced vector potential

has spatial inhomogeneities in the length scale of the system, which causes magnetic, or

higher-order electric effects. Relevant examples of such conditions, which have not been

covered in this article but will be studied in future works, are the excitation of quantum

systems with orbital angular momentum beams (also called ”twisted light”), strong field

phenomena such as photoionization or high harmonic generation, x-ray absorption spectra
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FIG. 7. Transverse-field-effects on the plasmon-driven dynamics of a dimer of sodium clusters:

total, longitudinal and transverse electric field spatial distribution at t = 7.5 fs (top), transverse

field (external and induced) dynamics and dipole moment (bottom-left), and spectra which evidence

the renormalized plasmon frequency (bottom-right).

using structured light, and plasmon-enhanced scattering spectra such as TERS. Overall,

this new framework constitutes a powerful tool to assess the beyond-dipole effects as new

knobs to control non-equilibrium phenomena by tailoring light-matter interactions in optical

cavities.
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Kaminer. Nonperturbative Quantum Electrodynamics in the Cherenkov Effect. Phys. Rev.

X, 8(4):1–16, 2018.

[74] Feng Hao, Elin M. Larsson, Tamer A. Ali, Duncan S. Sutherland, and Peter Nordlander.

Shedding light on dark plasmons in gold nanorings. Chem. Phys. Lett., 458(4-6):262–266,

2008.

[75] Markus Ludwig, Garikoitz Aguirregabiria, Felix Ritzkowsky, Tobias Rybka, Dana Codruta

Marinica, Javier Aizpurua, Andrei G Borisov, Alfred Leitenstorfer, and Daniele Brida. Sub-

femtosecond electron transport in a nanoscale gap. Nat. Phys., 16(3):341–345, mar 2020.
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[80] Esra Ilke Albar, Franco P. Bonafé, Valeriia P. Kosheleva, Sebastian T. Ohlmann, Heiko Appel,

and Angel Rubio. Time-resolved plasmon-assisted generation of optical-vortex pulses. Sci.

Rep., 13(1):1–9, 2023.

[81] D. Peller, C. Roelcke, L. Z. Kastner, T. Buchner, A. Neef, J. Hayes, F. Bonafé, D. Sidler,
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I. SIMULATION PARAMETERS FOR THE HARMONIC OSCILLATOR

For the electronic system a cubic box of size 20×20×20 bohr3 and spacing of 0.15 bohr was

used. Due to the harmonic potential, the wavepacket oscillations have a period T = 2π a.u.

of time. Simultaneously, the Maxwell propagation was run, with the paramagnetic current

from the electrons as the source term (as the diamagnetic and magnetization currents are

zero). The Maxwell field is solved in a box of size 40× 40× 40 bohr3 using a spacing of 0.3

bohr. The absorbing PML region has a width of 9 bohr on all faces of the cube.

II. VECTOR POTENTIAL FROM THE RIEMANN-SILBERSTEIN STATES

The magnetic vector potential is calculated from the curl of the magnetic fieldB, as shown

in the main text. The implementation requires the use of a Poisson solver and the calculation

of the numerical derivatives of the B field. As the derivatives will give approximate values

close to the boundaries of the box, the vector potential could have a large error for situations

in which the field is finite at the box boundaries (e.g. plane waves). We assess the accuracy

of the vector potential in two ways: by re-computing the B field from its curl; and by

comparing its time-derivative to yield the transverse electric field, as E = −∂tA (in SI

units). Here we show an example of the latter comparison, for a plane wave of frequency

270 eV propagating along the y direction and polarized in the x direction. The wave is fed

in the box by means of plane wave conditions (Dirichlet boundary conditions), and the box

is of 80x320x80 bohr3. The results show that farther away from the boundaries, the error

decreases, being smaller at 120 bohr with respect the origin of the box (280 bohr with respect

to the incoming plane waves boundary). As the boundaries will induce numerical errors, the

deviations are expected, and it is meant to be only a test. For all the calculations presented

in this work, only the induced fields are propagated by means of the Riemann-Silberstein

equations, therefore they decay to zero towards the boundaries, due to the use of absorbing

boundaries (perfectly matches layer). Hence, these conditions ensure a good accuracy of the

vector potential for the induced fields.
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FIG. 1. Comparison of the propagated electric field with the time derivative of the vector potential,

to assess the accuracy of the magnetic vector potential calculation.

III. HELMHOLTZ DECOMPOSITION

A. Methods and approximations

The Helmholtz decomposition theorem states that any sufficiently smooth vector field

can be expressed as the sum of an irrotational (curl-free) and a solenoidal (divergence-free)

vector field. This means that in general, if one has a generic field F (r) ∈ C1 (Rn), then

F (r) = Flong (r) + Ftrans (r) = −∇ϕ (r) +∇×A (r) (1)

∇× Flong (r) = 0,∇ · Ftrans (r) = 0 (2)

where ϕ (r) is a scalar function (scalar potential) andA (r) is a vector field (vector potential).

In equation 1 we exploited the conditions on the transverse and longitudinal fields (2) and

some vectorial identities to write the final expression. To give a more physical interpretation

to the equations above, let us call Ftrans (r) = B (r) (magnetic field).

The theorem states that it is possible, given the total field F (r) to compute its transverse

and longitudinal components as:

ϕ (r) =
1

4π

(∫ ∇′ · F (r′)

|r− r′| dr′ −
∮

n̂′ · F (r′)

|r− r′| dS
′
)

(3)

A (r) =
1

4π

(∫ ∇′ × F (r′)

|r− r′| dr′ −
∮

n̂′ × F (r′)

|r− r′| dS
′
)

(4)
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In both equations two terms appear, a volume integral and a surface integral. The former

is computed by first applying the appropriate differential operator to F (r), and then by

solving the Poisson equation. Note that in the case of the vector potential A (r) we solve

three Poisson equations, one for each direction. We tested our implementation using the

Conjugate Gradient Poisson solver, however the user may choose any non-periodic algorithm

(i.e. FFT should not be used). Conversely, the surface integral can be neglected if the

integration domain is large enough. This approximation works well when the simulation

box is sufficiently large, however in general neglecting the surface integral can lead to a

potential that diverges greatly from the correct result.

The equations above do not make any assumption on the gauge of the field. Explicitly

taking into account the gauge used in this work (the Coulomb gauge ∇ ·A = 0) allows us

to simplify the expressions [1]. Equation 4 can be rewritten as:

A (r) = ∇× 1

4π

∫
B (r′)

|r− r′| dr
′ (5)

Due to numerical reasons, this expression is more stable to evaluate than equation 4. This

is because Octopus uses finite differences to compute derivatives. Thus, the algorithm is

well-defined in the inner regions of the simulation box, whereas at the boundaries one needs

to include extra points (that are not physical). The artifact is that Octopus assumes any

function to be zero in those points (unless the value is manually set). This results in a jump in

the value of the fields at the boundaries, thus generating spikes in the derivatives and leading

to numerical instabilities both when computing the Poisson equation for∇′×F (r′) and when

using A (r) in the following time step(s). In contrast, in equation 5, the first operation to

be computed is solving the Poisson equation for the magnetic field B (r), which does not

introduce any spike at the boundaries even if the field is non-zero in those points. Therefore,

one can still assume that the result of the Poisson equation is numerically correct. Moreover,

before applying the curl we subtract from the field its mean value at the boundaries. Since

this is a constant, it does not affect the curl operation and makes the value of the field at the

boundaries closer to zero, thus generating fewer spikes after the curl. As a result, all figures

in the following discussion are generated using equation 5. It is important to remember that

despite equation 5 performing better than equation 4, it cannot exactly compute the vector

potential in all scenarios, thus in the following we show some examples.
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B. Accuracy of the Helmholtz decomposition of the field generated by a current

source

In Fig. 3 one can see the absolute and relative error of the decomposed field at the final

timestep as a function of the wavelength λ, the width of the PML region (or absorbing

boundary region) and the Gaussian broadening σ. One can immediately observe that the

larger the value of σ, the bigger the error is. In particular, for σ = 0.5, 1.0 the plot shows

that the error is normally less than 0.01 a.u., while for bigger values green and yellow spots

appear. This can be explained by looking at Figure 2. For σ = 0.5, 1.0 the electric field

is well contained in the simulation box, thus its value at the boundaries decays to zero,

whereas for σ = 1.5, 2.0 the electric field distribution reaches the box boundaries.

This can be well observed in Figure 6, where in the x and y components the decomposed

fields are quite large at the boundaries.

Another trend that can be observed is that the error in the decomposition tends to be

smaller for larger widths of the PML region. There, the field is forced to decay to zero.

Thus having a larger width implies that the field can go to zero more smoothly, especially

at the beginning of the PML region, generating fewer spikes in the derivatives. This can

be seen by comparing the x and y components of the decomposed field in figures 5 and 6.

In the former, where the field has more space to decay, the decomposition (rows 2 and 3)

can reproduce the horizontal or vertical bands in the exact field (row 1). Despite increasing

the PML region seems advantageous, one should remember that the calculation becomes

more expensive (as the number of grid points increases). Thus, one should look for a good

trade-off between accuracy and performance.

Finally, one can observe that the bigger the wavelength, the bigger the error. This can

be understood if one imagines that in general having a bigger λ implies that the Gaussian

envelope is larger, thus the value of the field at the boundaries is larger. Naturally, one can

still have a good decomposition for a big λ if it is a divisor of the simulation box (which

explains the blue points in Figure 3 for λ = 10.0 bohr). The effect of the wavelength can be

seen by comparing figures 7 and 6. In both, the PML region is quite small, however in the

former the field is perfectly decomposed.
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FIG. 2. Electric field Ez profile produced by the current densities with different width σ

FIG. 3. Absolute (left) and relative (right) error, defined as Err =
∥∥∥
∫
V E⃗ − E⃗⊥ − E⃗∥

∥∥∥ for different

wavelength values λ, current density size σ and PML width.
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FIG. 4. x, y and z components of the electric field and their calculated Helmholtz decomposition

in longitudinal E⃗∥ and transverse E⃗⊥

[1] A. M. Stewart. Vector potential of the Coulomb gauge. Eur. J. Phys., 24(5):519–524, 2003.
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FIG. 5. x, y and z components of the electric field and their calculated Helmholtz decomposition

in longitudinal E⃗∥ and transverse E⃗⊥
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FIG. 6. x, y and z components of the electric field and their calculated Helmholtz decomposition

in longitudinal E⃗∥ and transverse E⃗⊥
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FIG. 7. x, y and z components of the electric field and their calculated Helmholtz decomposition

in longitudinal E⃗∥ and transverse E⃗⊥
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