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Numerical simulations of the Cauchy problem for self-interacting massive vector fields often face
instabilities and apparent pathologies. We explicitly demonstrate that these issues, previously re-
ported in the literature, are actually due to the breakdown of the well-posedness of the initial-
value problem. This is akin to shortcomings observed in scalar-tensor theories when derivative
self-interactions are included. Building on previous work done for k-essence, we characterize the
well-posedness breakdowns, differentiating between Tricomi and Keldysh-like behaviors. We show
that these issues can be avoided by “fixing the equations”, enabling stable numerical evolutions in
spherical symmetry. Additionally, we show that for a class of vector self-interactions, no Tricomi-
type breakdown takes place. Finally, we investigate initial configurations for the massive vector field
which lead to gravitational collapse and the formation of black holes.

I. INTRODUCTION

The detection of gravitational waves (GWs) from the
merger of black holes (BHs) and neutron stars (NSs) [1–4]
has undoubtedly opened an exciting new window for test-
ing fundamental physics in extreme conditions, and for
understanding the nature of compact objects [5]. More-
over, next-generation GW detectors [6–8] will be capa-
ble of probing modifications to General Relativity (GR)
with higher precision, and will provide new data that may
prove crucial for unveiling fundamental questions about
the internal structure of NSs, the validity of the Kerr
hypothesis [9–11] and the possible existence of “exotic”
compact objects, many of which have been proposed in
the literature [12–18].
An example of the latter are boson stars (BSs) [19–

23], defined as regular gravitating solitons [24]. While
BSs often refer to spin-0 scalar Bose-Einstein conden-
sates [25–29], spin-1 vector BSs, commonly referred to as
Proca stars (PSs), have also been put forward as models
of “black-hole mimickers” [30–33]. In fact, shadows and
lensing around PSs have been simulated and are com-
patible with current constraints from the Event Horizon
Telescope (EHT) [34, 35]. In addition, dynamical mech-
anisms for the formation of PSs via gravitational cooling
have also been put forward in the literature [36–38].
The simplest models for compact exotic stars are given

by a complex scalar or vector field minimally coupled
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to gravity, and they lead to peculiar stability proper-
ties. For instance, scalar BSs are generally stable un-
der non-spherical perturbations, but static, spherical PSs
might display generic instabilities [36]. Although some
of these issues can be resolved for stationary rotating
stars [32], the situation notably changes when account-
ing for self-interactions. This fact has motivated deeper
investigations on more general Einstein-Proca systems
(see for instance [31]). Additionally, explorations on self-
interacting massive vector fields reported superradiant
instabilities due to exponential amplification of bound
state modes, and energy/angular momentum extraction
from spinning BHs [39–41].
A numerical study of self-interacting Proca fields on a

Kerr background was performed in [42], also in the con-
text of superradiance, but reporting instabilities which
were attributed to the development of ghost (or tachy-
onic) modes. Similar issues were found afterwards, e.g.
in [43–45]. In Ref. [46], some of us pointed out that
these pathologies are actually due not to ghost/tachyonic
modes but to the breakdown of the well-posedness of
the corresponding Cauchy problem. Indeed, although
the principal part of the equations of motion governing
massive vector theories might at first seem the same as
for Maxwell equations (and therefore innocuous), self-
interactions drastically modify it and potentially make
the Cauchy problem ill-posed. This was confirmed by
further studies [47–51], which report instabilities occur-
ring when the dynamical fields reach a point where the
initial-value problem is mathematically no longer well-
defined.
Another key point raised by Ref. [46] is that the

well-posedness of the Cauchy Problem of self-interacting
massive vector fields is completely analogous to that of
k -essence theories (i.e., scalar theories with first-order
derivative self-interactions), which was thoroughly stud-
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ied and characterized in the last few years [52–57].
Ref. [46] showed that this analogy becomes evident when
restoring the U(1) gauge symmetry via a Stückelberg
transformation. Indeed, this transformation highlights
that vector field self-interactions actually hide derivative
self-interactions of the Stückelberg scalar field (which cor-
responds to the longitudinal mode of the vector field),
radically modifying the principal part of the evolution
system. As a result, strategies similar to those success-
fully adopted for k -essence could also be implemented
for simulating self-interacting vector fields, avoiding the
aforementioned breakdown of the initial-value problem.

In this work, and following [46], we carry out numerical
investigations of massive vector fields in the Stückelberg
formulation, and study the well-posedness of the asso-
ciated initial-value problem. In particular, we show an
explicit example of a Tricomi-type evolution (i.e., one
leading to a change of character of the equations from hy-
perbolic to parabolic or elliptic) and two ways of avoiding
it. The first one is provided by the “fixing-the-equations”
technique [58], which consists of modifying the principal
part of the evolution system by introducing extra dynam-
ical fields satisfying ad hoc differential equations. This
approach has already been applied with success to sev-
eral gravitational theories [55, 59–63]. It was also con-
sidered in Ref. [64], in the context of massive fields with
quadratic self-interactions, performing evolutions in flat
space and in one spatial dimension. The second alter-
native explored in the present work is to account for a
cubic self-interaction in the Lagrangian, without having
to “fix” the equations. In both cases, we perform full
numerical relativity simulations in spherical symmetry.
We also explore configurations leading to gravitational
collapse and the formation of black holes in theories with
cubic self-interactions.

The outline of the paper is the following: in section
II, we revisit the theory of self-interacting massive vec-
tor fields in the Stückelberg language, its correspond-
ing Cauchy problem, and the “fixing-the-equations” tech-
nique. In section III, we describe our numerical set-up,
initial data and boundary conditions in detail. The main
results of the paper are reported in section IV, which is
divided into three parts. Firstly, we show numerically
an example of a Tricomi-type breakdown of the Cauchy
problem and present how the “fixing” approach restores
the well-posedness during the evolution. Secondly, we
allow for a cubic self-interaction in the Lagrangian, and
show that no Tricomi-type breakdown is developed dur-
ing the whole evolution. Finally, we study gravitational
collapse in the case of cubic self-interactions, reporting
an explicit example of an initial configuration whose evo-
lution leads to the formation of a black hole. An overall
discussion of our results is left for Section V. Through-
out this work, we use the mostly-plus signature for the
spacetime metric, (−,+,+,+), while the employed units
are specified at the beginning of Section IV.

II. PRELIMINARIES

A. Massive vector fields

We study the dynamics of a self-interacting real vector
field Aµ with mass m, coupled to GR. The corresponding
action is given by

S =

∫
d4x

√
−g

[
R

16πG
− 1

4
FµνF

µν (1)

−m
2

2
AµA

µ + V (AµA
µ)

]
,

where Fµν := ∇µAν −∇νAµ is the vector strength, and
the self-interaction potential is

V (AµA
µ) =

β

4
(AµA

µ)2 − γ

8Λ2
(AµA

µ)3. (2)

Here, Λ is the energy scale suppressing the higher-order
interactions, whereas β and γ are O(1) dimensionless
coupling constants for the quadratic and cubic interac-
tions, respectively. The field Aµ propagates two trans-
verse and one longitudinal modes. Although action (1)
lacks the U(1) gauge symmetry Aµ → Aµ + ∇µf of
Maxwell electrodynamics, it is possible to restore it at
the cost of introducing an extra dynamical field. In fact,
by performing the Stückelberg transformation

Aµ → Aµ − 1

m
∇µϕ, (3)

the product AµA
µ transforms as

AµA
µ → AµA

µ − 2

m
Aµ∇µϕ+

1

m2
∇µϕ∇µϕ, (4)

and this particular mixing between Aµ and ϕ remains
invariant under the gauge transformation(

Aµ

ϕ

)
→

(
Aµ +∇µf
ϕ+mf

)
. (5)

Thus, the theory obtained by replacing (3) into the action
(1) results invariant under (5). This symmetry induces a
gauge freedom in the choice of the dynamical fields, which
can be fixed in different ways. By adopting for instance
the unitary gauge (i.e., ϕ = 0), one would recover the
original Lagrangian. The Lorenz gauge (i.e., ∇µA

µ =
0) is instead useful for decoupling the vector and scalar
degrees of freedom at high energies.
It is worthwhile to introduce the gauge invariant

derivative of the scalar field

Dµϕ := ∇µϕ−mAµ , (6)

so that, under the transformation (3), one has

m2AµA
µ → DµϕD

µϕ =: X . (7)
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Then, after the Stückelberg’s procedure, the action (1)
can be re-written as

S =

∫
d4x

√
−g

[
R

16πG
− 1

4
FµνF

µν +K(X)

]
, (8)

where

K(X) := −1

2
X +

β

4m4
X2 − γ

8Λ2m6
X3 . (9)

Variations of (8) with respect to the dynamical fields
{gµν , Aµ, ϕ} lead to the equations of motion

Gµν = 8πG
(
T (EM)

µν + T (ϕ)
µν

)
,

∇µF
µν = Jν

(ϕ) , (10)

∇µ [K
′(X)Dµϕ] = 0 ,

where Gµν is the Einstein’s tensor,

T (EM)

µν = FµρFν
ρ − 1

4
FρσF

ρσgµν (11)

is the energy-momentum tensor associated to Fµν , and

T (ϕ)
µν = K(X)gµν − 2K ′(X)DµϕDνϕ (12)

is the one associated with the Stückelberg field. The
source of the equation for Fµν is

Jµ
(ϕ) = −2mK ′(X)Dµϕ , (13)

where a prime denotes a derivative with respect to X.
Notice that, becauseDµϕ in Eq. (6) contains the vector

field, the action (8) still retains the full mixing between
ϕ and Aµ. However, written in this form, it becomes
easy to single out the respective principal parts, which
correspond to the high-energy/momentum decoupling
limit. Because this limit determines the well-posedness
of the corresponding initial-value problem, one can see
from the action (8) that the scalar sector exhibits first-
order derivative self-interactions (as in k-essence theo-
ries), which may lead to pathologies during dynamical
evolutions [46, 52–55, 61]. This calls for a full well-
posedness analysis of the equations (10), particularly the
scalar sector.

B. The Cauchy problem of k-essence theories

We will now briefly review the initial-value problem for
k-essence theories, following Refs. [52, 53, 55, 57].

Generally, we refer to the Cauchy problem of a system
of partial differential equations as well-posed [65] if, for
any given initial-data set (e.g. at t = t0), there exists a
time interval I = [t0, T ] in which: i) a solution exists; ii)
it is unique; iii) it is a continuous function of the initial
data (with respect to the topologies where the data and
solutions are defined). The evolution is governed by the
principal part of the system of equations, as it contains

all the information about the propagation speeds of the
different modes [66, 67]. An algebraic strategy to assess
these non-trivial mathematical conditions is provided by
the concept of hyperbolicity [66–69]; that is, a set of alge-
braic conditions that the principal part must satisfy for
the system to admit a well-posed (sometimes said hyper-
bolic) initial-value formulation. In the particular case of
system (10), the scalar sector governs the hyperbolicity of
the system, and might be the cause of a possible change
of character during the evolution. In fact, its principal
part can be recast as a modified Klein-Gordon equation,
with an effective metric γµν given by

γµν = gµν +
2K ′′(X)

K ′(X)
DµϕDνϕ . (14)

Thus, the system is strongly hyperbolic if and only if
det(γµν) < 0. Nevertheless, nothing prevents this condi-
tion from potentially failing during the evolution, even
when starting from regular initial data sets. The highly
non-linear evolution could cause the determinant of the
effective metric to become zero (implying that the equa-
tions become parabolic), or it could give rise to very large
(or even diverging) characteristic speeds. The breakdown
of the Cauchy problem due to these shortcomings are
usually referred to as Tricomi and Keldysh types, re-
spectively [52, 53, 70, 71].
Let us analyze under which conditions these patholo-

gies could appear, in the particular case of a spherically
symmetric configuration. The corresponding line element
can be expressed as

ds2 = −α(t, r)2dt2 + grr(t, r)dr
2 + r2gθθ(t, r)dΩ

2, (15)

where α is the lapse function, grr and gθθ are positive
fields, and dΩ2 is the line element of the unit sphere. As
pointed out in Ref. [53], the determinant of the effective
metric reads

det(γµν) = − 1

α2grr

(
1 +

2K ′′(X)

K ′(X)
X

)
, (16)

and its dynamical evolution can be assessed by examining
the eigenvalues of γµν , namely

λ± =
1

2

[
γtt + γrr ±

√
(γtt − γrr)2 + 4(γtr)2

]
. (17)

The characteristic speeds of the scalar equation of system
(10) are given by

V± = −γ
tr

γtt
±

√
−det(γµν)

(γtt)2
. (18)

The hyperbolicity condition det(γµν) < 0 restricts the
possible values of the coupling constants for the function
K(X) given in Eq. (9). As an example, looking at Eq.
(16) one can see that the choice β > 0 and γ = 0 could
give rise to the Tricomi pathology for certain initial data.
On the other hand, choosing for instance β = 0 and γ > 0
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avoids it altogether, although a Keldysh type behavior
(i.e., γtt → 0 in Eq. (18)) can still occur. Nonethe-
less, we stress that the diverging speeds characterizing
the Keldysh type behavior do not violate hyperbolicity.
The system remains hyperbolic, but in practice numerical
evolutions become impossible as the Courant-Friedrichs-
Lewy (CFL) condition forces the time step to vanish if
the evolution is performed with an explicit method. We
also notice that Keldysh type behaviors depend on gauge;
i.e., they can be (in principle) avoided with a judicious
gauge choice [53, 56]. In this sense, Keldysh type break-
down of well-posedness could be a practical problem but
not a fundamental pathology. In this work, we numer-
ically explore how these issues appear in the context of
self-interacting massive vector fields and show possible
ways to cure them.

C. The fixing-the-equations approach

An operational method to deal with the “ill-suited”
evolutions reviewed before (which generally appear in the
context of modified theories of gravity) is through the
so-called fixing-the-equations approach [58, 72, 73]. This
possibility has been proven to be useful in the strong,
non-linear, and highly dynamical regime of k−essence
theories [55, 61].

Inspired by relativistic theories for dissipative fluids
[74–76] and by numerical methods to deal with inter-
faces between touching numerical grids [77], the idea
of the fixing-the-equations approach is to modify ad
hoc the evolution equations (with particular focus on
their higher-derivative contributions), so that the high-
frequency modes are controlled. In this way, the norm
of the solution remains finite and bounded at all times,
rendering the system well-posed. To do so, one intro-
duces new auxiliary variables and a timescale on which
they settle to their true/physical values through a driver
equation. This method allows for capturing the main fea-
tures of the non-linear behavior of the system and can be
easily implemented numerically.

In [61], this method has been utilized for simulating
spherical collapse in quadratic k -essence after a Tricomi-
type breakdown occurs. In [64], it was also imple-
mented for evolving massive vector fields with quartic
self-interactions in one spatial dimension in flat space.
With a similar spirit, here we introduce a variable Σ, a
timescale τ and a driver equation in order to replace the
evolution for the Stückelberg field in (10) by the system

∇µ (ΣD
µϕ) = 0 , (19)

∂tΣ+
Σ−K ′(X)

τ
= 0. (20)

This modification damps all the modes with frequencies
larger than 1/τ and forces Σ → K ′(X) as τ → 0, result-
ing in a strongly hyperbolic evolution. In fact, for the
spherically symmetric Ansatz (15), and for Σ ̸= 0, the

system admits the characteristic speeds

V o
fixed = 0 , V ±

fixed = ± α
√
grr

, (21)

which agree with the ones of the (spherically-symmetric)
Klein-Gordon equation in GR.
It is worthwhile to mention at this point that a differ-

ent approach for resolving the Cauchy problem of self-
interacting massive vector fields is provided – for the
cases where it is known – by a well-posed ultraviolet
completion (UV) of the low-energy effective field the-
ory (EFT). Indeed, for certain self-interactions, this is
given by the Abelian Higgs model, and the correspond-
ing dynamical evolution has been explored numerically
in [63, 64, 78]. The comparison of the evolutions given
by the low-energy fixed EFT and the UV Higgs one is
left for future investigation.

III. NUMERICAL IMPLEMENTATION

In this section, we give details about the methodology
used for the numerical simulations, including the evolu-
tion equations in spherical symmetry, the initial data and
the implemented boundary conditions.
We performed evolutions of both the original (10) and

the fixed (19) systems introduced in the previous sec-
tion. For doing so, we extended our previous code used
in [53, 55, 61] by including the equations for the electro-
magnetic sector. This code implements a high-resolution
shock-capturing (HRSC) finite-difference scheme, origi-
nally developed in [79]. It was used for simulating black
holes and for studying the dynamics of boson stars,
fermion-boson stars and anisotropic stars [80–82]. The
numerical scheme can be considered as a fourth-order
finite-difference one plus a third-order adaptive dissipa-
tion, with the dissipation coefficient given by the maxi-
mum propagation speed at each grid point. Time evolu-
tion is performed using the method of lines, with a third-
order Runge-Kutta scheme. In the context of this paper,
the choice of an HRSC method is motivated by the fact
that k−essence theories might develop caustics/shocks
during evolution, even from smooth initial data, as re-
ported in [83–86].

A. Evolution equations

In order to set up evolution equations, we perform a
(3+1)-decomposition by introducing a foliation {Σt}t∈R
of spatial hypersurfaces with normal nµ = (−α, 0).
We define the extrinsic curvature of each Σt as Kij =
−Lnhij/2, where hij is the induced metric.
By taking the spherically-symmetric Ansatz (15) for

the spacetime metric, the trace of Kij reads

K = Kr
r + 2Kθ

θ. (22)
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We denote the parallel and orthogonal projections of Aµ

(with respect to nµ) as

A∥ = −nµAµ ,

A⊥ = δr
µAµ , (23)

respectively.

1. Metric evolution

All the simulations were performed using the Z3 formu-
lation [87], which is a strongly-hyperbolic first-order re-
duction for Einstein’s equations. It can be obtained from
the Z4 formulation by a symmetry breaking procedure.
We made use of the spherically-symmetry version devel-
oped in [80, 81], and written in flux-conservative form
[88]. The dynamical variables for the metric evolution
are {αr, Drr

r, Drθ
θ, Zr,Kr

r,Kθ
θ}, where αr = ∂rα/α,

Dri
i =

gii

2
∂rgii, (24)

and Zr is the radial component of Zi
1. Finally, we fix the

gauge freedom by setting a “1+log” slicing condition [89]
in normal coordinates (with zero shift).

2. Scalar sector

We do a first-order reduction of the scalar field equa-
tion, by introducing the variables

Π = −∂tϕ
α

, Φ = ∂rϕ. (25)

It is also useful to define the auxiliary “shifted” variables

Π̃ ≡ Π−mA∥ (26)

Φ̃ ≡ Φ−mA⊥, (27)

as they allow to express the kinetic term as

X = −Π̃2 + grrΦ̃2 . (28)

In order to deal with shocks, we write the evolution
equations in flux-conservative form,

∂tU(ϕ) + ∂rF(ϕ)(U(ϕ)) + S(ϕ)(U(ϕ)) = 0, (29)

where

U(ϕ) =

 ϕ
Φ√

grrgθθK
′(X)Π̃

 , (30)

1 We stress that the Z3 formulation considers and additional evolu-
tion field, Zi, which accounts for the Momentum constraint, and
thus it should remain close to zero throughout the whole numer-
ical evolution. In spherical symmetry, only the radial component
Zr is dynamical. We refer the reader to Refs. [80, 81], where the
explicit set of field equations in this formulation is displayed.

F(ϕ)(U(ϕ)) =

 0
αΠ

αgθθ√
grr

K ′(X)Φ̃

 , (31)

and

S(ϕ)(U(ϕ)) =

 αΠ
0

2

r

αgθθ√
grr

K ′(X)Φ̃

 . (32)

Finally, the projections of the energy-momentum ten-
sor (12) associated to the scalar field are

τ (ϕ) = −K(X)− 2K ′(X)Π̃2, (33)

S(ϕ)r = −2grrK ′(X)Π̃Φ̃, (34)

S(ϕ)
r
r
= K(X)− 2grrK ′(X)Φ̃2, (35)

S(ϕ)
θ
θ
= K(X). (36)

3. U(1) vector sector

The equations for the electromagnetic sector are usu-
ally given in terms of the electric and magnetic fields
Eµ = −tνFν

µ and Bµ = −tν∗Fν
µ, respectively. These

are measured with respect to an Eulerian observer deter-
mined by a timelike, unitary and future-pointing frame
tµ. It is however natural to consider the evolution of
Aµ, such that Fµν = 2∇[µAν]. In spherical symmetry,
the only non-trivial components are A∥ and A⊥, intro-
duced in (23). This choice automatically implies that
Bi = εijkDjAk = 0, and the only nontrivial component
for the electric field is the radial one, namely Er. More-
over, since the scalar equation in system (10) is coupled
with the vector field, we also need to provide evolution
equations for it. Like we did for the scalar sector, we
express them as

∂t UE + ∂r FE(UE) + SE(UE) = 0, (37)

for the variables

UE =

Er

A∥
A⊥

 , (38)

with radial flux

FE(UE) =

 0
α

grr
A⊥

αA∥

 , (39)

and sources

SE(UE) =


α(4πje −KEr)

αA⊥

grr

(
2

r
+ 2Drθ

θ +Drr
r

)
− αKA∥

α grr E
r

 .
(40)
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The Gauss constraint DiE
i = 4πρe reads

∂rE
r +

(
2

r
+ 2Drθ

θ +Drr
r

)
Er − 4πρe = 0, (41)

and the electromagnetic sources are explicitly given by

4πρe = −2mK ′(X)Π̃, (42)

4πje = −2mK ′(X)grrΦ̃. (43)

B. Boundary conditions

We consider approximate outgoing Sommerfeld condi-
tions for the outer boundary of our numerical domain, for
which a detailed analysis of the characteristic structure
of the system is required. The electromagnetic sector
admits the eigenfields {Er, A±}, where

A± =
1

2

(
A⊥ ±√

grrA∥
)
, (44)

and with respective eigenvalues {0, ±α/√grr}. Inverting
Eq. (44), we get

A∥ =
A+ −A−√

grr
, (45)

A⊥ = A+ +A−. (46)

Following a similar idea implemented in [90], we apply
outgoing boundary conditions by requiring

∂tA− + v−∂rA− +
v−
r
A− = 0, (47)

where v− = −α/√grr, and rewriting it in flux-
conservative form. For the rest of the system, we impose
maximally dissipative boundary conditions, for which all
incoming fields at the outer boundary are suppressed,
thus damping spurious reflections as much as possible.

C. Initial data

For the initial-data set, we need to prescribe values for
all the dynamical fields in such a way that the Hamilto-
nian, momentum and Gauss constraints are satisfied at
t = 0. For the metric fields, we set α(t = 0, r) = 1, we
write the spatial metric in isotropic coordinates, yielding
the line element dh2 = ψ4(r)(dr2 + r2dΩ2), and solve
for the conformal factor ψ(r) from the Hamiltonian con-
straint.

We consider a stationary initial configuration for which
Kr

r = Kθ
θ = Π = 0, and set up the scalar field in two

ways:

• ID Type I: we consider a pulse in Φ = ∂rϕ given
by

Φ(t = 0, r) = A exp

[
− (r − rc)

2

σ2

]
cos

( π
10
r
)
; (48)

• ID Type II: we set the pulse in the scalar field
itself, with the form

ϕ(t = 0, r) = A exp

[
− (r − rc)

2

σ2

]
sin

(
r − rc√

2σ

)
, (49)

and thus Φ(t = 0, r) = ∂rϕ|t=0.

While the first configuration was used in [61] to induce
a Tricomi-type breakdown in quadratic k -essence, the
second one was implemented in [53] for simulating grav-
itational collapse when cubic derivative self-interactions
are taken into account.
For the electromagnetic variables, we choose the sim-

plest possible initial configuration, given by Er = A∥ =
A⊥ = 0, for which the Gauss constraint is automatically
satisfied, as ρe = 0 (see Eq. (42)). With this choice
for the initial fields, the momentum constraint is triv-
ially satisfied, while the Hamiltonian constraint yields a
second-order elliptic equation for the conformal factor
ψ(r), given by

1

r2
∂

∂r

(
r2
∂ψ

∂r

)
− 2πGK(X)ψ5 = 0. (50)

We solve this equation by shooting in ψ(r = 0), requiring
regularity at the origin and imposing a Robin boundary
condition at infinity; i.e.,

lim
r→0

∂ψ

∂r
= 0 , lim

r→∞

(
ψ + r

∂ψ

∂r

)
= 1 . (51)

Finally, for the “fixed” evolution, we set the initial
value of the auxiliary field Σ to

Σ(t = 0, r) = K ′(X)|t=0 . (52)

IV. RESULTS

In this section, we show the results of our simulations.
For computational convenience, we employ code units
such that c = 1 and ℓm = tm = m−2κ−1/2 for length
and time, where κ = 8πG.
We take Λ = 100 for all the simulations, m = 0.1 in

subsections IVA and IVB, andm = 1 in subsection IVC,
in the above units.

A. Fixing a Tricomi-type breakdown

We present an example of the dynamical evolution of
the Proca field in the Stückelberg formulation. We take
β = 1 and γ = 0 for the coupling constants. For this
choice, a Tricomi-type breakdown of the strong hyper-
bolicity is expected (for a wide variety of initial data)
from previous studies in k -essence [52, 53, 61]. In fact,
this is exactly the example case where pathologies were
initially reported in [42, 43, 45]. We adopt Type I initial
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FIG. 1. Dynamics of the Stückelberg scalar and vector fields. Comparison between the evolutions of the theory in the original
(solid black curve) and fixed versions, with parameters τ = 0.5 (dotted red) and τ = 0.1 (dashed blue). Left column:
Derivative of the scalar field (top); time and radial components of the vector field (mid and bottom) at t = 30. Right column:
same fields, but at t = 59.9 in which the Tricomi-type breakdown holds. Although a small discrepancy in the scalar profiles is
observed between the approximations given by the fixed solutions, the profiles of the components of the vector remain almost
unaltered. The parameters of the initial pulse for the radial derivative of the scalar field are A = 10−4, σ = 0.4 and rc = 60.

data, which corresponds to a localized Gaussian pulse for
the radial derivative of the scalar field, with amplitude
A = 10−4, width σ = 0.4 and centered at rc = 60. The
time and radial components of the vector potential, as
well as the radial component of the electric field, are all
set initially to zero. In particular, the Gauss constraint
(41) is initially exactly satisfied. For the numerical simu-
lations, we consider a radial domain of length L = 300, a
spatial resolution ∆r = 0.01, and a CFL factor C = 0.25,
so that ∆t = C∆r.

Figure 1 shows a comparison of the dynamics yielded
by the original theory (solid black) and the fixed one,

with two values of the timescale; τ = 0.5 (doted red) and
τ = 0.1 (dashed blue). The profiles of the scalar and
vector fields are displayed at two different times. The
first column corresponds to t = 30, and represents initial
stages of the evolution; i.e., far from the hyperbolicity
breakdown. As expected, the profiles corresponding to
the original and fixed theories perfectly agree, showing
the robustness of the fixing, at least during the initial
evolution. The second column, on the other hand, dis-
plays the dynamics of the fields at (approximately) the
time in which a Tricomi-type breakdown occurs, which
is ttricomi ∼ 60. A small discrepancy is observed in the
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scalar profile, between the fixed and original evolutions,
while no major discrepancies are reported for the vector
profiles. It is expected that the fixing may give rise to
discrepancies in the evolutions close to the time in which
the breakdown of hyperbolicity happens. Nevertheless,
we can assess the robustness of this approximation by
noticing that, as τ decreases, the fixed evolution becomes
closer to the physical solution. This trend is shown in the
top panel of the second column.

Figure 2 exhibits the evolution of the minimum and
maximum of the eigenvalues λ± of the effective metric
γµν governing the dynamics of the scalar field. In analogy
with Figure 1, we compare the evolution of the original
theory with the fixed approximations, taking the same
values for the parameter τ as before. The dashed red
curve corresponds to the evolution of the original theory,
which ceases at approximately t ∼ ttricomi; i.e., where the
breakdown of hyperbolicity occurs. In particular, we ob-
serve that λ+ → 0, meaning a Tricomi-type behavior. In
order to verify that this is actually the case, the evolution
is followed up with more time resolution, by decreasing
the CFL factor. On the other hand, the dotted blue and
dotted-dashed green curves correspond to the evolutions
with the fixed equations. Once again, an agreement on
the behavior of the eigenvalues is observed until a few
time steps before the breakdown takes place, while a bet-
ter approximation is reached for the smaller value of the
timescale (i.e., for τ = 0.1). The lapse evolution was also
monitored, observing that its value remains very close to
unity until ttricomi. This shows that, even for a weak ini-
tial pulse, a Tricomi-like breakdown of hyperbolicity can
arise.

For times greater than ttricomi, the evolution continues
if followed with the fixed equations (19). Now, the char-
acteristic structure of the (fixed) scalar evolution corre-
sponds to the one for the wave equation in GR, yielding
the eigenvalues

λ(GR)

+ =
1

grr
, λ(GR)

− = − 1

α2
. (53)

After a short transitional time once the Tricomi-type
breakdown has taken place in the original theory, the
prediction for the minimum and maximum of the eigen-
values provided by the fixed evolution approaches their
expected behaviours (dashed orange lines).

B. Evolution with a cubic self-interaction

We also study the evolution of the Proca field with a
cubic self-interaction, taking β = γ = 1 for the couplings.
We evolve an initial data set very similar to the one con-
sidered in the previous section. Although we set the same
parameters for the Gaussian pulse, the elliptic equation
(50) needed to obtain the initial metric fields depends on
K(X), which now includes a cubic term. The numeri-
cal domain, spatial resolution and CFL factor are taken
as in the simulation showed before. From Eq. (16), it is

FIG. 2. Eigenvalues of the effective metric. Minimum and
maximum of the eigenvalues of γµν for the original (dashed
red) and fixed theories, with τ = 0.1 (dotted-dashed green)
and τ = 0.5 (dotted blue). A Tricomi-type breakdown is
observed at approximately ttricomi ∼ 60, for which λ+ → 0
(upper red). The dotted blue and dashed-dotted green curves
approach the eigenvalues of the fixed equations (dashed or-
ange) after a short transient time.

straightforward to see that, for this choice of the coupling
constants, there can not be a breakdown of hyperbolicity
of Tricomi-type, since det(γµν) < 0 for all X, in agree-
ment with [46, 53]. We have confirmed this fact numeri-
cally, i.e. a Tricomi-type failure, which can arise from the
action considered in [42, 43, 45], can be easily avoided by
adding a cubic term. Moreover, we numerically find that
a Keldysh-type behavior does not occur either.

Figure 3 illustrates essential aspects of the characteris-
tic structure of the evolution system. The left panel rep-
resents the maximum and minimum values of the eigen-
values of the effective metric γµν as a function of time
(light-blue dashed and blue continuous lines for, respec-
tively, the maximum and minimum of λ+; light-green
dashed and green continuous lines for, respectively, the
maximum and minimum of λ−). Also, and for illustra-
tive purposes only, a comparison with the case γ = 0 is
included (brown dashed curves). The eigenvalues remain
far from zero, exhibiting a well-posed and stable evolu-
tion. The right panel displays the maximum and mini-
mum values of the characteristic velocities of the scalar
equation in (10), verifying that no Keldysh divergence
of the characteristic speeds was found during the whole
evolution.

The time evolution of the norm of the Gauss (dashed
brown), Hamiltonian (dashed orange) and Z3 (dotted-
dashed salmon) constraints is displayed in Figure 4. In
particular, they remain less than 10−14, up to t ∼ 60,
where the pulse reaches r = 0. For that value of time,
the norm grows to approximately 10−11, which is ex-
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FIG. 3. Characteristic evolution with a cubic self-interaction. Left panel: maximum and minimum of the eigenvalues of the
effective metric as a function of time. From top to bottom: max(λ+) (dashed blue); min(λ+) (solid blue); max(λ−) (dashed
green) and min(λ−) (solid green). A comparison with the case with only a quadratic self-interaction is shown in dashed brown
for the minimum of the corresponding eigenvalues λq

±. Right panel: maximum and minimum of the characteristic velocities
V± of the scalar evolution system. From top to bottom: max(V+) (dashed orange); min(V+) (solid orange); max(V−) (solid
blue) and min(V−) (dashed turquoise).

FIG. 4. Constraint propagation. L2 norm of the Gauss
(dashed brown), Hamiltonian (dashed-dotted salmon) and Z3
(solid orange) constraints as a function of time, when consid-
ering a cubic self-interaction.

pected from the boundary/regularity conditions consid-
ered. After that, although the Z3 constraint consider-
ably decays, the Hamiltonian and Gaussian constraints
remain bounded around 10−14.

C. Gravitational collapse with a cubic
self-interaction

We report here an example of the dynamical evolution
of the Proca field with a cubic self-interaction leading to
gravitational collapse, particularly in the formation of a
black hole. For the coupling constants we take β = 0 and
γ = 1, afresh preventing the determinant (16) from ever
becoming zero.

We considered the Type II initial data given by Eq.
(49), with amplitude A = 0.093, width σ = 0.942 and

center rc = 55. This configuration yielded an Arnowitt-
Deser-Misner (ADM) mass MADM ≃ 1.590. At the first
stages of the simulation, the scalar pulse splits into two
modes: one moving towards the origin with an ampli-
tude that increases, approximately, as 1/r (as expected)
and the other towards the outer boundary. The spatial
resolution, the CFL factor and the size of the numeri-
cal domain were all taken to be the same as in the cases
presented earlier.

FIG. 5. Gravitational collapse with a cubic self-interaction.
Profiles of the lapse function for different values of time. Al-
though it is initially set to one, the “1+ log” slicing condition
forces the lapse to vanish close to the origin. The collapse
occurs around tAH ∼ 68.5, where the first apparent horizon is
formed, and the lapse reaches zero soon after tAH.

By letting the system evolve until tfinal ∼ 100, the
scalar field collapses and a black hole forms. This is sig-
nalled by the formation of an apparent horizon (i.e., the
outermost trapped surface) at t ∼ 68.5, whose position
continuously increases in our coordinates. To keep track
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FIG. 6. Dynamics of the collapse. Top: Snapshots of the
scalar field (multiplied by r) in the region close to the ap-
parent horizon, for different times after the collapse takes
place. The location of the apparent horizon at each time
is shown with a vertical line. Bottom: minimum and max-
imum values of the characteristic velocities V± of the scalar
equation as a function of time. From top to bottom: max(V+)
(dashed blue); min(V+) (solid orange); max(V−) (solid green)
and min(V−) (dashed red). The maximum of the determinant
of the effective metric γµν is represented in dotted black, and
the time at which the first apparent horizon is formed is meant
by the dashed grey vertical line.

of the dynamics of this surface, we considered the largest
value of r for which the expansion of the outgoing null-
ray congruence vanishes, physically indicating a confine-
ment of the latter. In spherical symmetry, this condition
reads [91]

Drθ
θ +

1

r
−√

grrKθ
θ = 0, (54)

where the function Drθ
θ is defined in Eq. (24). The re-

sults for the lapse evolution are presented in Figure 5,
showing profiles at different times. Starting from α = 1,
the lapse vanishes at approximately t ∼ 69, and the front
propagation speed grows in time due to our gauge choice.
Also, in this particular gauge the singularity is avoided,

allowing one to proceed with the simulations after the
appearance of the first apparent horizon. The areal ra-
dius rA = r

√
gθθ is also computed during the evolution.

We estimate a black-hole area of ABH ≃ 13.854, and a
mass of MBH ≃ 0.525. The latter represents approxi-
mately 33% of the total ADM mass of the system. This
apparent mass loss is consistent with the initial config-
uration: just one half of the total scalar energy of the
initial pulse takes part of the physical process leading to
collapse, while the other half gets rapidly radiated away.
The top panel of Figure 6 shows profiles of the

Stückelberg field close to the horizon for different time
values after the black hole has formed. The dashed ver-
tical lines show the location of the apparent horizon at
these times, which are meant by different colors. In the
bottom panel, we display the maximum and minimum
values of the characteristic speeds of the scalar equation,
as well as the maximum of the determinant of the ef-
fective metric (dotted black). The latter remains always
bounded and different from zero, assuring no breakdown
of the Cauchy problem during evolution. After the black
hole has formed, our gauge choice “freezes-out” the re-
gion within the apparent horizon, thus not giving any
physical insights on the dynamics at the interior. Alter-
native and more sophisticated numerical approaches to
horizon formation would also be possible; e.g., excision
of the interior region from the numerical domain (at the
cost of putting boundary conditions at the horizon, which
moves during the evolution), or another gauge choice.

V. CONCLUSIONS

In this paper, we conducted numerical simulations of
self-interacting massive vector fields coupled to General
Relativity, in spherical symmetry. We investigated the
hyperbolicity of the corresponding Cauchy problem, dis-
playing numerical evidences that the breakdowns faced
by the theory are analogous to those occurring in scalar-
tensor theories with first-order derivative self-interactions
(usually known as k -essence theories).
In particular, we gave an explicit example leading to

a Tricomi-type breakdown, when only quadratic self-
interactions are accounted for. We showed that this
pathology can be avoided by suitably deforming the evo-
lution equations by means of a “fixing-the-equations” ap-
proach. We also explored the dynamics of the vector
field when cubic self-interactions are taken into account.
As expected, no Tricomi-type breakdown of the Cauchy
problem occurred. For the latter case, we also explored
gravitational collapse. We found suitable initial data giv-
ing rise to well-posed and stable evolutions towards a
black hole final state.
To conclude, we stress the advantage of our approach

for performing numerical simulations of massive vector
fields, as it singles out the Stückelberg mode, taming
derivative self-interactions. In particular, it can also be
implemented in massive gravity (i.e., a massive spin-2
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field breaking diffeomorphism invariance, which can be
restored by a Stückelberg transformation), with poten-
tial applications to the study of instabilities around black
holes, as done in [92], or in the context of black hole
superradiance [93, 94]. We leave these explorations for
future work.
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