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Abstract

Non-adiabatic molecular dynamics (NAMD) has become an essential computa-

tional technique for studying the photophysical relaxation of molecular systems af-

ter light absorption. These phenomena require approximations that go beyond the

Born-Oppenheimer approximation, and the accuracy of the results heavily depends

on the electronic structure theory employed. Sophisticated electronic methods, how-

ever, make these techniques computationally expensive, even for medium size systems.

Consequently, simulations are often performed on simplified models to interpret exper-

imental results.

In this context, a variety of techniques have been developed to perform NAMD

using approximate methods, particularly Density Functional Tight Binding (DFTB).

Despite the use of these techniques on large systems where ab initio methods are

computationally prohibitive, a comprehensive validation has been lacking. In this work,

we present a new implementation of trajectory surface hopping (TSH) combined with

DFTB, utilizing non-adiabatic coupling vectors (NACVs). We selected two different

systems for validation, providing an exhaustive comparison with higher-level electronic

structure methods.

As a case study, we simulated a system from the class of molecular motors, which has

been extensively studied experimentally but remains challenging to simulate with ab

initio methods due to its inherent complexity. Our approach effectively captures the key

photophysical mechanism of dihedral rotation after absorption of light. Additionally,

we successfully reproduce the transition from the bright to dark states observed in the

time dependent fluorescence experiments, providing valuable insights into this critical

part of the photophysical behavior in molecular motors.
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1 Introduction

In recent years, the development of non-adiabatic molecular dynamics (NAMD) simulations

have greatly enhanced our understanding of complex photophysical and photochemical pro-

cesses.1–6 These simulations are crucial for studying phenomena where electronic and nuclear

degrees of freedom are strongly coupled, such as radiationless transitions and photoreactiv-

ity.7–9 However, traditional NAMD approaches can be computationally prohibitive due to the

cost associated with advanced electronic structure methods and the need for extensive sim-

ulations to achieve well-converged results. Consequently, innovative strategies have emerged

to integrate approximate electronic methods with NAMD.10–12

Among these strategies, several implementations have combined NAMD with Density

Functional Tight-Binding (DFTB),13–18 each exhibiting varying degrees of success and inher-

ent limitations. These implementations typically avoid the analytic calculation of the Non-

Adiabatic Coupling Vectors (NACVs) by employing either a Landau-Zener approach19 or

by calculating Time-Dependent Non Adiabatic Coupling (TD-NAC) using numerical meth-

ods.20,21 The TD-NAC approach has certain limitations, as it requires small time steps (less

than 0.5 fs)22,23 to prevent numerical issues. Additionally, its computation depends on the

overlap matrix between conformations at two consecutive time steps. In DFTB, this ma-

trix is parameterized for pairs of atoms at specific inter-atomic distances which are often

greater than those encountered in NAMD simulations. All aforementioned limitations can

be overcomed through the analytical calculation of the NACVs.7,9

In light of these challenges, we present an implementation of non-adiabatic dynamics

employing the DFTB method,24 utilizing the open-source codes DFTB+25 and SHARC.26,27

Our approach integrates the analytical NACVs developed by Send et al.28 and implemented

in Time Dependent DFTB (TD-DFTB) by Niehaus.29,30 This method provides a more ac-

curate and stable description of electronic transitions compared to traditional TD-NAC ap-

proaches, particularly for studying photophysical mechanisms involving conical intersections

(CoIns) between S1 and S0 states.28
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The primary goal of this work is to perform a detailed validation of our approach against

previous studies using high-level electronic structure calculations. Previous implementations

of NAMD within the DFTB method13–15,17 have focused directly on large systems, where

ab initio methods are unfeasible. This leads to a gap in validation against known bench-

marks. To address this, we used two systems with very well-known photophysical mecha-

nisms, namely the methaniminium cation and furan. Although these systems are small, their

complex photophysics make them excellent benchmarks for validating our approach.31,32

We then apply our techniques to the photophysics of molecular motors.33,34 This is a

very active field, which was awarded the Nobel Prize in Chemistry in 2016. Molecular

motors can perform mechanical work using light as a stimulus, with applications ranging

from nanotechnology to biology.33,35,36 It is known from experiments combined with theory

that upon photo-excitation, there is an ultrafast rotation of molecules along the dihedral

angle, which is crucial for their operation as motors. Previous computational studies have

used ab initio methods for small molecular motors,5 a limited set of NAMD simulations,37

or semi-empirical methods.12,38,39 Although the broad outlines of the mechanism are well-

established, much work remains to be done, especially in understanding the specific details34

such as the influence on the photophysics of substituents on the system,40 polarity and

viscosity of the solvent,40 as well as the generation of charge transfer states,41 aspects that

experiments alone cannot provide at an atomistic level. Our work not only further validates

our method but also provides insights into the photophysical mechanisms . In particular, the

low computational cost associated with our approach allow us to quantify how the vibrational

modes modulate the different properties in the excited states of molecular motors.
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2 Theoretical Approaches

In this section, we summarize the key aspects of the DFTB theory and its time-dependent

extension to the frequency domain, TD-DFTB. We also describe important aspects of non-

adiabatic dynamics in the context of trajectory surface hopping (TSH). For a more detailed

description of theory and implementation of DFTB and TSH algorithms, readers will be

directed to relevant bibliographic references throughout the text.

2.1 Density Functional Tight-Binding (DFTB and TD-DFTB)

DFTB equations are derived from DFT by expansion of the total energy in a Taylor series

of the electron density fluctuations δρ around a reference density ρ0.25 The chosen reference

density is usually a summation of overlapping, spherical, and non-interacting atomic charge

densities. Up to the second order (DFTB2), the total energy can be approximated as:42

EDFT[ρ0 + δρ] ≈ E0[ρ0] + E1st[ρ0, δρ] + E2nd[ρ0, (δρ)2]

EDFTB2[ρ0 + δρ] =
∑

A>B

Erep
AB +

occ.∑

i

ni⟨ψi|H[ρ0]|ψi⟩+
1

2

∑

AB

γAB∆qA∆qB
(1)

where, Erep
AB is a pairwise repulsive potential energy, |ψi⟩ is the ith molecular orbital in the

linear combination of atomic orbitals (LCAO) framework, ni is the occupation, H[ρ0] is the

Hamiltonian operator in a two-center approximation, ∆qA is the Mulliken charge on atom A

and γAB represents the electron interaction of two Slater-type spherical charge densities on

atoms A and B. The inclusion of the second-order term requires a self-consistent solution

since the Mulliken charges depend on the molecular orbitals.25

For the calculation of the properties of the excited states, we employed the Casida formal-

ism43 within the framework of DFTB.44,45 The electronic excitation energy ΩI in TD-DFTB

can be obtained by solving the following eigenvalue problem:
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whereX,Y determine the transition density and oscillator strength, Ω denotes the transition

energy of an associated excited state and the matrices A and B take the following form:

Aiaσ,jbτ =
δijδabδστ (ϵa − ϵi)

ηjτ − ηbτ
+Kiaσ,jbτ

Biaσ,jbτ = Kiaσ,bjτ

(3)

where ϵi is the orbital energy, i, j and a, b are occupied and unoccupied KS orbitals re-

spectively, σ and τ are spin indices, whereas K is the so-called coupling matrix and under

monopole approximation can adopt simple expressions thereby reducing the computational

cost.45

Gradients for both ground and excited states as well as oscillator strengths in the context

of DFTB follow the same procedure used for DFT/TD-DFT.46 The most important feature

in the present work are the calculation of analytical non-adiabatic coupling vectors.

Ωnmdnm =
∑

µνσ

(
∂H0

µν

∂ξ
P nm
µνσ −

∂Sµν

∂ξ
W nm

µνσ

)
+

∑

µνσ,κλτ

∂(µν|νC + fxc,ω
στ |κλ)

∂ξ
Γnm
µνσ,κλτ

+
∑

µνσ,κλτ

∂(µν|νlr,ωC |κλ)
∂ξ

Γlr,nm
µνσ,κλτ

(4)

where n,m denotes different electronic states, Ω, H0 and S are the excitation energy, the

zero-order hamiltonian operator and the overlap matrix, respectively. P , W and Γ are the

relaxed one-particle difference, the energy-weighted, and the two-particle density matrices,

respectively. The last two terms refer to the functional and the long-range components.

Expression for the different matrices in Eq 4 can be found in Ref. 30.

In this work, we also used the Tamm-Dancoff Approximation (TDA),47 which involves
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setting B and Y to zero in Equations 2-4. It is well known that TDA give similar results

to Casida and alleviates the instability problem near the conical intersections.48,49 To this

end, we implemented the TDA as a new feature in the DFTB+, which will be available in

an upcoming release of the code.

2.2 Trajectory Surface Hopping (TSH)

In each TSH trajectory, the electronic states are propagated using quantum mechanics, while

the nuclear motion is handled classically, employing the forces coming from a single potential

energy surface from the electronic structure method. At each timestep, the non-radiative

probability is computed and a stochastic algorithm is employed to decide which potential

energy surface the system will proceed along.8,9,50 This probability is expressed as:

Pnm(t) = −2

∫ t+δt

t

dt′
Cn(t

′)C∗
m(t

′)

Cn(t′)C∗
m(t

′)
(V(R, t′) · dnm(R, t′)) (5)

where Cn are the electronic coefficients of the potential energy surface n, V is the nuclear

velocity and dnm are the non adiabatic coupling vectors (NACVs) between the states n,m

(Eq 4).

Since the photophysical relaxation of the system occurs on a very short timescale (from

femtoseconds to picoseconds), the trajectory is highly correlated with the initial conditions.

Therefore, an ensemble of trajectories should be run to ensure good convergence of the

results. Additionally, a decoherence correction using the method developed by Granucci et

al. was added.51

3 Computational Details

In this section, we describe the protocol employed to conduct non-adiabatic simulations for

all the systems investigated in the present work shown in Figure 1. For all simulations

reported herein, the DFTB+ (version 24.1) code was employed for the quantum mechanical
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calculations, while the SHARC code (version 3.0) performed the non-adiabatic dynamics and

facilitated various stages of preparatory and subsequent analysis. To benchmark the results

obtained with DFTB and/or TD-DFTB against higher-level electronic structure methods,

we utilized the ORCA electronic structure code.52

The simulation protocol begins with the geometry optimization of the molecular system

in vacuum. Upon completion of the optimization, a frequency calculation is performed

to obtain the normal modes and vibrational frequencies of the system. Using these, 200

random initial conditions (positions and velocities) are generated by sampling from the

Wigner distribution at a temperature of 300K. For all the initial conditions, a TD-DFTB

calculation was performed including 10 excitations. The final absorption spectra for each

system were computed by averaging and applying a Gaussian function with a full width at

half maximum (FWHM) of 0.2 eV.

Non-adiabatic molecular dynamics (NAMD) simulations were conducted for all initial

conditions in the NVE ensemble with a timestep of 0.5 fs. The hopping events were deter-

mined based on the non-adiabatic coupling vectors, as detailed in the Theoretical Approaches

section. We applied a decoherence parameter of 0.1 hartree.51 The simulations were run for

200 fs including three electronic states for the methaniminium cation, 200 fs with two elec-

tronic states for furan and 1 ps with three electronic states for the molecular motor system.
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Figure 1: Systems studied in this work. Molecular motor is a generic name for the compound
9-(2,4,7-trimethyl-2,3-dihydro-1H-inden-1-ylidene)-9H-fluorene and it will be used through-
out the text. Carbon, Oxygen, Nitrogen, and Hydrogen atoms are specified in black, red,
blue and white colors, respectively.

The variations between the systems involve the setup of the quantum calculations inside

DFTB+ code. For the methaniminium cation and furan systems, we utilized DFTB up

to second-order corrections (DFTB2) and TD-DFTB with the Casida algorithm, employing

the mio Slater-Koster parameters.53 For the molecular motor system, we employed DFTB2

and TD-DFTB with the Tamm-Dancoff Approximation (TDA) and Long-Range Corrections

(LC)46,54,55 using the ob2 Slater-Koster parameters.56

For the molecular motor system we calculated the time-dependent fluorescence emission

using data from all NAMD simulations, up until the point where the system undergoes non-

radiative decay to the ground state, it means when the system is in the excited state only.

At each time step, the fluorescence spectra were generated using the oscillator strength and

the energy gap, and averaged across the different trajectories. Additionally, we applied a 50

fs time-averaging window to the spectra to simulate the experimental time resolution.
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4 Results and Discussion

4.1 Methaniminium cation

This system has been extensively studied using a wide range of electronic structure meth-

ods.31,57–59 Despite its simplicity and small size, the molecule exhibits notably complex pho-

tophysics, making it an interesting system to test our non-adiabatic molecular dynamics

(NAMD) simulations based on TD-DFTB. The process involves a three-state problem, in-

cluding the ground state and two electronic excited states: πσ∗(S1) and ππ
∗(S2).

Figure 2 presents the results generated using our DFTB approach and compares them

with the high-level electronic method MR-CISD.31,60 Panel a shows that the TD-DFTB

absorption spectra predicts lower energies for the excited states and a higher energy gap S2 →

S1 compared to a more accurate method (see Table S1 in the supplementary information).

Despite these differences, panel b in Figure 2 shows that the average electronic pop-

ulations over time from TD-DFTB simulations align well with those from MR-CISD,60

although the predicted lifetimes are slightly longer, attributed to the higher energy gap

between S2 → S1 predicted by TD-DFTB. Table S2 in the supplementary information com-

pares the lifetimes for both electronic states obtained using our approach with those derived

from various sophisticated methods.

Overall, TD-DFTB provides good qualitative insights into the photorelaxation mecha-

nism, in excellent agreement with other methods. It is well known that the conical inter-

section (CoIn) between S2/S1 involves an stretching of the CN distance, while the CoIn

S1/S0 proceeds through dihedral rotation.31 This is visualized in Figure 2, where we show

the distribution for both modes on the ground state and at the respective CoIn (panels c

and d). Figure S1 in the supplementary information shows the superposition of the CoIns

optimizations using our method and its comparison with MR-CISD.31 Moreover, our ap-

proach successfully identify the branches, BP (BiPyramidalization) and M (Mixed) at the

beginning of the photophysical decay60 (panel e).
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The success of our approach in predicting the most important features of the photo-

physical relaxation is due to the ability of TD-DFTB to capture two critical factors: the

ordering of the electronic states and their electronic properties in terms of the molecular

orbitals compositions, even if the energy values are shifted compared to more sophisticated

electronic methods.

Figure 2: Photophysical mechanism of methaniminium cation. Panel a: Average absorption
spectra calculated from all the initial conditions employed for NAMD using TD-DFTB (blue
line) and using MR-CISD60 (orange line). The first band was increased by a factor of x10
for visualization. Panel b: Temporal evolution obtained from all the NAMD simulations.
Results for TD-DFTB are shown in solid lines and for MR-CISD60 are shown in dashed
lines.Panel c: DFTB Histograms of the CN distances at geometries in S0 in the initial
conditions and at the CoIn S2/S1. Panel d: DFTB Histograms of the dihedral angle at ge-
ometries in S0 in the initial conditions and at the CoIn S1/S0. Panel e: Temporal evolution
of the CN distance for all the NAMD simulations obtained with DFTB. The bipiramidal-
ization (BP) and mixed (M) branches are marked in the plot. All the results for MR-CISD,
which stands for MR-CISD/SA-3CAS(4,3)/6-31G*, were extracted from references 31,60.
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4.2 Furan

Furan is known to have two lower-lying excited states at the Franck-Condon (FC) region:

a Rydberg state, π3s, and a ππ∗ state.32,61,62 Within the DFTB method, Rydberg states

are not predicted due to the use of a minimal basis set.29 However, the Rydberg state does

not significantly influence the photophysics of furan, allowing us to use DFTB to effectively

study its mechanisms, as we will demonstrate below.

A previous study performing static calculations on the furan molecule showed that TD-

DFTB aligns well with higher-level electronic methods.29 However, understanding the pho-

tophysical relaxation of the system requires the incorporation of dynamical effects, which

will be the focus of the present work. Panel a in Figure 3 shows the absorption spectra

and its comparison with the experimental data. Our results show good agreement with the

experiment, with an error less than 0.5 eV. This indicates that the main contribution to

the absorption spectrum comes from the ππ∗ state61 (see Figure S2 in the supplementary

information).

Panel b of Figure 3 shows the evolution of the population for the electronic states using

our approach in its comparison with TD-DFT/PBE0-6-311++G**.61 The lifetime predicted

by our approach is approximately 20 fs longer than the one observed in TD-DFT. However,

quantum dynamics methods63,64 have also predicted longer lifetimes, demonstrating good

agreement with our approach.

Our approach successfully predicts the two well-known conical intersections:32,62 CoInpuck

(puckering, an out-of-plane vibration) and CoInropn (ring-opening). Panel c in Figure 3 shows

the longest CO bond distance across all the NAMD simulations using our approach, where

we highlighted both conical intersections and the variety of photo-products obtained.

A more quantitative comparison of lifetimes and the percentage of the system reaching

each of the CoIn using our approach and with higher-electronic methods can be found in Ta-

ble S3 in the supplementary material. These results demonstrate that our TD-DFTB/NAMD

simulations align well with other apporaches using more sophisticated electronic theory lev-
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els.32,61,62

Figure 3: Photphysical mechanism of Furan. Panel a: Average absorption spectra calcu-
lated for all NAMD initial conditions using TD-DFTB (blue line) and its comparison with
the experimental data (orange line) extracted from reference.61 Panel b: Temporal evolu-
tion of the average populations of the excited states using all the NAMD simulations with
our techniques (solid lines) and its comparison with the adiabatic populations calculated
with TD-DFT/PBE0 (dashed lines), extracted from reference.61 Panel c: Temporal evolu-
tion of the longest CO distance for all the NAMD simulations based on DFTB (purple line).
The two different conical intersections of furan are highlighted in blue circles (CoInropn and
CoInpuck). We also highlight the different photo-products obtained via CoInropn.
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4.3 Molecular Motors

In the previous sections, we demonstrated that our method based in DFTB is effective for

studying complex photophysical phenomena. With this validation, we next move to inves-

tigating the molecule 9-(2,4,7-trimethyl-2,3-dihydro-1H-inden-1-ylidene)-9H-fluorene, which

belongs to the class of overcrowded molecular motors.33 These systems are excellent candi-

dates for using DFTB because their medium-to-large size makes the application of ab initio

methods computationally demanding. However, there are a few theoretical studies employing

both ab initio and semi-empirical methods37,39 on this system, which provide useful results

for validating our approach.

To provide some context, we will first briefly describe the photochemistry of these sys-

tems. More detailed information can be found in excellent reviews on this topic.33,34 Panel

a in Figure 4 shows the four steps during a cycle of the molecular motor. The first part of

the mechanism involves a photon-energy step (1), where the molecular motor absorbs light,

causing a change in its electronic state. This absorption induces a rotation in the dihedral

angle, resulting in the formation of an unstable conformer (M) in the ground electronic state

through the passage of the conical intersection (CoIn). Following this, thermal energy facil-

itates a helix inversion (2), leading to the generation of a stable conformer (P). The initial

photon-energy step is crucial because it provides the energy required to drive the motor,

making it the primary focus of this study.

Additionally, panel b in Figure 4 highlights the principal modes involved in the photo-

physical mechanism in molecular motors and these will be used throughout the text.
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Figure 4: Panel a: Schematic representation of the four cycle steps in the molecular motors
mechanism. Panel b: Molecular motor geometry highlighting the different modes used to
describe the photophysical mechanism.

Before delving into the specific mechanism of non-radiative decay in the molecular motors,

panel a in Figure 5 presents the average absorption spectra calculated using TD-DFTB for

all the initial conditions. This is compared with the experimental results from the work of

Vicario et. al.65
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Figure 5: Panel a: Total average absorption spectra calculated using all the initial conditions
for NAMD using TD-DFTB (black line), transitions to S1 and S2 are depicted as a blue and
purple area, respectively. Experimental spectra, reproduced from reference 65, is shown in
orange line. Panel b: Average populations of the electronic states as a function of time.

Panel a in Figure 5 shows that the primary contribution to the first absorption band arises

from the excitation to the S1 state, corresponding to a π → π∗ transition around the central

double bond. The molecular orbitals involved in the transition to S1 are shown in Figure

S3 in the supplementary information along with a comparison to those obtained using TD-

DFT with LC (see Table S4 in the supplementary information for a comparison of TD-DFT

without LC). These results align well with previous theoretical studies.37,39 However, the

most important difference in this regard is that our approach predicts a blue-shift of 45 nm

(0.4 eV) compared to the experimental maximum absorption. One possible explanation for

this difference could be the absence of solvent in our simulations, while all the experiments

discussed throughout the text are conducted in solution.

Now, we turn into the photophysical mechanism. From panel b in Figure 5, we observe

a complete population S1 → S0 transfer before 1 ps, with an effective lifetime of 660 fs.

This result aligns well with previous theoretical findings.14,37 However, our approach differs

from other studies regarding the waiting time (the time that takes to start observing the

non-radiative decay). While they predicted a value of around 200 fs,37–39 we find a longer

waiting time of approximately 400 fs. To better understand this difference, we analyzed the
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temporal evolution of the average energy gap between S1 and S0 (panel a), the dihedral

angle (panel b), and the double bond distance (panel c) in Figure 6.

Figure 6: Non-radiative mechanism in molecular motors. Panel a: Energy gap S1 → S0

along time. Panel b: Dihedral angle along time. Panel c: Double bond distance along
time. Panel d: Populations of the conformers along the time. All the averages values are
presented in solid lines while the dispersion of the values as shadows area.

The analysis presented in Figure 6 allows us to divide the waiting time into two distinct

regimes: In the first regime, which dominates the initial 200 fs, we observe from the Pearson

correlation that the double bond distance (R = −0.63) modulates more the oscillations of

the energy gap than the others modes (see Figure S4 in the supplementary material). Along

these first 200 fs, the energy gap shows only slight reduction and the dihedral angle only

performs about three oscillations near the starting conformation, indicating that the system

remains close to the Franck-Condon region. Previous theoretical works employing excited-
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state optimizations suggested that the pathway along the dihedral mode is barrierless.38,39

However, in dynamic simulations, the evolution of the system can take a different route

due to dynamical effects.38 Although our results seem to be aligned with previous studies,

we cannot rule out the existence of a barrier along the decay pathway using our approach.

Indeed, the steric effect between hydrogen atoms of the two parts of the motor when the

dihedral angle starts to decrease is not well captured by DFTB due to the use of a minimal

basis set.66 Similar problems were found in the cis-trans isomerizations of azo-compounds,

where the authors demonstrated that including dispersion corrections or increasing the size

of substituents could minimize this error.67,68

In the second regime of the waiting time, observed during the 200–400 fs interval, we see

a better correlation between the dihedral angle and the energy gap (R = 0.86, see Figure

S4 in the supplementary information), with a small contribution from the double bond

distance (R = −0.28). During this time, the energy gap decreases with the dihedral angle

demonstrating that this mode is the most relevant in the photophysical decay. However,

the energy gap that needs to be reduced is significantly larger in our approach compared to

experimental observations (see Figure 5), leading to a longer waiting time.

Another notable feature is the significant dispersion observed in the dihedral angle, energy

gap, and double bond distance (see panels a-c in Figure 6). This dispersion occurs after the

system crosses the CoIn, as it can adopt two distinct conformers in the ground state.69,70 To

characterize these conformers, we classified the molecular geometries as follows: those with

a dihedral angle 100 ≤ θ[deg] ≤ 180 were identified as the P conformer, while those with

20 ≤ θ[deg] ≤ 70 were classified as the M conformer (see Figure 4). Similar classifications

have been used in the study of other compounds.38 Based on this, we constructed the plot

in panel d of Figure 6, which tracks the formation of these conformers in their respective

electronic states. We observe that the formation of both conformers occurs over slightly

different timescales, a point that will be further discussed later. Our results indicate that

the quantum yield for P→M isomerization fluctuates between 30% and 40% consistent with
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previous theoretical studies38 but slightly larger than the 14% reported experimentally.69

Previous experimental studies using time-dependent fluorescence and transient absorp-

tion spectroscopies have demonstrated that molecular motors exhibit a non-exponential sig-

nal decay, with an ultrafast and slow component in the order of femtoseconds and picosec-

onds, respectively.5,40,70 It has been shown that the emission intensity drops to zero (or nearly

zero) at approximately 100 fs, which is significantly faster than the non-radiative decay from

S1 → S0 through the CoIn. This observation suggests that the system is initially in a bright

state at the Franck-Condon region but rapidly moves away, thus reaching conformations in

S1 where the emission intensity is very low. Pan et. al have performed a bi-exponential

fitting on the population decay of S1 obtained from NAMD simulations.39 However, such

analysis with the population only reveals two different timescales for the non-radiative tran-

sition S1 → S0, which does not correspond to the experimental results. The transition from

the bright to dark state can not be captured by the populations obtained from the NAMD

since no information about the intensity of the emission is included.

To demonstrate that our approach can capture this bright-to-dark state transition we

calculated the average time-dependent fluorescence spectra using all the NAMD simulations

in which the system remains in S1. This result is presented in Figure 7, panel a.
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Figure 7: Time Dependent Fluorescence. Panel a: Time dependent fluorescence calculated
from all the NAMD simulation including all the geometries that remain on S1 state. The
spectra was convoluted with a gaussian function with a FWHM of 1600 cm−1 (approx 0.2
eV). The spectra was averaged every 50 fs, to simulate the experimental setup70 Panel
b: Temporal evolution of the intensity at the maximum emission (black dots), exponential
fitting is shown in purple line. Panel c: 2D histogram of the distribution for the dihedral
angle in both bright and dark states. Panel d: 2D histogram of the distribution for the
double bond distance in both bright and dark states. Bright state was asssigned as the first
300 fs and the dark state between 350-600 fs of the simulation. The R value represents the
Pearson correlation factors between the modes and the emission intensity.

The calculated time dependent fluorescence spectrum in panel a of Figure 7 exhibits

a pronounced red shift of approximately 7000 cm−1, while the corresponding experimental

value is 4000 cm−1.70 The discrepancy of approximately 3000 cm−1 (0.37 eV) in our approach

is comparable to that obtained for the absorption spectra (see Figure 5). Additionally, we

plotted the emission intensity as a function of time in panel b of Figure 7. Fitting the

intensity data reveals a lifetime of 340 fs. This lifetime is shorter than the one predicted
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using the population evolution for the radiationless transition S1 → S0 (660 fs, see panel b

in Figure 5), indicating that the system effectively reaches a dark state before crossing the

CoIn. Remarkably, this observation is in agreement with experimental data.70 However, as

previously discussed, the time needed by the system to reach the dark state is longer in our

DFTB approach compared to the experimental value (see below Figure 6).

There has been considerable debate regarding the interpretation of these results in terms

of geometric conformations of the system. Experimental work by Conyard et al.70 identified

the pyramidalization mode as the primary factor responsible for generating this dark state.

In contrast, theoretical studies37,38 have suggested that this behavior is influenced by modes

around the double bond, such as bond distance and dihedral angle. It is likely that all of

these modes are coupled along the decay pathway, making it challenging to isolate individual

contributions. Experiments are inherently limited in accessing atomistic details and theoret-

ical studies require a large amount of data for a comprehensive analysis. Fortunately, the low

computational cost associated with the DFTB approach allows us to generate extensive data

on both bright and dark states, enabling a more detailed investigation into these complex

interactions.

Panels c and d in Figure 7 display the 2D histograms for the dihedral angle and the

double bond distance, respectively (pyramidalization mode is shown in Figure S5 in the

supplementary information). The data is divided into two distinct phases: the bright state

(red filled contour) occurring during the first 300 fs of the dynamics, and the dark state (blue

filled contour), occurring between 350–600 fs. The criteria employed were based on the two

distinct lifetimes. The bright state refers to the period before the system transitions to the

dark state with a lifetime of 340 fs. The dark state is defined as the interval following this

340 fs and preceding the non-radiative S1 → S0 decay via the CoIn, which has a lifetime of

660 fs.

We can clearly see that the mode regulating the decrease in emission intensity is the

dihedral angle. In the bright state, the Pearson correlation for the dihedral angle and bond
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distances are 0.68 and 0.27, respectively. In the dark state, the correlation for the dihedral

mode increases to 0.87, while for the double bond distance, it decreases to 0.13. During

the first few femtoseconds of the simulation, the system remains close to the Franck-Condon

region for the dihedral mode while the double bond distance oscillates between 1.39 and 1.47

Å. These changes in both modes do not produce a significant change in the oscillator strength

(0.7-0.8 a.u.), confirming the presence of the bright state. However, after 350 fs, we observe

that the oscillator strength decays from 0.6 a.u. to nearly zero, with a clear correlation to

the dihedral mode. Comparable results were observed in the correlation analysis between

the modes and the energy gap (see discussion below Figure 6). Similar conclusions can be

drawn from the scatter density plot of both modes and emission intensity (see Figure S6 in

the supplementary information).

Previous studies have suggested that the contribution to the fluorescence spectra when

the system is in the dark state is due to coupling back to conformations of the system in

the bright state.40 Although there is a small overlap between the conformations for both

states along the modes (panels c and d in Figure 7), our results reveal that most of the

contribution to the emission spectra comes from the dark state itself, but with considerably

lower intensity.

With the previous analysis we can clearly see that our approach predicts the non-

exponential decay, where we observed an ultrafast component for the bright → dark state

with a lifetime of 340 fs and a slow decay for the transition S1 → S0 through the CoIn

with a lifetime of 660 fs. The non-radiative transition through the CoIn occurs from the

S1 in the dark state. All of these results are in very good agreement with the experi-

ments.40,70Moreover, taking into account that the generation of the different conformers in

the ground state occurs at slightly different time scales (panel d in Figure 6) we can conclude

that there is a higher probability of generating the M conformer when the system takes more

time to reach the S1 → S0 CoIn. This means that the system remains longer in the dark

S1 state. This result is consistent with the experimental study by Conyard et al.,40 which
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found that by varying the substituents in the system, an increase in the lifetime of the dark

state leads to an increase in the quantum yield of isomerization.

5 Conclusions

In this work, we have presented a new implementation for performing non-adiabatic molec-

ular dynamics (NAMD) simulations using non-adiabatic coupling vectors (NACVs) within

the framework of TD-DFTB theory. While there have been a few previous implementations

using this theory, they have not fully utilized NACVs nor have they provided exhaustive

validation against higher-level electronic structure methods.

Our study demonstrates the effectiveness and accuracy of our DFTB approach across

various systems by showing its ability to capture the most relevant features of photophysical

relaxation, even when certain states do not perfectly match experimental data or higher-level

methods. For example, in the methaniminium cation and furan system, DFTB accurately

describes the complex photophysical deactivation, including the different conical intersections

(CoIns) and the diverse photoproducts despite limitations such as not capturing the Rydberg

state.

Our approach is particularly advantageous for studying molecular motors as it allows us

to reproduce experimental values and results from other theoretical works with significantly

lower computational cost. While the ADC(2) method require approximately 10.000 CPU

hours for a single molecular dynamics simulation,37 our method only requires 100 CPU hours,

making it far more efficient. Compared to other semi-empirical methods, our approach does

not suffer from the issue of tracking molecular orbitals which can be problematic in longer

simulations.38,39 This allows us to study photophysical relaxations over extended periods,

providing deeper insights into the dynamics of molecular motors. With these advantages, we

can study systems for longer times and larger sizes, such as DNA-based molecular motors,36,71

which will be the subject of future applications of our approach.
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We also provide valuable insights into the mechanisms of molecular motors. Due to

the large number of NAMD simulations possible with our approach, we demonstrated how

different modes modulate the energy gap between S1 and S0 and how they are coupled to

the transition from the bright state to the dark state before reaching the conical intersection.

Additionally, we verified experimental findings that showed that a long lifetime in the dark

state results in an increased quantum yield of isomerization. These results are beneficial for

studying how substituents and solvents affect photodynamics in these large systems.

In summary, our implementation of NAMD using TD-DFTB and NACVs provides a

promising approach for studying complex photophysical phenomena. The ability to accu-

rately simulate excited state molecular dynamics at a fraction of the computational cost of

traditional methods opens new possibilities for exploring larger systems and longer timescales

thereby expanding our understanding of molecular motors and other complex systems.
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(33) Garćıa-López, V.; Liu, D.; Tour, J. M. Light-activated organic molecular motors and

their applications. Chemical reviews 2019, 120, 79–124.

(34) Roy, P.; Sardjan, A. S.; Browne, W. R.; Feringa, B. L.; Meech, S. R. Excited state

dynamics in unidirectional photochemical molecular motors. Journal of the American

Chemical Society 2024, 146, 12255–12270.

28



(35) Coskun, A.; Banaszak, M.; Astumian, R. D.; Stoddart, J. F.; Grzybowski, B. A. Great

expectations: can artificial molecular machines deliver on their promise? Chemical

Society Reviews 2012, 41, 19–30.

(36) Omabegho, T.; Sha, R.; Seeman, N. C. A bipedal DNA Brownian motor with coordi-

nated legs. science 2009, 324, 67–71.
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Supporting Information Available

1 Methaniminium cation

Table S1: Transitions energies in eV of the two lowest lying electronic states in methani-
minium cation obtained with different methods‡.

States This work This work Ref. A1 Ref. A1 Ref. B2 Ref. C3

Method (t) (x) (a) (b) (c) (d)
S0 → S1(σπ

∗) 6.19 7.71 9.17 9.27 8.35 8.59
S0 → S2(ππ

∗) 8.93 10.46 10.06 10.34 9.17 9.37
S2 → S1 2.73 2.75 0.89 1.07 0.82 0.78

t) TD-DFTB/mio. x) TD-PBE/6-31G* a) CASSCF(12,8)/6-31G*. b) FOMO-CASCI(12,8)/6-
31G*(β = 0.2). c) MR-CISD+Q/SA-9-[CAS(6,4)+AUX(4)]/d-aug-cc-pVDZ. d) MRD-CI/6-
31G**.
‡ All of these calculations were performed on their respective optimized structure in the ground
state.

Table S2: Excited states properties obtained from NAMD simulations using different
methodologies and electronic structure methods.

Property This work Reference A4 Reference B2 Reference C5 Reference D6

Method/level (t) (a) (b) (c) (d)
τ(S2) [fs] 14 12 13 10-50 8
τ(S1) [fs] 76 65 43 10-100 30-100
# Trajs 200 100 100 20 100

Total Time [fs] 200 200 200 100 150

t) TD-DFTB/mio. a) MR-CISD/SA-3-CAS(4,3)/6-31G*. b) SA-3-CAS(4,3)/6–31G*. c)
PBE/70 Ry Pseudopotentials. d) B3LYP/6-31G**.
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Figure S1: Superposition of the molecular geometries at ground state optimization (left
panel), at the conical intersection (CoIn) S2/S1 (middle panel) and at the CoIn S1/S0 (right
panel) obtained with DFTB/TD-DFTB in blue and with MR-CISD in orange (extracted
from reference 2).

2 Furan

Figure S2: Molecular orbitals involved in both transitions in furan system. Rydberg state
(π3s) can not be calculated within TD-DFTB.7
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Table S3: Excited states properties obtained from NAMD simulations using different
methodologies and electronic structure methods.

Property This work Reference A8 Reference B9 Reference C10

Method/level (t) (a) (b) (c)
τ(S0) [fs] 84.5 60.0 68.0 95.0

% CoInpuck 70 main 86 10
% CoInropn 30 low 14 90

Total Time [fs] 200 200 250 250
# Trajs 200 240 100 100

t) TD-DFTB/mio. a) TDDFT-PBE0/6-311++G**. b) DISH-XF/SSR-BH&HLYP/6-311G**.
c) SA-CASSCF(10,9)/6-31G*

3 Molecular motors

Figure S3: Molecular orbitals involved in the S0 → S1 transition at the Franck-Condon
region obtined with TD-DFTB and with CAM-B3LYP/6-31G* in the molecular motor.
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Table S4: Excitation energies and oscillator strentgh (in brackets in a.u.) for the two lowest-
lying transitions in molecular motors with different methods.

Excitation TD-DFTBa TD-LC-DFTBb CAM-B3LYPc

S0 → S1 [eV] 2.6 (0.00) 3.5 (0.56) 3.6 (0.71)
S0 → S2 [eV] 2.7 (0.36) 3.9 (0.01) 3.8 (0.01)

a) TD-DFTB/mio. b) TD-DFTB with LC (used in this work). c) TD-DFT/CAM-B3LYP/6-
31G*.

Figure S4: Waiting time analysis. 2D histograms of the first regime (0-200 fs, upper panels)
and second regime (200-400 fs, lower panels) for the double bond (left panels), dihedral angle
(middle panels) and pyramidalization angle (right panels) with the energy gap. The color
intensity represents the density population. The R value represent the Pearson correlation
factor between the modes and the energy gap for both regimes.
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Figure S5: 2D histogram of the distribution for the pyramidalization angle in both bright
and dark states. The R value represent the Pearson correlation factor between the modes
and the emission intensity.

Figure S6: 2D histogram of the distribution for the dihedral angle and double bond distances.
The color scale shows the emission intensity in a.u.
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