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Molecular dynamics (MD) employing machine-learned interatomic potentials (MLIPs) serve as an
efficient, urgently needed complement to ab initio molecular dynamics (aiMD). By training these
potentials on data generated from ab initio methods, their averaged predictions can exhibit compa-
rable performance to ab initio methods at a fraction of the cost. However, insufficient training sets
might lead to an improper description of the dynamics in strongly anharmonic materials, because
critical effects might be overlooked in relevant cases, or only incorrectly captured, or hallucinated by
the MLIP when they are not actually present. In this work, we show that an active learning scheme
that combines MD with MLIPs (MLIP-MD) and uncertainty estimates can avoid such problematic
predictions. In short, efficient MLIP-MD is used to explore configuration space quickly, whereby
an acquisition function based on uncertainty estimates and on energetic viability is employed to
maximize the value of the newly generated data and to focus on the most unfamiliar but reasonably
accessible regions of phase space. To verify our methodology, we screen over 112 materials and iden-
tify 10 examples experiencing the aforementioned problems. Using CuI and AgGaSe2 as archetypes
for these problematic materials, we discuss the physical implications for strongly anharmonic effects
and demonstrate how the developed active learning scheme can address these issues.

I. INTRODUCTION

Machine-learned interatomic potentials (MLIPs) have
an immense promise to accelerate molecular dynamics
(MD) simulations since, in principle, they provide an ac-
curacy nearing that of ab initio calculations at a fraction
of the cost [1–4]. In material science, important applica-
tions for instance include thermal transport [5–14], the
dynamics of amorphous structures [15–18], and ionic dif-
fusion [19–22]. Recent works in this field have focused
on improving these potentials by either decreasing their
cost (faster running) or increasing their reliability for
materials science applications (more reliable training).
Further accelerating the potentials for large-scale appli-
cations [23, 24] is necessary given that they are –albeit
faster than first-principles approaches– still considerably
more costly than traditional force fields. For the latter
case, this includes improvements in the MLIPs such as
using the Euclidean group equivariant neural networks
(e3nn) [25–28], long-range interacting physics [29–33], or
an enormously augmented amount of training data [34].

The key aspects of MLIP applications are the train-
ing process and the creation and selection of the data
used for the training. Given that data production –often
performed via ab initio molecular dynamics (aiMD)– can
easily become computationally limiting, it is desirable to
avoid redundancy, i.e., the creation of additional data for
areas that are already well covered in the training set.
Concurrently, it is pivotal, but impossible to guarantee,
that the training data appropriately covers the relevant
configurational space that will later be explored in the
MD simulations. This reflects the finding that MLIPs
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are most reliable in those areas for which enough train-
ing data is provided [25, 35–38]. In machine learning,
this is phrased that the training data need to be inde-
pendent and identically distributed (iid). This is hard, if
not impossible, to know. Therefore, the active-learning
scheme explained in the following paragraphs is critical.

To streamline training data production, several active-
learning (AL) approaches have been proposed in recent
years. These have been devised to address the aforemen-
tioned challenges associated with domain applicability,
leading to a more effective and faster process of MLIP
training [39, 40]. The key idea of AL is an iterative train-
ing of MLIP models by explicitly augmenting the training
set with “unfamiliar” data, to achieve uniform reliabil-
ity across the configurational space and avoid redundant
learning for the well-trained areas. Thus, the exploration
of the configurational space and sampling of “unfamiliar”
data are significant steps in the AL scheme. To cope with
the issue concerning exploration coverage, the MD sim-
ulation employing an efficient MLIP model (MLIP-MD)
has been recently introduced to complement expensive
aiMD [41–49]. It enables rapid exploration of vast spaces,
leading to ample coverage of configurational space. Fur-
thermore, various methods for sampling these configu-
rations as unfamiliar have been developed using metrics
such as the similarity of the atomic environment [50],
a density-based hierarchical clustering [18], and uncer-
tainty estimates of MLIP models [13, 41–46, 51]. The
combination of exploration and data-sampling methods
allows for the retraining of MLIP models with unfamil-
iar data through on-the-fly [18, 50] or iterative proce-
dures [41–49]. In addition, novel exploration methods
with uncertainty-biased dynamics have appeared in re-
cent years to expedite the exploration of regions with
high uncertainty [47–49].

The power of the described AL approaches in accel-
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erating the training of more accurate MLIPs has been
demonstrated for several applications. To this end, it
has been shown that such AL improved MLIPs and typi-
cally achieved a better description of microscopic quanti-
ties, e.g., mean absolute errors (MAE) of total energies,
forces, stresses, etc. [34, 52–55] compared to ab initio
reference data. In turn, predictions of thermodynamic
equilibrium properties, e.g., temperature and pressure-
dependent elastic constants, bulk moduli, phonon dis-
persions, radial-distribution functions, etc. also im-
prove. [18, 24, 41–44, 46–48, 50].

In principle, AL is expected to improve the predic-
tion of thermodynamic equilibrium and non-equilibrium
properties. For instance, the key aspect of transport co-
efficient calculations is how well MLIPs capture anhar-
monic lattice dynamics. As described previously, MLIPs
well describe the equilibrium lattice vibrations around
the ground-state position, offering the long-term dynam-
ics of the system and its memory. From this, transport
properties in most cases can be well determined by the
time-autocorrelation of the respective fluxes in thermo-
dynamic equilibrium as formulated in the fluctuation-
dissipation theorem viz. the Green-Kubo formalism [56–
58]. However, in practice, materials undergo rare events
that may disruptively impact phase transitions, local
(phase) changes, and transport phenomena. As examples
of such non-equilibrium cases, it has been recently shown
that the spontaneous formation of defects in CuI and of
phase transition precursors in KCaF3 are important dy-
namical phenomena that induce strong anharmonic be-
haviors in materials [59] resulting, e.g., in a reduction of
the thermal conductivity of CuI by a factor of 3.5. An
MLIP must be able to reproduce these anharmonic ef-
fects, but the ability of the AL addressing rare events is
still elusive.

Naturally, one would assume that AL schemes would
also improve predictions with respect to such rare events,
as demonstrated, e.g., for bond-breaking events in sim-
ple molecules. [60] However, a systematic quantification
of the benefits of AL for complex materials has, so far,
remained elusive. In principle, a systematic comparison
of ab initio and MLIP-MD calculations for transport cal-
culations would be able to shed light on these questions.
However, this would require prohibitive numerical efforts
for the first-principles MD to be able to reach the nec-
essary statistics and time- and length scales relevant to
strongly anharmonic events. Similarly, one cannot explic-
itly target and monitor the phase space region associated
with strongly anharmonic events since their occurrence
and the associated path on the potential-energy surface
are usually unknown a priori. This is further aggravated
by the fact that such events are typically short-lived, so
that their influence on average properties like the MAE of
microscopic quantities or predictions on thermodynamic
equilibrium properties is small and hence hardly stands
out against statistical noise.

As demonstrated in this work, the problematic predic-
tion of MLIPs regarding strongly anharmonic effects can

happen in various contexts:

• Rare events may be missing in the training data.

• Rare events may be present but with insufficient
information about probabilities and lifetimes.

• Rare events may be present but smoothened away
by regularization.

• MLIPs may well exhibit fake rare vents.

Alarmingly, such problems can be easily overlooked, since
neither checking average predictions for testing data,
such as mean absolute errors or R2, nor inspecting
close-to-equilibrium properties such as quasi-harmonic
phonons allows to reliably detect these problems.
In this study, we build on existing AL ideas and

adapt them for the description of strongly anharmonic
materials by combining an ensemble uncertainty met-
ric with thermodynamically meaningful acquisition func-
tions. Our benchmark on 112 materials for which exten-
sive aiMD data is available from literature reveals that
10 out of these 112 materials require an AL approach to
achieve a physically correct description of the PES. We
carefully analyze the failure of standard MLIP training
for two representative examples. In Sec. IVA, we discuss
CuI, the anharmonicity of which is severely underesti-
mated procedures and in Sec. IVB we discuss AgGaSe2,
the anharmonicity of which is strongly overestimated by
standard MLIP training procedures. Furthermore, we
analyze how the proposed AL scheme rectifies these fail-
ures and propose best practices to achieve stable anhar-
monic MLIPs with AL. Eventually, Sec. IVC discusses
the physical implication of the proposed approach for ac-
tual material-science predictions and shows that only the
usage of AL guarantees to correctly identify the correct
transport regime in actual MLIP-MD simulations.

II. METHODOLOGY

In this section, we will first give a concise overview of
the different established AL strategies employed in liter-
ature for the training of MLIPs in Sec. II A. In the follow-
ing, Sec. II B explains how we build on these concepts and
adapt them to specifically target and benchmark strongly
anharmonic materials.

A. State-of-the-Art AL strategies

1. The standard AL workflow

Here we summarize a step-by-step description of the
five steps in a typical AL workflow, as illustrated in
Fig. 1.

1. Initialization: An initial training set of config-
urations for a material is generated by either a
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FIG. 1. A workflow plot depicting the active learning (AL)
scheme.

short aiMD trajectory [14], stochastic sampling
of phonon eigenvectors (harmonic sampling) [61,
62], or random displacements of randomly cho-
sen atoms [43, 63]. Because the AL process will
improve their reliability anyway, even using pre-
trained MLIPs, such as recent universal MLIPs [27,
52, 64] (See Fig. S1 in the supplementary material
(SM) [65] for more details), will work, unless their
descriptions are incompatible with MD simulations.

2. (Re)Training: Initial(augmented) training data
are utilized to (re)train MLIP models.

3. Convergence test: Once trained, the prediction
quality of the MLIP is evaluated using a test set
obtained from unseen parts of aiMD trajectories
and error metrics such as the mean absolute errors
(MAE). If the desired reliability is achieved, the it-
erative AL terminates, otherwise it proceeds to the
next step. However, it is not able to ensure that a
rare event pops up later. In addition, this reliabil-
ity during the AL does not hold for temperatures
higher than the trained temperature.

4. Exploration and data-sampling: The most crit-
ical step of the AL is the exploration of config-
urational space to find unfamiliar regions. Three
popular methods to perform the exploration are
aiMD [18, 50], explorative MLIP-MD [41–46], or
uncertainty-biased MD [47, 48]. For those ap-
proaches using MLIP, models trained with the data
from previous iterations data are used in this step.
Popular choices to sample each new configuration
as familiar or not include the evaluation of extrap-
olation grades [66], the analysis of the structural
similarity of samples [50], the examination of cor-
relations among samples [18], and the uncertainty
estimates of MLIP predictions [41–48].

5. Data acquisition: Full ab initio calculations are
performed on the snapshots sampled as unfamiliar
to obtain their genuine force, energy, and stresses.
This data is then added to the training set for
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FIG. 2. A schematic plot illustrating the definition of an en-
semble uncertainty estimate in terms of the potential energy.

the subsequent retraining. The workflow then goes
back to the step 2.

Steps 2-5 form a closed loop. Whenever MLIP-MD, even
during the practical applications, shows a high uncer-
tainty estimate, the iterative AL scheme should resume.
The major difference among various AL schemes origi-
nates from the choice of exploration and data-sampling
methods depending on their target systems. For the ex-
ploration approaches, aiMD snapshots can be directly
used as training data, whereas explorative MLIP-MD and
uncertainty-based MD can effectively travel to unseen ar-
eas with their efficient implementations. The choice of
the exploration method is also influenced by the trade-off
between cost and accuracy: aiMD trajectories are com-
putationally expensive, but MLIP-MD may explore phys-
ically unfavorable parts of configurational space. The
choice of data-sampling methods also depends on train-
ing environments and target properties, and more details
are discussed in the following section.

2. Ensemble uncertainty estimates

Selecting an efficient and reliable data-sampling
method is critical to the performance of the AL scheme
as that determines how effectively it identifies unfamil-
iar data among the substantial volume of new data gen-
erated. In this study, the uncertainty estimates of the
MLIP predictions serve as a qualitative signal for when
the MD trajectory leaves the well-trained regions. Al-
though concerns persist regarding its quantitative usage
in extrapolation regions [67], uncertainty estimates still
hold remarkable value as a qualitative indicator. Vari-
ous uncertainty techniques have been developed such as
uncertainty estimates from the probabilistic framework
of Bayesian linear regression [13, 51] or an internal prin-
cipled uncertainty quantification mechanism to evaluate
the prediction uncertainty [44, 45]. These approaches can
quickly assess the uncertainty estimates and do not re-
quire training multiple models. However, this approach
can only be applicable to the MLIP models, which can in-
ternally provide a probabilistic model, e.g., the Gaussian
mixture model [46].
Instead, this section introduces an ensemble uncer-

tainty estimate in detail due to its simple implementa-
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tion and wide applicability across various MLIP architec-
tures. The ensemble uncertainty estimate is assessed as
a standard deviation of predictions from multiple MLIP
models that are trained using different training sets (sub-
sampling) and different initial structures and parameters
of the neural networks (deep ensemble), as depicted in
Fig. 2. The resulting MLIP models consistently predict
reliable atomic motions within well-trained areas but be-
gin to diverge beyond these areas, as illustrated in Fig. 2.
Despite the fact that such uncertainty estimates do not
allow for a quantitatively exact prediction of the error
and, hence, of the ground-truth potential-energy sur-
face [67–69], higher than average uncertainty estimates
can be used to qualitatively identify unfamiliar regions
so to steer further sampling for retraining MLIP models.

Here we describe how to obtain ensemble uncertain-
ties of the potential energy and forces employed as the
data-sampling method in the AL scheme. The uncer-
tainty estimate for a target property (X) of a MLIP-MD
snapshot is determined by calculating the standard de-
viation of predicted target properties using the following
equation:

UCEX =

√√√√ 1

N

N∑
I

(XI − µX)
2
. (1)

Here, XI represents the target energy predicted by the
Ith MLIP model, and µX corresponds to the mean value
of target properties from the ensemble of all N different
MLIP models. Thus, the potential-energy uncertainty
estimate (UCEU ) is obtained from the standard devia-
tion with respect to a predicted mean value of potential
energies (U). The maximum of the predicted forces un-
certainty estimates (UCEmax

F ) is evaluated as the largest
one among the uncertainties estimate

(
UCEi

F

)
of each

force for all different ith atoms in the material (Fi
I).

B. Adaption of AL to strongly anharmonic systems

1. Exploration and data-sampling methods

Our AL scheme is designed to iteratively retrain MLIP
models with unfamiliar strongly anharmonic events selec-
tively sampled during configurational space exploration.
Since such events can occur infrequently during MD ex-
plorations, aiMD might not be able to reach the relevant
time and length scales to sample them properly or cap-
ture them at all. Instead, explorative MLIP-MD is used
as an efficient complement to aiMD, enabling simulations
to reach the needed time and length scales to observe also
rare events and estimate the model’s uncertainty. In this
study, we implement MLIP-MD based on the mean value
of the forces from MLIP models, resulting in one MLIP-
MD trajectory with target uncertainty estimates.

Ensemble uncertainty estimates are selected as the
data-sampling method in the present study due to

0
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P(
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E k
) (a) Uncertainty

4 2 0 2 4
Avg. = 0 (Std. = 1)

0

1

P(
U

po
t) (b) Potential

energy

FIG. 3. (Color online.) Sampling probability distribution
(blue solid lines) regarding (a) uncertainty estimates and (b)
potential energy in relation to a reference average set at 0,
with each integer representing a standard deviation of 1. The
pink bell-shaped plots represent schematic normal distribu-
tions.

its generalized application regardless of MLIP types.
Ensemble uncertainties of total energy and maximum
atomic force in Sec. IIA 2 are examined to verify its abil-
ity to sense the unfamiliar strongly anharmonic events.
We also extend this approach to the degree of anhar-
monicity because this quantity can effectively identify the
anharmonic rare event using a single value. The degree
of anharmonicity (A) at the MD simulation time (t) is
defined based on a concept devised by Knoop et al. as
follows [70].

A(t) =

√√√√√∑i,α

(
F i,α
Aha(t)

)2
∑

i,α (F i,α(t))
2 , (2)

where F i,α(t) represents the α (= x, y, z) component
of the force vector on the i-th atom at the MD time
(t). F i,α

Aha(t) means the α component of the anharmonic
atomic force vector on the i-th atom at the time (t),

evaluated as F i,α
Aha(t) = F i,α(t) − F i,α

Ha (t), where F i,α
Ha (t)

represents the α component of the force that would be
obtained at the same geometry but using a harmonic
(parabolic) potential. Accordingly, the uncertainty of the
degree of anharmonicity of a configuration (UCEA) is de-
fined as the standard deviation with respect to the degree
of anharmonicity (A) via Eq. 1.

2. Sampling probability

For retraining, it is necessary to balance between max-
imizing the uncertainty estimate of the targeted regions
of phase-space and ensuring those regions are at least ac-
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cessible. To this end, we propose a sampling probability
that serves as an acquisition function.

First, data-sampling new training data for subsequent
rounds of MLIP training necessitates the definition of
high uncertainty estimates. The uncertainty estimate
fluctuates across different AL steps due to the changes in
training data and training areas. Hence, high uncertainty
estimates in our AL scheme mean a relatively higher un-
certainty estimate compared to other data points. At
the beginning of each AL step, we evaluate uncertainties
in 300 testing data randomly selected from aiMD trajec-
tories with 12001 snapshots (not included in the train-
ing set), recording their mean value and standard devia-
tion. These quantities serve as reference points to iden-
tify unfamiliar MD snapshots from preliminary MLIP-
MD. Then, we set a soft selection criterion by building a
sampling probability function in terms of uncertainty es-
timates, shown as P (UCEk), creating a smooth curve, a
cumulative normal distribution function, at the criterion
limit at two standard deviations away from the average
(dashed line in Fig. 3 (a)). The mathematical form of
this criterion, P (UCEk), is described below:

P (UCEk) =
1

2

[
1 + erf

(
UCEk − µUCEtest

k
− 2σUCEtest

k

σUCEtest
k

√
0.2

)]
.

(3)
Here, UCEk (= UCEU ,UCEmax

F , or UCEA) signifies the
uncertainty estimate at the current step. µUCEtest

k
and

σUCEtest
k

mean the average and standard deviation of un-

certainties in testing data, respectively. Fig. 3 (a) il-
lustrates that AL mostly collects data with uncertainty
estimates larger than two times the standard deviation
away from the reference average of testing data. The
probability function shape is adopted from a cumulative
normal distribution function, yielding a soft limit rather
than a rigid threshold.

Second, we considered the potential energy of sampled
data to prevent sampling unphysical configurations that
have enormously high energy. This criterion is imple-
mented by a different probability function, similar to the
one for uncertainty estimates. The sampling probability
function regarding the potential energy, P (U), is derived
from a modified probability distribution of the canoni-
cal ensemble by decaying the probability from a criterion
limit at one standard deviation away from the average
(dashed line in Fig. 3 (b)). In the mathematical expres-
sion,

P (U) =


1 if U ≤ µUtest + σUtest ,

exp
(

ln 0.2
0.8 · U−µUtest−σUtest

σUtest

)
if U > µUtest + σUtest ,

(4)

where U represents the potential energy at the current
step of the MD simulation. µUtest and σUtest mean the
average and standard deviation of potential energies pre-
dicted by MLIP models in testing data. The coefficients
are determined to ensure that P (U) starts decaying from

the criterion limit, i.e., at one standard deviation away
from the average. Fig. 3 (b) displays that this criterion
starts to exclude data with potential energy beyond one
standard deviation away from the reference average. Fi-
nally, the actual sampling process is executed based on
the combined criteria of both probability functions, con-
cluding P = P (UCEk) · P (U).
Accordingly, the proposed AL scheme augments state-

of-the-art AL workflows with a soft sampling criterion
that ensures that strongly anharmonic effects are cor-
rectly captured, even if they occur infrequently.

III. COMPUTATIONAL DETAILS

For comprehensive analysis and comparison, we ap-
plied our AL workflow to 112 different bulk materials
from the NOMAD aiMD repository, which contains ex-
tended MD simulations up to 60 ps for thermal transport
studies previously conducted by Knoop et al. [59, 71].
Since the consistent training of MLIP models should be
ensured to attain their reliable predictions, the sampled
data during the AL iterations are calculated employing
exactly the same computational frameworks. In detail,
all DFT calculations were executed by the FHI-aims code
packages employing an all-electron formalism [72, 73].
The utilized supercells with 160-256 atoms are consis-
tently chosen to describe the dynamics of 112 materials
during the AL workflow. The identical k-point sampling
densities were applied to integrate the Brillouin zone.
The basis sets are set to light default in the FHI-aims,
and PBEsol [74] is selected as exchange-correlation func-
tional. All quasi-harmonic and anharmonic vibrational
properties of of CuI and AgGaSe2 are computed using
FHI-vibes [75]; whereby the perturbative formalism im-
plemented in phonopy [76, 77] and phono3py [76, 78] is
used for the harmonic phonon dispersions and phonon
lifetimes. For more details, we refer to the original aiMD
paper [59] and its data repository [71].

For the MLIP architecture, we adopt a recent graph
neural network potential with a message-passing scheme
implemented by NequIP version 0.5.6 [25]. Throughout
convergence tests for 300 training data, the values of hy-
perparameters are carefully determined through the con-
vergence test for potential energy and forces predictions
and they are consistently applied for all AL benchmarks.
Our hyperparameters are a local cutoff radius for the
atomic environment (rmax) of 5 Å, a maximum rotation
order for the neural network features (lmax) of 3, and a
feature multiplicity of 32, respectively. Four layers of the
neural network are employed, and eight basis functions
are used in the radial basis. To balance the prediction
accuracy, the loss function ratio between potential energy
per atom (PerAtomMSELoss) and atomic forces is chosen
to be 1:1. The float64 precision is adopted to maintain
the high accuracy. All MLIP training with NequIP is im-
plemented via a single GPU core from the NVIDIA Tesla
A100. A total of six MLIP models are utilized to evalu-
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ate the ensemble uncertainty by training three different
MLIP models using subsampled training datasets with
two distinct random initializations with a deep ensemble
approach, which provides the optimal performance by
balancing more converged uncertainty estimates and the
computational costs for running multiple MLIP models.
In the initialization, each MLIP model is trained with 25
training data and 5 validation data from the aiMD tra-
jectory. Sequentially, the DFT results of 30 new MLIP-
MD data from the exploration and data-sampling step
are added to the previous training data with a consistent
ratio of training and validation.

Our iterative AL workflow is automatically imple-
mented by a Python code, ALmoMD [79], that interfaces
a DFT code (FHI-aims [72, 73]) and a MLIP code
(NequIP [25]) via the Atomic Simulation Environment
(ASE) [80] and the FHI-vibes [75]. In this study, the
AL workflow is conducted based on the initial settings
for NequIP and MLIP-MD as described above. In prac-
tical applications, human intervention may be possible
to tune the loss function ratio of NequIP or adjust the
sampling criteria. However, this study keeps the initial
setting without any intervention during the AL. The
MLIP-MD in the AL is implemented for the NVT en-
semble employing the Langevin thermostat to explore
the configurational space with a target temperature of
300K using the ASE library [80]. The friction parameter
and timestep of MLIP-MD are set to 0.03 and 5 fs, re-
spectively, to follow the original MD setting in the refer-
enced repository [71]. The phonon lifetimes from the MD
trajectory are extracted by the workflow designed in the
FHI-vibes [75]. Its MD simulation is implemented based
on the NVE ensemble, and the detailed MD parameters
are set the same as the one implemented in the aiMD
data repository [59, 71]. Nudged elastic band (NEB) cal-
culations [81–83] are performed with the implementation
available within ASE [80] to extract the potential energy
surface between the ground state structure and the struc-
ture with a defect.

IV. RESULTS AND DISCUSSION

To substantiate our argument regarding erroneous
MLIP predictions associated with rare events and test
our concept and the proposed AL approach, we first in-
vestigated 112 bulk materials with MLIP training via
random sampling for the aiMD trajectory, i.e., without
AL. Fig. 4 shows the mean absolute error results of en-
ergy and atomic force predictions from MLIP models us-
ing the ordinary training approach. All results for 112
bulk materials show high-accuracy predictions for the en-
ergy (< 1meV/atom) and atomic forces (< 10−2 eV/Å)
of testing data, which was not seen during training. At
first, this erroneously suggests that the trained MLIP
models will provide reliable predictions for all these ma-
terials.

However, at the considered temperature, 10 of these
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FIG. 4. Mean absolute errors (MAE) statistics of energy
(top) and atomic force (bottom) predicted by MLIP models
from standard training metrics for 112 bulk materials. The
bin width is determined based on Sturges’s rule [84].

materials (≈ 9%) required multiple AL iterations before
reaching convergence, despite the fact that the MAE of
these material were comparable to all other materials in
the initial training. A deeper analysis revealed that the
MLIPs for these 10 materials featured erroneous predic-
tions before AL in extrapolated regions not covered by
the training set, as illustrated in Fig. 5. Here, we can
distinguish between two distinct cases: The MLIP model
may either overlook the presence of a metastable state
(Fig. 5 (a)) or predict a false metastable state (Fig. 5
(b)) that is not present in actual first-principles calcu-
lations. Both scenarios are associated with exploration
and sampling during the standard training method. A
low visiting frequency for high-energy training boundary
areas yields a low sampling of configurations in these re-
gions. Obviously, this could in principle be mitigated
running extensively long aiMD simulations, which come
with impractically increased computational effort. But
even in this case, human inspection would be needed to
ensure that the respective phase-space regions associated
with the rare event are appropriately covered in test and
training sets. In the following, we discuss the two sce-
narios using representative examples and show that the
proposed AL is able to correct these erroneous predic-
tions in an automatic fashion with modest computational
overhead. Furthermore, materials that do not suffer un-
der the described problems are not affected by the AL
approach, as exemplarily shown for KCaF3 in the SM [65]
(See Fig. S2 and S3).
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FIG. 5. Schematic plots representing problematic scenarios:
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FIG. 6. The degree of anharmonicity (A) of MD trajec-
tories of CuI from aiMD (Ref. [59]) and MD using MLIPs
before/after applying the AL scheme.

A. CuI: The Case of Missing Minima

For the first scenario, in which a metastable state as-
sociated with a strongly anharmonic effect is overlooked
by the MLIP, we discuss the case of copper iodide (CuI).
Already in a previous aiMD study, it was reported that
CuI features spontaneous defect creation at 300K, which
has a significant impact on the resulting thermal conduc-
tivity [59]. However, defect creation occurs infrequently
on aiMD time-scales, e.g., it is observed –when at all–
only after more than 35 ps in Ref. [59] as illustrated as
a black solid line in Fig. 6 and can happen at different
any point for other trajectories. When the degree of an-
harmonicity jumps from 0.5 to 1.2, it implies the occur-
rence of the defect creation. This defect creation causes
a strongly anharmonic effect, which impacts the trans-
port properties; e.g., the phonon lifetime is drastically
reduced by this effect. Accordingly, an MLIP training
procedure that only focuses, e.g., on then first 10 ps of
the trajectory or fitting by regularization, is prone to miss
this mechanism, as discussed below. Qualitatively, this
strongly anharmonic effect leads to a breakdown of the
phonon picture [85, 86] as quantified by the Ioffe-Regel
limit [87]. When a phonon lifetime becomes shorter than
the oscillation period, the vibrational quasi-particle be-
comes invalid, as for instance observed for in the case of
spontaneous defect creation [59]. Conversely, the quasi-

CuI

FIG. 7. The PES and corresponding maximum uncertainty
estimates of atomic forces (UCEmax

F ) predicted by MLIP from
AL using UCEmax

F as a function of the gradual structural evo-
lution of CuI, transitioning from its ground state structure
(top left outset structure) to a defect-bearing configuration
(top right outset structure) via NEB calculations. The black
line shows the DFT ground truth and the colored points with
solid lines represent PES results predicted by MLIP models.
The AL N means the PES snapshots from MLIP models ob-
tained after the N -th step of the AL iterations.

particle picture holds when the lifetimes are longer and
transport theories based on the phonon picture can be
used to evaluate heat transport. Therefore, it is impor-
tant to verify whether MLIP can reproduce such physics
associated with strong anharmonicity.

Although, in the present case, we a priori know about
the existence of the metastable defect state, we do not ex-
ploit this information for the initial training of the MLIP,
so to mimic the typical application case in which little is
known about the different processes that might be active
in a material at the beginning. Accordingly, we train the
initial MLIP on one of the aiMD trajectories, which does
not contain any explicit defect formation. Accordingly,
the resulting MLIP fails to predict a metastable state,
as checked by running 30 independent MLIP-MD before
AL for 1 ns. Energetically, this is rationalized in Fig. 7,
in which the minimum-energy path between a pristine
structure and a metastable defect is plotted both for the
ground-truth DFT data and the different iterations N of
the MLIP training labeled with AL N . While the initial
MLIP model (AL 0) erroneously misses the presence of a
metastable state, subsequent AL iterations incorporate
information about the respective phase-space region in
the training data, so to correctly reproduce the DFT PES
at the fifth iteration, at which convergence is achieved.
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CuI

FIG. 8. MAE of potential energies in testing data from aiMD
trajectory of CuI as a function of the number of training data.
The testing data also includes configurations with defects that
only occur rarely in the dynamics. aiMD rdm (black hexagon)
involves MLIP training with random sampling from aiMD tra-
jectories. MLIP-MD rdm (orange pentagon) represents MLIP
training with random sampling from MD trajectories using
MLIP at each step. AL UCEU (blue circle), AL UCEmax

F (red
triangle), and AL UCEA (purple square) exhibit MLIP train-
ing with the active learning approach utilizing energy uncer-
tainty estimates, maximum uncertainty estimates of atomic
forces, and uncertainty estimates in the degree of anharmonic-
ity, respectively.

This is further substantiated by the fact that also the
respective uncertainty estimates in the maximum forces
shows a well-balanced behavior over the complete min-
imum energy path, cf. the bottom panel in Fig 7. In
the MD trajectory of CuI, the defect creation missed in
MLIP-MD before AL is now observed in MLIP-MD after
AL, as illustrated in Fig. 6. Let us emphasize that no in-
formation about the presence of the defect state was fed
to the AL procedure; the observed improvements solely
result automatically from the designed acquisition func-
tion that iteratively enables sampling high uncertainty
regions, even if they appear to be energetically inacces-
sible at first, see Fig. S3.

The acceleration of MLIP training via the AL scheme
is also observed from the mean absolute error (MAE)
check of testing results, as shown in Fig. 8. Fig. 8 de-
picts how the MAE of potential energies in testing data
varies when we augment training data in five different
methods. aiMD rdm stands for random sampling of train-
ing data from aiMD trajectory, while MLIP-MD rdm fol-
lows the AL workflow using random sampling instead
of data-sampling via uncertainty estimates. The actual
AL implementations utilize three different uncertainties
(UCEU , UCE

max
F , and UCEA) introduced in Sec. II A 2

and Sec. II B 1. Testing data comprise MD snapshots
from aiMD trajectories, including strongly anharmonic
events. AL UCEmax

F and AL UCEA reach the conver-
gence first, followed by AL UCEU . This difference stems
from the fact that UCEmax

F has an atomic resolution of

uncertainty evaluation and the degree of anharmonicity
(A) used in UCEA is sensitive to defect creation whereas
UCEU utilizes the potential energy into that all atomic
information are merged. aiMD rdm and MLIP-MD rdm
trained with up to 300 training data could not get similar
reliability and convergence behavior for energy predic-
tions because they could not properly sample rare events
from their trajectory. From this, we could draw the lesson
that implementing AL leads to effective MLIP training,
even further effective when the data-sampling method
has atomic resolution or structural change sensitivity.

B. AgGaSe2: The Case of Fictitious Minima

As a second scenario, we discuss the case of AgGaSe2,
for which the initial MLIP incorrectly predicts a
metastable state that induces fictitious, strongly anhar-
monic effects that are not active on the ground-truth
DFT PES. The AL of the other eight materials, includ-
ing AgGaS2, InNaO2, CsBr, CsCl, LiBr, LiCl, LiI, and
Na2Te, are illustrated in SM [65] (See Fig. S6-S15). For
this purpose, we train an initial MLIP as described in
Sec. III. Let us emphasize that no notable artifacts are
observed during the training procedure and that further
augmenting the training set with data points from the ini-
tial aiMD trajectory does not further improve the initial
MLIP, see Fig. S16 in the SM [65]. Subsequent MD runs
with this initial MLIP predict the occurrence of strongly
anharmonic effects associated with spontaneous defect
creation, see Fig. 9, which displays a MLIP-MD example
for AgGaSe2 at 300K. Here, the defect creation is ob-
served at 480 ps, as indicated by a jump in the degree of
anharmonicity (A).
To better rationalize the impact of the AL scheme,

we again inspect the minimum-energy path between the
pristine and the defective structures, whereby the latter
is obtained from the initial MLIP potential. As shown
in Fig. 10 the initial MLIP (AL 0) predicts a wrong,
very likely appeared metastable state, which is not at
all present in the ground-truth DFT PES, and there it
has a very unfavorable energy. Again, the devised AL
scheme iteratively improves on the prediction and cor-
rects the erroneous topology of the PES. These rectifi-
cations stem from the sampling of MLIP-MD trajecto-
ries traveling beyond the energy barrier during the AL
scheme, featured by the jumps of the degree of anhar-
monicity in MLIP-MD trajectories illustrated as Fig. S16.
Whenever unfamiliar events occur during MLIP-MD, our
data-sampling method effectively samples these configu-
rational snapshots as sequential training data, resulting
in the improvement of MLIP description. However, since
the occurrence of rare events during MLIP-MD is based
on chance, corrections of erroneous predictions for such
events do not happen in each AL step, but only in those
steps in which such a dynamics is actually observed in
Fig. 10. The uncertainty estimates of maximum atomic
force (UCEmax

F ) become smaller after the sixth step but
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FIG. 9. The MD trajectory using MLIP trained on 300
aiMD data, showing the evolution of anharmonicity degree
(A), energy uncertainty estimates (UCEU ), and maximum
uncertainty estimates of atomic force (UCEmax

F ) over a 1 ns
simulation.

AgGaSe2

FIG. 10. The PES and corresponding maximum uncertainty
estimates of atomic forces (UCEmax

F ) predicted by MLIP from
AL using UCEmax

F as a function of the gradual structural evo-
lution of AgGaSe2, transitioning from its ground state struc-
ture to a defect-bearing configuration via NEB calculations.

AgGaSe2

FIG. 11. MAE of potential energies in testing data from
aiMD trajectory of AgGaSe2 as a function of the number of
training data. aiMD rdm (black hexagon) involves MLIP train-
ing with random sampling from aiMD trajectories. MLIP-MD

rdm (orange pentagon) represents MLIP training with ran-
dom sampling from MD trajectories using MLIP at each
step. AL UCEU (blue circle), AL UCEmax

F (red triangle),
and AL UCEA (purple square) exhibit MLIP training with
the active learning approach utilizing energy uncertainty esti-
mates, maximum uncertainty estimates of atomic forces, and
uncertainty estimates in the degree of anharmonicity, respec-
tively.

are still not uniform across the PES, implying that there
are still some uncertainty estimates in the high-energy
region.

Figure 11 illustrates the MAE and its converging be-
havior for potential energies in testing data with differ-
ent approaches. aiMD rdm and MLIP-MD rdm exhibit the
typical convergence behavior with excellent accuracy for
testing data because MLIP predictions for vibrational
motions in structure at equilibrium get improved with
an increased number of training data. However, the
MLIP models aiMD rdm and MLIP-MD rdm trained with
300 data still suffer from the occurrence of erroneous, in-
correct events in the MLIP-MD simulation (Fig. S18 [65]
for the aiMD rdm cases). In addition, theAL using uncer-
tainties in the energy (UCEU ) and the degree of anhar-
monicity (UCEA) exhibits similar converging behavior
compared to aiMD rdm. This is because AL UCEU and
AL UCEA did not experience any incorrect events dur-
ing its exploration steps, resulting in no PES corrections
in this AL. This implies that the respective MLIP-MD
may likely undergo false events, emphasizing the impor-
tance of their appearance during MLIP-MD explorations
in AL. On the other hand, AL UCEmax

F have a large
jump in the MAE of potential energy. The correction of
predictions for the region far from the ground state wors-
ens the prediction for the overall PES. This deterioration
stems from poor regressions due to insufficient training
points in the far regions. Additional sampling is required
in these regions, which is not easily conducted due to
their high potential energy. However, this correction is
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crucial to prevent erroneous events in MLIP-MD, which
can seriously affect the dynamic properties of materials,
even when happening seldomly. As long as such incorrect
events are prevented, the MAE of below 0.5 meV/atom
is still acceptable for applications.

C. Physical Implications of the AL scheme for
Practical Simulations

In the two scenarios above, we have analyzed the ef-
fectiveness of the proposed AL scheme to correct for the
erroneously predicted absence and presence of metastable
states that induce strongly anharmonic effects. To judge
the overall stability of this approach, we will now consider
further long-term MLIP-MD runs. For the AgGaSe2
case, we ran 30 independent MLIP-MD simulations for
up to 1 ns, as depicted in Fig. S19 [65], and no strongly
anharmonic effects could be detected anymore. Similarly,
30 independent 1 ns MLIP-MD simulations of CuI from
our AL scheme exhibit defect creations observed in the
aiMD trajectory with the correct probabilities and life-
times. For the latter, the aiMD trajectory was too short
to determine the actual frequency of defect creations. In-
stead, we set a pretrained MLIP model as a reference, i.e.
the ground truth, and conducted a AL scheme, yielding
new MLIP models. 50 independent 1 ns MLIP-MD sim-
ulations with the new model and the reference model
demonstrate that the MLIP models from our AL scheme
can capture the reliable dynamics for these strongly an-
harmonic events.

Further insights can be gained by analyzing the phonon
lifetimes obtained from MLIP MD via the fully anhar-
monic procedure described in Ref. [88]. As shown in
Fig. 12 (a), the phonon lifetimes of CuI extracted from
the first-principles MD and MLIP MD after AL are in
excellent agreement with each other. However, the MLIP
before AL significantly overestimates the phonon life-
times. Not surprisingly, AgGaSe2 exhibits an inverse
effect, in which the lifetimes are underestimated before
AL as illustrated in Fig. 12 (b). Clearly, these trends
are related to the fact that the respective MLIPs before
AL either erroneously miss a metastable state or pre-
dict one that is actually not there. In turn, this misses
or fictitiously induces strongly anharmonic effects that
increase viz. lower the lifetimes, respectively, for CuI
and AgGaSe2. Let us emphasize that this change in life-
times does not depend on whether a spontaneous defect
creation is actually observed during the MD trajectory
used for the lifetime extraction or not. The sheer pres-
ence of additional minimum results in incessant attempts
to overcome the barrier and reach this metastable state.
Even if unsuccessful, these continuous attempts to in-
duce strongly anharmonic effects to massively lower the
lifetime. Notably, this even induces a qualitative change:
For CuI, the lifetimes before AL are low, but still larger
than the Ioffe-Regel limit, as plotted in Fig. 12 (a). In
DFT and after AL, the strongly anharmonic effects in-

(a)

(b)

CuI

AgGaSe2

FIG. 12. The inverse phonon lifetimes population
distribution(τ−1) as a function of phonon frequency of (a)
CuI and (b) AgGaSe2, computed by aiMD (Ref. [59]) and
MD using MLIPs (MLIP-MD) before/after applying the AL
scheme. Shaded areas are illustrated for comparison purposes,
and their actual, individual point distributions are plotted in
Fig S20. These areas are determined by population distribu-
tion with Gaussian convolution using a bandwidth of 0.1, and
normalized distributions of more than 2 % of their maximum
populations are shown for each case. The gray line shows the
Ioffe-Regel limit, i.e. a phonon lifetime that corresponds to
just one single oscillation.

duce a massive reduction of the lifetimes beyond the
Ioffe-Regel limit. Since the phonon picture can break
down already when one is close to this Ioffe-Regel limit,
it implies that the quasi-particle picture is no longer
valid [85]. As demonstrated in Ref. [59], this results in
a strong reduction of the thermal conductivity that is
only accessible with fully anharmonic MD simulations,
but not with perturbative phonon-based transport equa-
tions. For AgGaSe2, fictitious anharmonic effects are in-
duced due to the erroneous minima in MLIP before AL,
inducing the significant underestimation of phonon life-
time as displayed in Fig. 12 (b). This wrong description
is corrected in MLIP after AL, closely reproducing the
phonon lifetimes from the aiMD trajectory. In turn, this
demonstrates that AL is absolutely necessary for this
system not just for quantitative reasons, but even just to
predict the correct qualitative transport regime.
In this context, let us emphasize the importance of

using fully anharmonic phonon lifetimes extracted from
MD as a metric for judging the reliability of the MLIP.
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(a)

(b) CuI

CuI

FIG. 13. Perturbative treatment of (a) Phonon dispersion
and density of state (DOS) of CuI and (b) inverse phonon life-
times (τ−1) as a function of phonon frequency of CuI (com-
pare to the non-perturbative results of Fig. 12 (a)). The gray
solid line in (b) is the Ioffe-Regel limit. The phonon lifetimes
of MLIP before and after AL (Yellow and red markers) in (b)
are almost overlapping.

In the literature, this metric is seldom used because a
one-to-one comparison of DFT and MLIP data would re-
quire extensive aiMD runs with significant computational
costs. Instead, perturbative techniques for calculating
phonon band structures and lifetimes are often used to
validate the MLIP against DFT reference data. However,
these techniques only probe the near-equilibrium portion
of the PES and can thus lead to erroneously confident
conclusions.

For instance, the harmonic phonon band structures ob-
tained properties via perturbation theory are always in
excellent agreement between DFT and MLIP, even be-
fore AL, as shown in Fig. 13 for CuI and Fig. S21 [65] for
AgGaSe2. Similarly, phonon lifetimes calculated via per-
turbation theory from third-order force constant [76, 78]
are fairly close between DFT and MLIP, regardless of
AL. This results from the fact that perturbation the-
ory is “short-sighted”, i.e., it only probes small displace-
ments from equilibrium, but not the full PES accessi-
ble in thermodynamic equilibrium. Accordingly, such
techniques are largely insensitive to the presence of addi-
tional, metastable minima and to the associated occur-
rence of strongly anharmonic effects. This can be further

rationalized and substantiated by comparing the pertur-
bative lifetimes in Fig. 13 and Fig. S21 [65] to the fully
anharmonic ones in Fig. 12, which exhibit massively dif-
ferent qualitative and quantitative behavior. In particu-
lar, the perturbative lifetimes of CuI lie mostly well be-
low the Ioffe-Regel limit as shown in Fig. 13 (b), in sharp
contrast to the fully anharmonic ones as illustrated in
Fig. 12 (b). With that, perturbative approaches tend to
severely underestimate anharmonicity and so to serve as
“self-fulfilling prophecy”, since only the short-range equi-
librium dynamics is probed.

V. CONCLUSIONS

In this work, we adapted existing concepts from liter-
ature to develop and test an AL scheme that is suited
to train MLIPs that consistently capture strongly anhar-
monic effects, even if these occur very rarely and are not
present in or regularized away from the initial training
data. Our benchmark on available literature data re-
veals that, at room temperature, the proposed approach
is decisive for 10 out of 112 materials. In these prob-
lematic cases, standard MLIP training procedures either
erroneously predict the absence of strongly anharmonic
effects or erroneously predict fictitious strongly anhar-
monic effects. Using CuI and AgGaSe2 as examples, we
show that this is related to the presence or absence of
meta-stable configurations on the PES that are only sel-
dom explored. Despite not providing quantitative errors,
uncertainty estimates allow to qualitatively detect such
problems and can serve as a warning when the MLIP-
MD probes regions uncharted in the training data. By
exploiting that, the proposed AL scheme iteratively in-
cludes more and more data associated with the phase-
space regions featuring problematic predictions, even if
those areas are not easily thermodynamically accessible
from the start. With that, the AL scheme is able to train
more precise and accurate MLIPs that correctly account
for strongly anharmonic effects with modest computa-
tional overhead. Obviously, the resulting MLIP is not
universally valid for the whole structural and thermody-
namic phase space. Rather, the proposed AL scheme
can and should be applied whenever different systems
and/or thermodynamic conditions are explored, e.g., at
new temperatures or pressures, when introducing impu-
rities or defects, under stress or strain, and when intro-
ducing new interfaces.
If MLIP models are utilized for systems away from

the trained regions, uncertainty estimates must be imple-
mented during MLIP-MD for slightly different systems,
e.g., at new temperatures, with impurity atoms, at new
interfaces, or under strain. They serve as the warning
alarm to detect when it goes beyond the trained area.
From a physical point of view, our analysis reveals

that the proposed AL procedure is able to produce reli-
able MLIPs that accurately predict strongly anharmonic
effects without prior knowledge about the actuating
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mechanism or about if strongly anharmonic effects are
active at all. In fact, our study also reveals that usual
metrics used to monitor the accuracy of MLIPs during
training are actually not sensitive to strongly anharmonic
effects: Average quantities, like MAE of energies and
forces or thermodynamic equilibrium averages, are typ-
ically insensitive to such strong anharmonic effects that
can be short-lived and occur rarely. Similarly, standard
vibrational properties like phonon frequencies and life-
times obtained from perturbational ansatzes only probe
the near-to-equilibrium region and are, hence, blind to
strongly anharmonic effects. As demonstrated by com-
puting fully anharmonic phonon lifetimes from MD, such

approaches are overconfident when it comes to anhar-
monicity. This results not just in quantitative errors, but
even in the wrong qualitative transport picture. Con-
versely, the devised AL approach reliably accounts for
these effects and is able to correctly reproduce all trans-
port regimes.
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F. D. Pia, V. L. Deringer, R. Elijošius, Z. El-Machachi,
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A. Michaelides, J. H. Moore, A. A. Naik, S. P. Niblett,
S. W. Norwood, N. O’Neill, C. Ortner, K. A. Persson,
K. Reuter, A. S. Rosen, L. L. Schaaf, C. Schran, B. X.
Shi, E. Sivonxay, T. K. Stenczel, V. Svahn, C. Sutton,
T. D. Swinburne, J. Tilly, C. van der Oord, E. Varga-
Umbrich, T. Vegge, M. Vondrák, Y. Wang, W. C. Witt,
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