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4Università di Roma Tor Vergata, I-00133 Roma, Italy
5INFN, Sezione di Roma Tor Vergata, I-00133 Roma, Italy

(Received 8 March 2024; revised 21 June 2024; accepted 8 July 2024; published 4 September 2024)

We report on a direct search for scalar field dark matter using data from LIGO’s third observing run. We
analyze the coupling of size oscillations of the interferometer’s beam splitter and arm test masses that may
be caused by scalar field dark matter. Using new efficient search methods to maximize sensitivity for
signatures of such oscillations, we set new upper limits for the coupling constants of scalar field dark matter
as a function of its mass, which improve upon bounds from previous direct searches by up to four orders of
magnitude in a frequency band from 10 to 180 Hz.
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Laser interferometers, with their extreme sensitivity to
minute length changes, have revolutionized astronomy with
a wide range of gravitational-wave (GW) detections over
the last years [1]. Because of their capabilities at or beyond
quantum limits, GW detectors can also be used directly in
the search for new physics, without the mediation of
gravitational waves, for example in the search for dark
matter (DM). Several ideas have been put forward as to
how different candidates of DM can directly couple to GW
detectors, ranging from scalar field DM [2–4] to dark
photon DM [5,6], and to clumpy DM coupling gravita-
tionally or through an additional Yukawa force [7]. Scalar
field DM influences objects by accelerating them when a
field gradient exists, and by expanding them (and altering
their refractive index) without net acceleration. Upper
limits for scalar field DM have been set using data from
the GEO 600 GW detector [8], the Fermilab Holometer [9],
and LIGO [10]. The scalar field searches of the GEO 600
and Holometer instruments used the dominant expansion
(and refractive index) effect in those instruments, while the
work of [10] used the acceleration effect. Likewise, upper
limits on dark photon DM, which is in simplified terms
represented by a vector field causing objects to accelerate,
have been set using data from the first (O1) and third (O3)
observing runs of the LIGO detectors [11,12].

In this work, we analyze the expansion effect of scalar
field DM on dual-recycled Fabry-Pérot Michelson inter-
ferometers such as LIGO [13], Virgo [14], or KAGRA [15].
We also develop enhanced spectral search techniques that
are optimized to search efficiently at a lower frequency (i.e.,
mass) range of DM, and apply these to search for DM
signatures using data of the third observing run of the two
LIGO observatories. Not finding viable candidates, we set
new upper limits that surpass existing bounds by up to 4
orders of magnitude in a frequency band from 10 to 180 Hz,
and are competitive up to 5000 Hz.
Expected dark matter signal—The astronomically

inferred mass density associated with DM may be attrib-
uted to an undiscovered scalar field with a high occupation
number. Models of weakly coupled low-mass (≪ 1 eV)
scalar fields predict that sufficient particles could be
produced in the early Universe through a vacuum misalign-
ment mechanism and manifest as the observed DM. This
scalar field DM would behave as a coherently oscillating
classical field [2,16]:

ϕðt; r⃗Þ ¼ ϕ0 cos

�
ωϕt − k⃗ϕ · r⃗

�
; ð1Þ

where ωϕ ¼ mϕc2=ℏ is the angular Compton frequency,

k⃗ϕ ¼ mϕv⃗obs=ℏ is the wave vector, mϕ is the mass of the
field, and v⃗obs the velocity relative to the observer. The
amplitude of the field can be set as ϕ0 ¼ ℏ

ffiffiffiffiffiffiffiffiffiffiffiffi
2ρlocal

p
=ðmϕcÞ,

under the assumption that this scalar field constitutes the
local DM density ρlocal [17].
Moreover, dynamical models of scalar field DM predict

that such matter would be trapped and virialized in
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gravitational potentials, leading to a Maxwell-Boltzmann-
like distribution of velocities v⃗obs relative to an observer. As
nonzero velocities produce a Doppler shift of the observed
DM field frequency, this virialization results in the DM
field having a finite coherence time or, equivalently, a
spread in observed frequency (linewidth) [5,18]. The
expected linewidth is Δωobs=ωobs ∼ 10−6 for DM trapped
in the galactic gravity potential, as in the standard galactic
DM halo model. Similarly, the observed frequency ωobs

shifts from ωϕ by a ∝ v2obs term, negligible in our analysis.
Scalar field DM could couple to the fields of the standard

model (SM) in various ways. These couplings are modeled
by the addition of a parametrized interaction term to the SM
Lagrangian [19,20]. In this Letter, we consider linear
interaction terms with the electromagnetic field tensor
Fμν and the electron rest mass me:

Lint ⊃
ϕ

Λγ

FμνFμν

4
−

ϕ

Λe
meψ̄eψe; ð2Þ

where ψe, ψ̄e are the SM electron field and its Dirac
conjugate, respectively, andΛγ ,Λe parametrize the coupling.
They can also be expressed in terms of the dimensionless
parameters de and dme

, with de;me
¼ MPl=ð

ffiffiffiffiffiffi
4π

p
Λγ;eÞ, where

MPl is the Planck mass. The terms in Eq. (2) cause effective
changes of the fine structure constant α and the effective rest
mass me [16,21]. These changes in turn modify the lattice
spacing and electronic modes of solids, driving modulations
of size l and refractive index n:

δl
l
¼ −

�
δα
α
þ δme

me

�
; ð3Þ

δn
n
¼ −5 × 10−3

�
2
δα
α
þ δme

me

�
; ð4Þ

where δx denotes a change of the parameter x: x → xþ δx.
Equations (3) and (4) hold in the adiabatic limit, which
applies for solids with a mechanical resonance frequency
much higher than the driving frequency ωϕ [3,22,23].
In the LIGO interferometers, light from a laser source

impinges on a beamsplitter (BS) and splits into two orthogo-
nal arms, each containing a Fabry-Perot cavity (comprised of
two mirrors, referred to as test masses) to increase the
effective optical path length and optical power of the arms.
A sketch of this optical layout can be seen in Fig. 1.While all
components of the interferometers can be affected by DM,
the BS has been identified as a dominant coupling element
for scalar field dark matter, as argued in [3]. This is because
the “splitting” effect occurs on one surface of the BS and not
at its center of mass, see Fig. 1. This results in DM causing a
path length difference between the arms.
For a BS of thickness tB and index of refraction n, one

expects from Eqs. (1) and (3) a length change to be
produced in the LIGO interferometers [3]:

δðLx − LyÞ ≈
�

1

Λγ
þ 1

Λe

�
ntBℏ

ffiffiffiffiffiffiffiffiffiffiffiffi
2ρlocal

p
mϕc

; ð5Þ

where δðLx − LyÞ is the optical path difference between
both arms and we have neglected the contribution of the
refractive index changes to the signal, as it is more than 2
orders of magnitude smaller than that of the size changes.
In this work, for the first time, we also take into account the
contribution of the four arm test masses, which predomi-
nantly produce a signal by changing the optical path
lengths within the arms. While this effect mostly cancels
out if the test masses have identical thicknesses, as pointed
out in [3], we find that the real small thickness differences
between LIGO’s test masses lead to non-negligible addi-
tions to the BS-induced coupling.
Length fluctuations, such as those caused by the BS and

the test mass couplings, are transduced by the optical
interferometric setup into signals on the photodetector (see
Fig. 1). This conversion can be represented by so-called
transfer functions, which describe how the interferometer
responds to signals of different frequencies. In LIGO, the
photodetector signal IPDðωÞ is calibrated to GW-induced
strain hðωÞ according to

hðωÞ ¼ IPDðωÞ
LTGWðωÞeiϕGW

; ð6Þ

where L is the arm length of the interferometer (≈4 km),
and TGW is the optical transfer function from GW-induced
strain (with phase ϕGW) to photodetector signal. However,
to search for the expansion effect of scalar field dark matter,
we are interested in a different type of strain that corre-
sponds to thickness changes of the optical components of
the interferometer, as described by Eq. (5) for the beam-
splitter. To also take into account the effect of the arm test
masses, we define

FIG. 1. Simplified optical layout of a LIGO-type interferom-
eter. A beamsplitter BS splits a laser beam into two long arms that
contain Fabry-Pérot cavities composed of test masses ITMX/Y
and ETMX/Y, respectively. The interferometric output is read by
a photodetector PD.
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tM ¼ ðtETMY þ tITMYÞ − ðtETMX þ tITMXÞ; ð7Þ

where tETMY, tITMY, tETMX, and tITMX represent the mirror
thicknesses for the end test mass (ETM) and input test mass
(ITM) in the Y- and X-interferometer arms, respectively.
The thickness variations of the optics under the effect of
DM, i.e., the DM-induced strain sDMðωÞ, can then be
expressed as

sDMðωÞ ¼
IPDðωÞ

jntBTBeiϕB þ tMTMeiϕM j ; ð8Þ

where TB and TM are the transfer functions corresponding
to the beamsplitter and test mass effects, respectively, and
ϕB and ϕM are the phases of those transfer functions. Since
we have access to the GW-induced strain hðωÞ only [and
not IPDðωÞ], we express the DM-induced strain as

sDMðωÞ ¼ hðωÞ
���� LTGWeiϕGW

ntBTBeiϕB þ tMTMeiϕM

����: ð9Þ

Finally, we can express hðωÞ in relation to the coupling
constants Λγ and Λe:

hðωÞAcalðωÞ≈
�

1

Λγ
þ 1

Λe

�
ℏ

ffiffiffiffiffiffiffiffiffiffiffiffi
2ρlocal

p
mϕc

;

where

Acal ¼
TGWL=ðntBTBÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ2ψ cosðϕB−ϕMÞþψ2
p ; ψ ¼ tMTM

ntBTB
: ð10Þ

We derive the required GW and DM transfer functions
considering both the BS and test mass effects using a
simulation-based approach. While the underlying princi-
ples of the transfer function calculation are rigorously
understood analytically, see Ref. [24], this approach is
better suited for handling the many complexities specific to
individual optical setups. We achieve this using the Finesse

[25] software package, which was designed to model
optical-interferometric systems in the frequency domain
and has been widely corroborated experimentally. We note
that the simulation also takes into account any effects
stemming from the light travel time, as have been pointed
out in [6]. We also considered the phase difference between
end test masses that is caused by the finite de Broglie
wavelength of the DM field. This increases the total transfer
function’s magnitude by about 5% at 5 kHz when averaged
over Earth’s sky coverage. Given its negligible impact on
our results below, when compared to statistical uncertainty,
we disregard this effect here.
The obtained transfer functions, as well as individual

results for BS and test mass effects are shown in Fig. 2 for
the LIGO Livingston (LLO) and Hanford (LHO) observa-
tories, respectively. The most relevant optical data for this
simulation are listed in Table I.

As can be seen from themiddle and bottompanels inFig. 2,
the influence of the BS in both detectors becomes dominant
at 10 to 20Hz.The differences between thedetectors is caused
by small differences in testmass thicknesses. Further, varying
the simulation inputs by their measured uncertainty values
affects the transfer function magnitudes by ≪ 1%. This is
small compared to the strain calibration uncertainty which
itself negligibly affects our results.
Logarithmic spectral analysis—Given the frequency-

dependence of the expected DM signal, with Δωobs=
ωobs ∼ 10−6, maximizing the signal-to-noise ratio requires
a bin spacing in frequency with the same constant width-to-
frequency ratio [8,28]. The dataset used in this Letter is from
LIGO’s third observing run [1]. We use 40 segments of data,

FIG. 2. Simulated transfer functions as a function of frequency.
(a) TGW for both interferometers, (b) and (c): TM for the test-mass
effect (dashed line) and TS for the BS effect (dot-dashed line), see
text, and their in-phase combination (dotted line) for LLO and
LHO, respectively.

TABLE I. Relevant thickness and transmission values [26,27]
of relevant optical components in LHO and LLO, as used for our
transfer function simulations. See Fig. 1 for an overview of the
different components and their meaning. Thickness uncertainties
are dominated by measurement errors at 0.037 mm unless
indicated otherwise.

LHO LLO

Thickness
(mm)

Transmission
(%)

Thickness
(mm)

Transmission
(%)

BS 60.41 50 59.88 50
ITMX 199.76 1.5 199.96(9) 1.48
ETMX 199.85 3.9 × 10−4 199.25 7.1 × 10−4

ITMY 199.90 1.5 199.29(7) 1.48
ETMY 199.79 3.8 × 10−4 199.95 7.6 × 10−4
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each at least 28h in length to ensure integration over at least
one coherence time at our lower frequency bound (10 Hz),
with a total of about 1500 h of data sampled at 16 kHz. The
calculation of discrete Fourier transforms (DFT) we thus
require presents a unique technical challenge, as it explores
unprecedented frequencies (below 50 Hz) for this kind of
analysis. Specifically the OðN2Þ scaling of the calculation
costs, where N is the number of data points, leads us into a
prohibitively expensive regime. While methods exist to
accelerate logarithmic DFT calculations [29,30], none reach
the speed of the fast Fourier transform (FFT), and no existing
package satisfies the requirements of this analysis. In this
work, however, we observed that the frequency dependence
of the aforementioned integration time was weak enough to
approximate it as a constant on small scales. This adjustment
allowed us to replace the most costly parts of the calculation
with targeted FFTs, significantly enhancing computational
efficiency. For details about this calculation and the afore-
mentioned software requirements see Ref. [31]. Overall, we
achieve a speed-up factor ofOð104Þwith little impact on the
results.
Since the effect of DM on the detector cannot be “turned

off,” it is necessary to build a background model that is
resistant to the influence of existing peaks in the data (see
Ref. [18]). We achieved this, after having calculated the
PSD, by implementing a recursive procedure making use of
spline fits similar to those used by LIGO calibration [32].
The method was validated by varying the degrees of
freedom of the aforementioned approximation.
We find empirically that the residuals of the background

model with respect to the logarithm of the observed PSD
are well described by a skew-normal distribution. While the
parameters of said distribution vary over frequency, this
variation is, again, small: the following analysis is thus
performed in chunks of 10 000 frequency bins in which the
distribution parameters can safely be viewed as constant.
We use a likelihood-based analysis in order to combine data
from different segments (in time) and from the different
interferometers. The likelihood is defined as

Lðμ; θ⃗; ˜θ⃗Þ ¼
X
seg;ifo

X
j¼0

log fseg

�
gj;seg;ifoðμ; θ⃗Þ; ˜θ⃗

�
; ð11Þ

where the sums are over data segments and frequency,
respectively, μ is proportional to the amplitude of the DM
peak, fseg is a skew normal distribution with parameters

held by ˜
θ⃗, the subscript j denotes the frequency bin index,

seg the data segment, and ifo the corresponding interfer-
ometer. gseg;ifo represents the residuals between the data and
the expected background, with a term to allow for DM
effects:

gj;seg;ifo ¼ logYseg − log ðebkgseg þ μβifoÞ; ð12Þ

where YðωÞ is the PSD data based on hðωÞ, bkgðωÞ refers
to the fitted background shape in log space, and βifoðωÞ is
an interferometer-specific calibration term based on
Eq. (10). Frequency dependence throughout the equation
is left implicit for simplicity. The parameter μ ¼ Λ−2

i was
chosen because, as can be seen in Eq. (10), it is not possible
to differentiate between a nonzeroΛ−1

γ or Λ−1
e . Λ−1

i can thus
be interpreted as either coupling constant, assuming the
other is null. Although the interferometers’ proximity
might allow us to exploit coherence effects, the abundance
of noncoincident data segments in our dataset led us to
disregard this method, as it would yield only an approxi-
mated 10% improvement.
In this framework, finding a DM signal is thus equivalent

to rejecting the hypothesis that μ ¼ 0, leading us to use the
profile-likelihood-ratio based test statistic q0, as described
in Eq. (12) in [33], and corresponding asymptotic methods,
to search for a positive signal. Conversely, in order to
calculate the upper limit on Λ−1

i , the complementary test
statistic q̃μ, as described in Eq. (16) in [33], was used.
This approach enabled the search for DM signals by

identifying local excesses in the q0 value across different
frequency bins. A 5σ threshold, corrected for the look-
elsewhere effect, resulted in 349 candidates, which was

FIG. 3. Upper limit on Λ−1
i (95% C.L.) as a function of

frequency. (a) and (b) Depict our results in the context of other
experimental results on Λe, Λγ , respectively. Our results are
shown by the thick blue line, constraints from direct experimental
searches for DM [8–10,34–44] are shown in thin gray, and
constraints from searches for fifth forces [45,46] are depicted by
the dashed red lines. Our results were smoothed for visual
purposes.
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reduced to 159 by associating neighboring over-threshold
bins to single candidates. Finally, since the reconstructed
amplitude of DM should not vary much over time, the
consistency of the results was further probed with a t ¼ 5
threshold on a student-t test comparing results from differ-
ent segment combinations. A final cut on the remaining 42
candidates was then set on requiring that both interferom-
eters have results that are significantly different from zero.
Faced with a lack of surviving candidates, our upper limits
can be seen in the context of other measurements in Fig. 3
for Λ−1

e and Λ−1
γ , respectively.

These results assume a local dark matter density ρCDM ¼
0.4 GeV=cm3 (as in [47] for the standard smooth DM halo
model). Models in which DM forms a relaxion halo [48,49]
predict local DM overdensities of up to ρRH=ρCDM ≤ 1016

[50]. Our results impose significantly more stringent con-
straints on the coupling constants for higher assumed values
of the DMdensity ρA by a factor ðρA=ρCDMÞ1=2 [see Eq. (5)].
Our limits represent an up to four order of magnitude

improvement on other direct searches in a band from 10 to
180 Hz (roughly 5 × 10−14 eV to 1 × 10−12 eV). The main
limiting factor being detector noise, we expect those results
to be improved greatly in future LIGO runs and with future
gravitational wave detectors, which have the potential to
surpass “fifth forces” results. We emphasize that the results
could be improved drastically by modifying the thicknesses
of the beamsplitter and test masses, for which this study
paves the way.
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