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Predicting Molecular Ordering in Deposited Molecular Films

Christoph Scherer, Naomi Kinaret, Kun-Han Lin, Muhammad Nawaz Qaisrani, Felix Post,
Falk May, and Denis Andrienko*

Thin films of molecular materials are commonly employed in organic
light-emitting diodes, field-effect transistors, and solar cells. The morphology
of these organic films is shown to depend heavily on the processing
used during manufacturing, such as vapor co-deposition. However,
the prediction of processing-dependent morphologies has until now posed
a significant challenge, particularly in cases where self-assembly and ordering
are involved. In this work, a method is developed based on coarse-graining
that is capable of predicting molecular ordering in vapor-deposited films of
organic materials. The method is tested on an extensive database of novel and
known organic semiconductors. A good agreement between the anisotropy
of the refractive indices of the simulated and experimental vapor-deposited
films suggests that the method is quantitative and can predict the molecular
orientations in organic films at an atomistic resolution. The methodology can
be readily utilized for screening materials for organic light-emitting diodes.

1. Introduction

Thin films of molecular materials are commonly used in or-
ganic light-emitting diodes,[1,2] field-effect transistors,[3] and so-
lar cells.[4] Fine-tuning the chemical composition of these films
can be a time-consuming process, as there is often no discernible
correlation between the molecular structure and the resulting
electronic properties. Simulating film properties can aid in this
process, provided that the simulations are both feasible and ac-
curate. The prediction of energetic disorder and charge carrier
mobilities, for example, has been shown to be possible in com-
pletely amorphous or perfectly crystalline systems.[5–8] However,
the prediction of processing-dependent morphologies still poses
a significant challenge, particularly in films with partial molecu-
lar ordering.[9–12]
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The morphology of organic films has
been shown to depend on the condi-
tions during vapor co-deposition (VD),
one of the most commonly used produc-
tion methods in industry.[10,13,14] In de-
posited films several key factors influ-
ence molecular packing, these include
the VD deposition rate, the nature of
the substrate, and the substrate tem-
perature. The experimental deposition
rate typically falls within the range of 1
Å s−1, whereas the deposition rates that
can be achieved with atomistic molec-
ular dynamics simulations are below
10−9 Å s−1.[15] Therefore, it is practi-
cally impossible to accurately mimic the
experimental conditions and simulate
the film morphology, as this depends
on the deposition rate. Indeed, previous
works have shown that all-atom (AA) VD

simulation protocols are only capable of predicting film mor-
phologies that correspond to high deposition rates, primarily
with a face-on molecular orientation.[9]

Thankfully, direct replication of the experimental conditions
is also unnecessary. Ad hoc coarse-grained (CG) models have
been shown to be capable of capturing the molecular orientation
in thin films produced through VD.[10,11] Coarse-grained mod-
els tend to have a smoother potential energy landscape, thus re-
sulting in intrinsically faster dynamics, making deposition rates
of 10−6 Å s−1, on the order of the molecular diffusion on, and
into, the film surface, achievable.[15] CG models, however, often
do not retain enough chemical information to allow for the rein-
troduction of atomistic details or to accurately model intermolec-
ular interactions. Without a direct comparison to experimental
results, it is thus unclear whether this approach can be applied to
a broader range of chemistries or how accurate and reliable the
predictions are.

In this study, we demonstrate that CG models, which have
been parametrized on atomistic simulations, are capable of ac-
curately predicting molecular alignment in thin films across a
broad range of molecular species. By reintroducing atomistic de-
tails, we can compare the anisotropy of the refractive index com-
puted by our models with experimental measurements, revealing
a robust correlation between the simulated and experimentally
determined values. Our study represents a significant step to-
ward a long-awaited approach that, when combined with pertur-
bative schemes,[16,17] could provide reliable values for ionization
energies and electron affinities,[5,16,17,18] absorption and emission
spectra,[19,20] electronic density of states,[5,18] or glass transition
temperatures.[21]
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Figure 1. Chemical structures and coarse-grained mappings of the studied molecules. The different bead colors represent the different bead types used
in the coarse-grained scheme.

2. Results and Discussion

In this work, we consider a set of eight different transport or host
materials for organic light-emitting diodes: BTST, P2512, BCzPh,
mCBP, DIPD, BPIDP, PIPD, and TMBT. These molecules were
chosen as they cover a wide range of glass transition tempera-
tures and anisotropies of the refractive indices. This is important
as we need to show that the method presented in this workflow
holds for molecules that require different processing conditions
and have different morphologies and degrees of ordering in the
final VD film. The chemical structures, and the CG mappings of
these molecules are shown in Figure 1.

The developed methodology is described in Figure 2. The
adapted atomistic force field is used to parametrize the coarse-
grained model, as described in the Experimental Section. The
corresponding glass transition temperatures, TAA

g , TCG
g , and Texp

g ,
summarized in Table 1, are evaluated or measured experimen-
tally as described in the Experimental Section. The correla-
tions of the different glass transition temperatures are shown
in Figure 3. It is clear from Table 1 that the TAA

g values are
correlated but overestimate Texp

g , in line with the findings of
Lin et al.[21] As expected, TCG

g are lower than the all-atom (AA)
values due to the softening of potentials and smoothing of
the potential energy landscape associated with coarse-graining,
yielding intrinsically faster dynamics. For TCG

g no correlation
is expected, as coarse-graining arbitrarily enhances molecular
diffusion.

The deposition simulation itself is then performed at CG reso-
lution by iteratively inserting new molecules above the substrate.
After each insertion step, the newly inserted molecules are cooled
to the substrate temperature over time td allowing them to dif-
fuse over and into the film surface. This insertion process is re-
peated until the desired film thickness of up to 20 nm is achieved.
The final step of our workflow reintroduces atomistic details into
coarse-grained morphologies, as described in the Experimen-
tal section. These morphologies are then used to calculate the
difference between the extraordinary and ordinary refractive in-
dices, Δn = ne − no, as summarized in the Experimental Section.

2.1. Influence of the Deposition Rate and Substrate Temperature

To probe the orientation of molecules within the deposited films,
we use a nematic order parameter,[22] Sz =

1
2
⟨3(𝝁 ⋅ ez)2 − 1⟩,

where 〉···〉 denotes the ensemble average, 𝝁 is a vector perpen-
dicular to the molecular plane, and ez is the unit vector perpen-
dicular to the substrate. Sz can be used to determine whether
molecules in the deposited film are on average standing upright
or lying flat relative to the film surface. Sz = −0.5 corresponds to
a system where all vectors 𝝁 are aligned in the xy plane, while
Sz = 1 corresponds to the vectors 𝝁 aligning parallel, or anti-
parallel, to the substrate normal.

The effect of deposition equilibration time td is presented in
Figure 4 for two typical compounds, BTST and DIPD. It is clear
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Figure 2. Workflow for morphology prediction of deposited organic thin
films. The molecular structure is first optimized and atomic charges, mul-
tipoles, and molecular polarizability are calculated and incorporated into
atomistic/polarizable force fields. These force fields allow us to probe glass
transition temperatures and distributions of inter- and intra-molecular de-
grees of freedom. Direct Boltzmann inversions and iterative Boltzmann
inversions are utilized to parametrize bonded and non-bonded interac-
tions, respectively, in the CG model. Deposition simulations are then per-
formed at a CG resolution by iteratively inserting new molecules above the
substrate. The final step reintroduces atomistic details into coarse-grained
morphologies. These morphologies are subsequently used to calculate the
difference between the extraordinary and ordinary refractive indices using
the polarizable force field.

that changing the equilibration time has a significant impact on
molecular orientations within the film, emphasizing that molec-
ular alignment is a dynamic process. For td = 10 ns both systems
appear to have reached an acceptable degree of saturation in a
reasonable computational time, with a single film deposited in
approximately one week on a 20-core machine. As such, all fur-
ther deposition simulations in this work were carried out with an

equilibration time of 10 ns. At this stage, it is also becoming clear
why atomistic models, with their extremely fast deposition rates,
fail to predict molecular orientations in VD films.

The substrate temperature TCG
dep is also found to have a signifi-

cant effect on the observed Sz values of the systems, Figure 4. A
general trend was observed across all systems where molecules
tend toward a lying flat orientation at lower substrate tempera-
tures and an amorphous structure, with Sz = 0, at high temper-
atures. In the case of DIPD, the molecular orientation changes
from flat-lying at low deposition temperatures to upright stand-
ing at intermediate temperatures and finally to an amorphous
morphology at high temperatures, close to or above Tg . The ori-
entation of BTST is found to gradually change from lying flat
to amorphous. All the studied compounds exhibited one of two
characteristic behaviors.

This is attributed to the significantly slower dynamics at lower
temperatures resulting in the “flat-lying” surface structure ob-
served in films deposited at an all-atom resolution. However, in
the intermediate temperature region, around TCG

g , the ordering
of molecules within the film differs significantly between the sys-
tems. Some of the systems display strong ordering, like TMBT,
which has a significant proportion of molecules standing upright
within the bulk film, while others, like mCBP, remain amor-
phous across the entire temperature range.

2.2. Generic Rate Model

The change in film morphology due to variations in deposition
temperature and rate can be explained by a rate model that as-
sumes that molecules landing on the top of the film are first mo-
bile. The mobile molecules are frozen into place when the lo-
cal density becomes too high due to continued deposition. To
account for the faster diffusion of upright-standing molecules
into the film, as compared to that of flat-lying molecules, we
choose to include the free energy barrier for the rotational mo-
tion of mobile molecules from flat-lying to upright-standing. The
corresponding rate equations, and their solution, are provided
in the ipython notebook (see the Data Availability Section). The
key result of this model is that the nematic order parameter S
of molecular orientations in the film is a weighted sum of the
order parameters of flat-lying and upright-standing molecules,

Table 1. Glass transition temperatures: experimentally measured (Texp
g ),

all-atom (TAA
g ) and coarse-grained (TCG

g ) models. TCG
dep

is the film deposi-

tion temperature, and Δnexp and Δnsim are the experimentally measured
and calculated anisotropies of the refractive indices, respectively.

Texp
g [K] TAA

g [K] TCG
g [K] TCG

dep
[K] Δnexp Δnsim

BTST 433 486 347 247 −0.17 −0.11

P2512 408 480 264 199 −0.07 −0.02

BCzPh 371 446 237 197 −0.04 −0.04

mCBP 366 442 224 189 0.00 0.03

DIPD 366 453 295 248 0.08 0.13

BPIDP 379 432 301 240 −0.12 −0.07

PIPD 351 419 276 180 0.13 0.06

TMBT 330 362 277 259 0.14 0.15
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S(T) = [Sf (T) + 𝜂Su(T)]∕[1 + 𝜂]. The weight 𝜂 = I𝜔f →u∕Ω is pro-
portional to the rate of molecular reorientation from flat-lying to
upright-standing, 𝜔f →u, and is inversely proportional to the depo-
sition rate Ω. I is the (fixed) thickness of the monolayer of mobile
molecules.

When the deposition rate is much higher than the rate of rota-
tional diffusion (small 𝜂), the molecules are lying flat on the sur-
face. This scenario corresponds to, for example, an all-atom de-
position simulation, which has an artificially fast deposition rate.
If the deposition rate is comparable to the rate of molecular reori-
entation, some molecules will change their orientation from flat-
lying to upright-standing before becoming immobile. Because
a temperature increase promotes rotational motion, the num-
ber of upright-standing molecules can be increased either by de-
creasing the deposition rate or increasing the deposition temper-
ature. There is, however, no simple scaling relation between these
two parameters, since𝜔f →u ≈ 𝜔0

f →u exp[−ΔUf →u

kBTdep
]. At temperatures

close to Tg the films become amorphous due to the broadening of
the orientational distribution functions of both upright-standing
and flat-lying molecules. From this, it is clear that the optimal
deposition temperatures are just below Tg as this allows efficient
reorientation of molecules from flat lying to upright standing, fa-
cilitating diffusion into the film, while still maintaining a narrow
enough orientational distribution function to preserve any order-
ing phenomena. This also accounts for the non-monotonous de-
pendence of the order parameter S on the temperature, as shown
in Figure 4 for DIPD: at low deposition temperatures rotational
motion is limited, and flat-lying molecules dominate, while at
higher temperatures upright standing molecules can more read-
ily diffuse into the film, leading to negative S values, and ulti-
mately observing amorphous films at Tg . If the activation barrier
for the rotation from flat-lying to upright-standing molecules is
too high, then no upright-standing films are formed, even at tem-
peratures approaching Tg , as is the case for in BTST, Figure 4.

2.3. Accounting for the Difference in Dynamics Between
Different Simulation Resolutions

The key observation here is that the ordering of the molecules
changes significantly with the substrate temperature and deposi-
tion rate, reaffirming the importance of choosing the correct de-
position temperature to accurately reproduce experimental film
morphologies. This is because moving from the AA resolution
to the CG resolution results in intrinsically faster dynamics, thus
making it impossible to compare results obtained at the same
absolute temperatures. Choosing the correct temperature for CG
simulations is important because the morphology of deposited
films relies on the interplay of both dynamics, the amount of
time the molecules are given to structurally relax, and thermo-
dynamics. Thus, it is important to quantify the change in dy-
namics that occurs when moving from the AA model to the CG
model. This can be done by comparing the glass transition tem-
peratures, Tg , of the system at different resolutions, as well as
those obtained experimentally. The dynamics of different glass-
forming liquids fall onto a generic curve, only dependent on the
“fragility” of the glass-forming liquid when scaled with Tg .[23]

Therefore, a scaled by Tg dimensionless temperature, T∕Tg , can
be used to relate the models across resolutions, as the fragility of

Figure 3. Correlation plot of the simulated and experimentally determined
glass transition temperatures for the all-atom and coarse-grained models.
The glass transition temperature of the atomistic model correlates well
with experimentally measured values. The glass transition of the coarse-
grained model depends on the degree of coarse-graining, which is impos-
sible to control; thus, the correlation worsens.

the different resolutions should be the same. The same fragility
should also apply to the experimental system, thus allowing us to
use the dimensionless temperature to find the appropriate tem-
peratures for comparison both between the AA and CG resolu-
tions, as well as for comparisons between simulated and exper-
imental data. Once all glass transition temperatures are calcu-
lated, we can determine the coarse-grained deposition tempera-
ture, TCG

dep = Texp
dep TCG

g ∕Texp
g , which ensures that the coarse-grained

deposition dynamics agree with the experimental deposition con-
ditions at Texp

dep = 308 K. These temperatures are also summarized
in Table 1.

2.4. Reintroduction of Atomistic Details and Refractive Index
Calculations

To validate the suggested protocol, we compared the experimen-
tally measured and simulated values of the anisotropy of the re-
fractive indices, Δn = ne − no at 620 nm. Here, no is the ordinary
refractive index within the xy plane, and ne denotes the extraor-
dinary refractive index, along the z-axis. Δn provides a measure
of the anisotropy of each system, with a positive Δn indicating
an on-average upright standing orientation and a negative value
indicating that the molecules are on average lying flat. The exper-
imental Δn values were determined as described in the Experi-
mental Section.

To calculate the Δn values of the simulated deposited films
atomistic details are reintroduced into the CG morphologies, as
outlined in the Experimental Section. The refractive indices are
then calculated using a polarizable Thole model[24] as outlined
in the Experimental Section. The temperature dependencies of
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Figure 4. Deposition time dependence of Sz in DIPD (left) and BTST (right). Sz < 0 indicates that the molecular planes are perpendicular to the sub-
strate plane (standing upright), Sz = 0 indicates isotropic morphologies, and Sz > 0 indicates that molecules are lying flat. Inserts show the molecular
orientation at the CG deposition temperature corresponding to the experimental conditions, shown here as a dashed line. For each set of parameters,
the deposition simulation was repeated five times using different random seeds, resulting in five independent films. The 100 ns deposition time is so
computationally demanding that we can simulate only a few selected temperatures.

these refractive indices reflect the same trends as observed for
the order parameter Szz, with molecules on average lying flat at
low temperature and tending toward amorphous at high temper-
atures.

When comparing the degree of ordering in films of differ-
ent molecule types to the experimental results we consider the
Δn values at the relevant deposition temperature TCG

dep , given in
Table 1. A robust correlation between these calculated Δn val-
ues and experimentally measured values is observed in Figure 5.
The range of Δn, from very negative for BTST to very positive for
TMBT, proves that the molecular orientations in deposited films

Figure 5. Correlation of simulated and measured values for Δn = ne − no
with CG potentials parametrized from the OPLS+ force field.

are reproduced across a wide range of chemistries with reason-
able accuracy.

Note that the proposed simulation protocol relies on the exper-
imentally measured glass transition temperature. For materials
that have not yet been synthesized, Texp

g can be estimated from
the correlation shown in Figure 3. This estimate makes the en-
tire methodology ready for high-throughput material prescreen-
ing protocols.

3. Conclusion

In this work, we propose a method based on coarse-graining
to predict the morphology of vapor-deposited thin films of or-
ganic materials. This method utilizes both Boltzmann and iter-
ative Boltzmann inversions to parametrize coarse-grained force
fields from atomistic ones. Glass transition temperatures are
used to rescale temperatures and preserve dynamics between
the two simulation models, as well as to accurately capture the
dynamics under experimental deposition conditions. A deposi-
tion simulation can then be performed using the coarse-grained
model by iteratively inserting additional molecules above the
deposition substrate, allowing sufficient equilibration times be-
fore each sequential insertion step. A simple energy minimiza-
tion backmapping scheme is then used to reintroduce atom-
istic details, allowing refractive index calculations to be per-
formed. From the results presented above, we conclude that a
good agreement between the experimentally measured and sim-
ulated refractive indices is achieved using the thin film mor-
phologies obtained using our workflow. Thus, we conclude that
one can reasonably predict the morphology of vapor deposited
thin films of organic molecules using a coarse-grained model
parametrized on atomistic force fields and temperatures that ac-
celerate dynamics, making it possible to reproduce experimental
conditions.

Adv. Energy Mater. 2024, 14, 2403124 2403124 (5 of 8) © 2024 The Author(s). Advanced Energy Materials published by Wiley-VCH GmbH
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4. Experimental Section
Atomistic Force Field: To study the impact of force fields on the fi-

nal coarse-grained models, two different types of atomistic force fields
were considered in this work: OPLS+ and DDEC6.[25,26,27] The OPLS+
force field was an adaptation of the optimized potential for liquid sim-
ulations (OPLS) force field.[25,26] All Lennard–Jones parameters, as well
as bonded parameters, were taken from this force field, and the OPLS
combination rules were used with a fudge factor of 0.5 for 1–4 inter-
actions. Atomic partial charges were computed via the Merz–Kollmann
method by fitting the electrostatic potential of the electron density for DFT
calculations performed at the B3LYP/6-31G(d) level.[28] For parametriza-
tion of dihedral potentials, the molecules were partitioned into rigid
fragments.[29] By fitting fixed values of the dihedral angle between rigid
fragments, the molecular geometry was optimized using the xTB pack-
age version 6.2.7. The resulting potential energy surface was then fitted to
the Ryckaert–Belleman polynomial, VRB(𝜃) =

∑5
n= 0Cncosn𝜃. The DDEC6

force field also uses bond and angle parameters from the OPLS force
field and utilizes the same OPLS combination rules with a fudge factor
of 0.5 for 1–4 interactions.[25,26,30] However, here Lennard–Jones param-
eters and partial charges were derived following the protocol proposed
by Cole et al.[31] The overlapping atomic electron densities were obtained
via the density-derived electrostatic and chemical (DDEC6) electron den-
sity partitioning scheme.[10] The atomic partial charges can then be ob-
tained by integrating the corresponding atomic electron densities over the
whole space. Additionally, the two parameters, A and B, in the Lennard–
Jones potential were then derived using the Tkatchenko−Scheffler (TS)
scheme,[32] where the radius of the free atom in a vacuum was taken
from the work of Cole et al.[31] The electron density was obtained us-
ing Gaussian 16[33] at the 𝜔B97X-D[34]/6-311G(d,p) level, and the DDEC6
computations were performed using Chargemol version 09_26_2017.[27]

The dihedral scan, performed with xTB for the OPLS+ force field,
was done at the 𝜔B97X-D[34]/6–311G(d,p) level using the Gaussian 16
package.[33,35]

Molecular Dynamics Simulations: All the AA simulations were per-
formed at P = 1.0 bar using a Berendsen barostat[36] with a time con-
stant of 0.5 ps, and a velocity rescaling thermostat[16] with a time con-
stant of 0.5 ps and a compressibility of 4.5 × 10−5 bar−1. A time step
of 1 fs was used for all the atomic simulations. The electrostatic inter-
actions were treated with a smooth particle mesh Ewald method with
fourth-order cubic interpolation, 0.12 nm Fourier spacing, and an Ewald
accuracy parameter of 10−5. A short-range cutoff of rcut = 1.3 nm was
used and long-range dispersion corrections for energy and pressure were
applied.

The coarse-grained NVT runs were performed using the velocity rescal-
ing thermostat with a time constraint of 0.5 ps.[37] For the unconstrained
simulations, a time step of 2 fs was used, while a 10 fs timestep was used
for systems where bonds had been constrained using the fourth-order
LINCS algorithm.[38] All the simulations were performed using GROMACS
2019.3[18,21,22] with the velocity rescaling thermostat with a time constant
of 0.5 ps and the Berendsen barostat with a time constant of 0.5 ps.[37,36]

Coarse-Grained Force Field: For the CG models, a center of mass map-
ping was used, where M projects the atomistic configuration r to the
coarse-grained resolution, such that each bead I was positioned at the
center of mass RI of all atoms i associated with it,

RI = MI (r) =
∑
i∈𝜓I

ciIri (1)

whereciI =
mi∑

i∈𝜓I
mi

, 𝜓I is the set of atomic indices corresponding to bead

I, and ri and mi were the position and mass of atom i, respectively. The
parametrization of CG force fields was based on matching distributions
obtained from all atom NVT production runs, performed with either the
OPLS+ or DDEC6 force fields outlined above. This was done using the
software package Versatile Object-oriented Toolkit (VOTCA).[29]

Direct Boltzmann inversion (BI) was employed to parametrize the
bonded interactions of the CG models,[39] while non-bonded interactions

were obtained using iterative Boltzmann inversion (IBI).[40,41] Direct Boltz-
mann inversion assumes that the distribution for each independent vari-
able q has the following form:

Pq (q) ∝ exp [−𝛽U (q)] , 𝛽 = 1
kBTparam

(2)

It can then be inverted to obtain the CG potential of this variable,
U(q) = −kBTparam ln(Pq(q)) + const., where q = r, 𝜃,𝜑. Due to the con-
struction of the software package, all correlations between different de-
grees of freedom were neglected. The histograms of bonds Hr(r), angles
H𝜃(𝜃) and dihedrals H𝜑(𝜑) must be normalized to obtain the correct dis-

tribution functions: Pr(r) =
Hr (r)
4𝜋r2 , P𝜃(𝜃) = H𝜃 (𝜃)

sin𝜃
, P𝜑(𝜑) = H𝜑(𝜑). The ob-

tained interaction potentials were subsequently smoothed and tabulated
for use in the CG simulations.

In cases where the proper dihedral distribution in the CG model, P𝜑(𝜑),
does not agree well with the atomistic distribution H𝜑(𝜑), an additional
dihedral refinement was performed on the concerned dihedral by running
a 10 iteration IBI protocol on the dihedral following the protocol outlined
below. This was done for the A-T-A2-G dihedrals of BTST and P2512, as
shown in Figure 1, linking the spiro group to the central triazine ring, as
well as for the D-A-A-D dihedral of mCBP.

The Non-Boded Pair Interactions were Parametrized Using the Iterative
Boltzmann Inversion Scheme, with the Potential Updated as

U(n+1) = U(n) + 𝛼ΔU(n), ΔU(n) = kBTparamln
g(n) (r)

gref (r)
(3)

Here, g(n)(r) is the CG pair correlation function at the n-th iteration step,
gref (r) is the pair correlation of the atomistic reference system mapped
to a CG resolution, and 𝛼 = 0.5 is a scaling parameter. At every second
iteration step a simple pressure correction was applied to the system by
linearly perturbing the pair potential by ΔUPC = −A(1 − r∕rc), where A =
−signΔP × 0.1kBTmin(1, f ΔP),ΔP = Pi − Ptarget, and f = 0.001.

For each compound, the pair interactions between all CG bead types
were parametrized excluding contributions from non-bonded interactions
within the same molecule. This means that for TMBT with two CG bead
types, three different non-bonded interactions were parametrized. The
IBI was performed with 200 iteration steps and a system size of 3000
molecules, where the initial configuration corresponds to the AA density.
All non-bonded CG potentials were considered to be short-ranged and a
cutoff of rc = 1.3 nm was used when parametrizing these interactions. At
each iteration step, a 400 ps CG NVT simulation was performed to ob-
tain the updated pair interaction potential g(n)(r). This was done using the
GROMACS 2019.3 package with a time step of 2 fs and the velocity rescal-
ing thermostat with a time constant of 0.5 ps.[37,42,43,44]

To obtain the reference atomistic systems for CG force field
parametrization an initial random configuration of 3000 molecules was
generated using packmol.[45] The systems were then annealed at 800 K in
the NPT ensemble before linearly cooling to the CG parametrization tem-
perature Tparam with a cooling rate of 1011 Ks−1. Once at Tparam the slab
was then equilibrated for 10 ns in the NPT ensemble, followed by an ad-
ditional 20 ns NVT production run. The final 15 ns of the production run
were then used as the basis for the CG parametrizations. The parametriza-
tion temperatures Tparam were chosen to correspond to the temperature
100 K above the AA glass transition temperature TAA

g see Table 1.
To evaluate the CG models 20 ns NVT runs were performed with the

CG force field at the parametrization temperature Tparam. An additional
20 ns NVT run was also performed using bond constraints and the 4th
order LINCS algorithm.[38] This was done as it allows the time step to be
increased, making it possible to probe longer physical time scales without
any significant increase in computational time.

Bonded and non-bonded distributions from the final 15 ns of both
the unconstrained and constrained NVT runs were then compared to
the atomistic distributions. For all the studied compounds both the con-
strained and unconstrained models reproduced pair correlations well,

Adv. Energy Mater. 2024, 14, 2403124 2403124 (6 of 8) © 2024 The Author(s). Advanced Energy Materials published by Wiley-VCH GmbH
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confirming that the IBI procedure converged well in the CG models. Bond
distributions in the unconstrained CG model, Pr(r) and proper dihedral
distributions, P𝜑(𝜑), also reproduce the atomistic distributions Hr(r) and
H𝜑(𝜑) well. However, in the case of the angle and improper dihedral distri-
butions, while the agreement was generally good, some CG distributions
were narrower with a higher peak intensity, than their atomistic counter-
parts. This was due to coupling between different bonded interactions and
can be corrected by scaling the CG potentials. As the aim of this work was
to develop a simple scheme for parameterizing CG force fields to accu-
rately predict film morphologies as part of a high throughput screening
process these slight discrepancies between the AA and CG models were
deemed acceptable.

Glass Transition Temperature: TAA
g and TCG

g were determined by anneal-
ing a 3000-molecule system from 800 to 0 K in 8 ns in the NPT ensemble,
giving a cooling rate of 1011 K s−1. For the CG systems, bond constraints
were applied allowing to use a time step of 10 fs. For the CG systems a
slower cooling rate of Γ = 1010 K s−1 was employed, other MD parame-
ters were kept consistent with those used for the atomistic simulations.
To determine Tg the density-temperature curves were fitted using bilinear
fits.[21] As the computationally accessible cooling rates were typically sev-
eral orders of magnitude faster than those utilized in experiments, it was
expected that the simulated TAA

g values will overestimate the experimen-
tally determined ones.

For determination of the glass transition temperature at Merck KGaA,
Darmstadt, Germany, differential scanning calorimetry (DSC) analyzing
powder samples of 5 mg ± 10% were used in DSC 204 F1 Phönix from
Netzsch. Samples were heated by 5 °C min−1 up to 370 °C then cooled
by 20 °C min−1 to 0 °C and finally heated again by 20 °C min−1 to
370 °C, where Texp

g was determined by the kink in heat flow versus tem-
perature using the temperature corresponding to half the drop in heat
flux. Only for BCP and TMBT, this protocol did not yield a significant
kink. TMBT was expected to be the lowest Texp

g material from simula-
tion, so other protocols were tried to measure Tgg. It finally used a 5 mg
TMBT sample in DSC Discovery from TA Instruments in nitrogen atmo-
sphere and first heated by 20 °C min−1 up to 320 °C, then for cooling,
quenched the sample by liquid nitrogen and finally heated by 20 °C min−1

up to 320 °C, where the Tg was observed. Other protocols for TMBT
that were tried without the cooling quench did not lead to observation
of Tg.

Refractive Indices: Refractive indices were measured for films with a
thickness a 25, 50, and 75 nm using an M2000U ellipsometer from J.A.
Woollam. The measurements were taken for three films across a range of
thicknesses to avoid influence from sample defects. The obtained spectro-
scopic data were subsequently analyzed using the CompleteEase software
package. The measured films were prepared by evaporation on a quartz
substrate.

The refractive indices of the deposited CG films were calculated by first
reintroducing atoms into the CG structures. To do this, it first inserts atom-
istic fragments into the CG structure, according to Figure 1, such that the
centers of mass of the fragments were aligned with the corresponding CG
bead positions. This was done with the csg_backmap calculator of VOTCA
(https://gitlab.mpcdf.mpg.de/votca/votca). The initial AA structure was
then relaxed by four cycles of energy minimization with GROMACS us-
ing the original AA force field.[42,43,44] In each energy minimization step,
a steepest descent algorithm was employed with 10 000 relaxation steps.
The first three cycles were restraint optimizations where virtual interac-
tion sites were introduced at the CG bead positions. These virtual sites
were pinned to their initial positions with a strong force constant to en-
sure that the original CG molecular structure was preserved. In the first
energy minimization step, only bond, angular, and proper dihedral inter-
actions were applied. This allows for an initial rotation of the fragments
into the correct position. In the second step, all bonded interactions were
switched on. The third step then introduces the non-bonded interactions,
including electrostatic interactions. Finally, in the last energy minimization
step the positional restraints were switched off giving a final deposited film
with atomistic resolution. As the resulting AA structures were energy min-
imized structures they do not correspond to a statistical ensemble. This
method had been found to yield adequate results for molecules of the size

considered here, especially as the global orientation of molecules is, in this
work, more important than a very high degree of accuracy in reproducing
the statistical sampling of AA degrees of freedom.[46]

For every deposited AA film, the frequency-dependent relative permit-
tivity tensor 𝜀r(𝜔) was calculated from molecular polarizabilities using
the generalized Clausius-Mossotti relation. Defining the macroscopic po-
larization vector to be the sum of all individual induced dipoles of each
molecule within the material and substituting it to the Clausius-Mossotti
relation leads to the following matrix equation[47]

(
𝜀r − 1̂

) (
𝜀r + 2 ⋅ 1̂

)−1 = �̄�

3V𝜀0
(4)

where �̄� denotes the sum of the frequency-dependent molecular polariz-
ability tensors over all N molecules within the volume V, �̄� =

∑N
n 𝛼(n)(𝜔).

To evaluate the polarizability tensors of every molecule a dipole interac-
tion model (IM-SQRT) was used suggested by Jensen et al.,[24] a more
accurate variant of the Thole model. The atomic polarizabilities 𝛼p, damp-
ing parameters 𝜙p and evolution parameters �̄�p needed for the IM-SQRT
model were atom-type specific quantities and taken from Jensen et al.[24]

The simulated deposition of the films were done using a box with peri-
odic boundary conditions in the xy-plane in which the molecules were in-
serted until the film reaches a desired thickness in the z-direction. To avoid
effects of the surface due to the deposition several layers of molecules were
cut from the two surfaces in the z-direction before analyzing the film. The
volume V under consideration in Equation (4) was then determined by the
box size in the x and y directions and the remaining thickness. This film
slice of ≈1000 molecules had a height of ≈10 nm. The relative permittiv-
ity tensor was calculated at 620 nm, which was the experimentally used
wavelength.

Based on the relative permittivity, one can then calculate the ordinary
refractive index no within the xy-plane and the extraordinary refractive in-

dex ne in z-direction perpendicular to the xy-plane, no =
√

(𝜀r,xx + 𝜀r,yy)∕2,

ne =
√
𝜀r,zz. no and ne are frequency-dependent due to the components of

𝜀r(𝜔). By defining Δn = ne − no one then has a measure of anisotropy of
the atomistic structures: a positive value of Δn corresponds to a standing
upright conformation and a negative value of Δn corresponds to a lying
flat conformation of the molecules. The Δn value, and associated error, for
each compound were then calculated by considering the average of the five
independent films. For the associated error we have chosen to also con-
sider the error due to the temperature fluctuation of the film, 𝜎Δn,T giving
a total error of 𝜎2

Δn,tot = 𝜎2
Δn,T + 𝜎2

Δn∕5.
Deposition: To conduct the CG deposition simulations a system of

1000 molecules was prepared by extracting the morphology at TCG
dep

from

NPT cooling runs. Following an energy minimization, the simulation box
was extended along the z-axis to a size of 45 nm, and the substrate was
shifted upward by 2 nm in the box. This results in a slab which is used as
the substrate. The positions of substrate molecules were frozen through-
out the deposition simulation. The deposition itself was performed incre-
mentally: In each deposition step four new molecules were inserted into
the simulation box at a distance of 1.5 nm from the current substrate sur-
face with an initial velocity of 0.25 nm ps−1 toward the substrate surface.
These insertions were done by dividing the xy cross-section of the simula-
tion box into a 4 × 4 grid of 16 cells. For each grid cell, the average CG
number density in z-direction was then determined and the new molecules
were inserted, with random orientation, into the four grid cells with the
lowest densities. This scheme prevents the formation of voids during the
deposition process. Following the insertion of the new molecules, those
which were being deposited, a short CG simulation was performed in the
NVT ensemble, with bond constraints and a timestep of 10 fs, to allow
the deposited molecules to diffuse across and into the film surface. The
deposition simulation makes use of coupling to two separate temperature
baths: one for the group of previously deposited molecules and the sec-
ond one for the newly inserted, depositing molecules. In both cases, the
thermostating was done using the velocity rescaling thermostat. However
in the case of the already deposited molecules these were coupled to a
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temperature bath held at the deposition temperature TCG
dep

. The depositing

molecules were coupled to a higher temperature Tsub. This sublimation
temperature was chosen such that the cooling rate was constant across
all deposition simulations when the inserted molecules were cooled, at a
constant rate, from the insertion temperature to the deposition tempera-
ture over the duration of the simulation. In this case, the chosen cooling
rate was 1010 Ks−1 and the total simulation time was 10 ns. Thus the sub-
limation temperature corresponds to Tsub = TCG

dep
+ (10−8 s × 1010 Ks−1 ).

The insertion and equilibration were repeated until the desired number of
molecules had been deposited.
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