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In brief

Natural sounds can be decoded from the

early visual cortex of blindfolded and

congenitally blind participants. Montabes

de la Cruz et al. replicate the paradigm

with aphantasic participants and report

decreased sound decoding, consistent

with less-informative top-down

projections to the early visual cortex in

this population.
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SUMMARY
Listening to natural auditory scenes leads todistinct neuronal activity patterns in the early visual cortex (EVC) of
blindfolded sighted and congenitally blind participants.1,2 This pattern of sound decoding is organized by ec-
centricity, with the accuracy of auditory information increasing from foveal to far peripheral retinotopic regions
in the EVC (V1, V2, andV3). This functional organization by eccentricity is predicted by primate anatomical con-
nectivity,3,4 where cortical feedback projections from auditory and other non-visual areas preferentially target
the periphery of early visual areas. In congenitally blind participants, top-down feedback projections to the vi-
sual cortex proliferate,5 which might account for even higher sound-decoding accuracy in the EVC compared
with blindfolded sighted participants.2 In contrast, studies in participants with aphantasia suggest an impair-
ment of feedback projections to early visual areas, leading to a loss of visual imagery experience.6,7 This raises
thequestionofwhether impaired visual feedbackpathways in aphantasia also reduce the transmissionof audi-
tory information to early visual areas.We presented auditory scenes to 23 blindfolded aphantasic participants.
We found overall decreased sound decoding in early visual areas compared to blindfolded sighted (‘‘control’’)
and blind participants. We further explored this difference by modeling eccentricity effects across the blind-
folded control, blind, and aphantasia datasets, and with a whole-brain searchlight analysis. Our findings sug-
gest that the feedback of auditory content to the EVC is reduced in aphantasic participants. Reduced top-
downprojectionsmight lead toboth less sounddecodingand reducedsubjective experienceof visual imagery.
RESULTS

Sound decoding in the early visual cortex of aphantasic
participants
We first confirmed our participants’ self-reported aphantasia.

Twenty-three participants scored low on the vividness of visual

imagery questionnaire (VVIQ8,9) (mean = 20.40, SD = 4.29), indi-

cating that theywere aphantasic.10–12 Participants’ spontaneous

use of imagery scale (SUIS13) scores were also low (mean =

19.13, SD = 4.07), in line with previous reports.14 We additionally

performed a behavioral pre-test confirming that imagery priming

in aphantasic participants differed from typical imagers15 (STAR

Methods; Figure S1).

Next, during 3T fMRI, we presented blindfolded aphantasic

participants with 3 auditory scenes (forest, crowd, and traffic),

replicating our previous design in blindfolded sighted partici-

pants1 (Figure 1, STAR Methods). In line with our previous

findings,1,2 univariate blood-oxygen-level-dependent (BOLD) re-

sponses were weakly deactivated in our participants’ retinotopic
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areas (early visual cortex [EVC], V1, V2, and V3), in the areas’ ec-

centricity fields (fovea, periphery, and far periphery), and in the

motor cortex, but were strongly activated in the auditory cortex

(see Figure S2).

Using multivariate pattern analyses, we tested for sound de-

coding from activity patterns in V1, V2, and V3. We used auditory

and motor areas as positive and negative controls, respectively.

We could not decode sound content significantly in any early vi-

sual area when collapsing across eccentricity (EVC = 34.06%,

p > 0.05; V1 = 35.14%, p > 0.05; V2 = 32.61%, p > 0.05; V3 =

33.70%, p > 0.05; chance level = 33%; Figure 2A). When delin-

eating areas V1, V2, and V3 by eccentricity (fovea, periphery,

and far periphery), we found non-significant decoding accu-

racies in most regions (EVC fovea = 32.97%, EVC periphery =

30.07%, EVC far periphery = 33.33%, V1 fovea = 28.99%, V1 pe-

riphery = 33.70%, V2 fovea = 31.16%, V2 periphery = 30.43%,

V2 far periphery = 31.88%, V3 periphery = 29.71%, V3 far periph-

ery = 32.61%; Figure 2B), except far peripheral V1 (38.41%,

p < 0.05) and foveal V3 (39.13%, p < 0.05; see Figure 2B). This
ber 4, 2024 ª 2024 The Author(s). Published by Elsevier Inc. 1
CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Figure 1. Experimental methods

(A) In our functional runs, participants were presented with a 12-s-long natural sound scene (traffic scene or non-semantic people talking scene or forest scene),

which was followed by 12 s of silence. Each sound was presented 6 times in pseudo-randomized order. No scene was repeated immediately after itself.

(B) In our auditory andmotor-mapping run, the paradigmwas identical, except that we replaced half of the blockswithmotor-area-localizing blocks. During these,

participants were instructed to press the buttons of a response box in ascending order. In both runs, participants were blindfolded and the lights in the scanner

room were switched off.

(C) Before commencing the retinotopic run, participants took off their blindfold and were presented with the polar and eccentricity stimuli. As an attentional

control, participants were instructed to press a button whenever a central dot changed color. See Figure S1 for behavioral methods and results.
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suggests that sound decoding in aphantasic participants is

attenuated compared with blindfolded sighted and blind partic-

ipants, where in both cases it was stronger andmorewidespread

in early visual areas (Figures 2C–2F). In control regions, decoding

was successful in the auditory cortex (98.91%, p < 0.001) but not

in themotor cortex (36.59%, p > 0.05; Figure 2A), consistent with

our previous control study.1 Finally, we calculated Bayes factors

and interpreted them using Lee and Wagenmakers’ scale.16 The

results were consistent with our permutation test p values,

showing moderate support for H1 (i.e., sound decoding) in V1

far periphery and V3 fovea, and at least moderate support for

H0 (i.e., no sound decoding) in the remaining EVC areas (see

Table S1).

The gradient of sound decoding accuracy and
eccentricity might reflect the strength of feedback
connectivity to EVC
We further explored sound decoding profiles by modeling ec-

centricity effects across the control,1 blind2 and aphantasia par-

ticipants. We fitted a linear mixed model to predict classification

accuracy scores by group, area, and eccentricity. When aver-

aging across areas and eccentricities, we found a significant

variation in accuracy between groups (Figure 3A.1; F(2, 38) =

13.45; p < 0.0001), with the blind group showing the highest ac-

curacy and the aphantasic group the lowest. When averaging

across groups and areas, we found a significant accuracy trend

by eccentricity (Figure 3A.2; F(1, 38) = 6.07; p < 0.05), with far pe-

ripheral fields showing higher decoding than foveal fields. How-

ever, when averaging across eccentricities and groups, the main

effect of retinotopic areas (F(2, 275) = 0.49; p > 0.1) was non-sig-

nificant, indicating no overall difference in accuracy between V1,

V2, and V3. Additionally, when averaging across areas, we found

a significant interaction between group and eccentricity (Fig-

ure 3A.3; F(2, 38) = 3.82; p < 0.05), where a trend of higher accu-

racy in the far periphery was the most marked for the blind group

and least for the aphantasia group.

When averaging across groups, we found a significant interac-

tion between area and eccentricity (Figure 3A.4; F(2, 275) = 4.88;

p < 0.01), where the positive eccentricity trend was the most

marked for V1 and least for V3. The interaction effect between
2 Current Biology 34, 1–7, November 4, 2024
group and area was non-significant (F(4, 275) = 0.83; p > 0.1),

indicating that, when averaging over eccentricities and control-

ling for the main effect of group, there was no strong group-

wise pattern in the variations of accuracy between V1, V2, and

V3. Finally, we found that the interaction between group, eccen-

tricity, and area was also non-significant (F(4, 275) = 0.35;

p > 0.1), suggesting that first-level interactions were sufficient

to capture the complexity of our data.

To further explore how each group and region contributed to

these effects, we derived estimated marginal means for each

combination of predictors, which we used for pairwise compar-

isons of accuracy and eccentricity trends (Figure 3A). Across

areas, we found that sound decoding accuracy significantly

differed between the blind and the two other groups (Figure 3A.1;

aphantasia–blind: t(38) = �5.16; p <.0001, aphantasia–control:

t(38) = �1.98; p > 0.1, blind–control: t(38) = 2.88, p < 0.05), while

the eccentricity trend only significantly differed between aphan-

tasic and blind participants (Figure 3A.3; aphantasia–blind:

t(38) = �2.76; p < 0.05, aphantasia–control: t(38) = �0.93;

p > 0.1, blind– control: t(38) = 1.65; p > 0.1). Across groups,

we found no significant difference between areas in terms of

accuracy (Figure 3A.4; V1–V2: t(275) = 0.58; p > 0.1, V1–V3:

t(275) = 1.26; p > 0.1, V2–V3: t(275) = 0.68; p > 0.1), but there

was a significant difference between V3 and V1, and a tendential

difference between V3 and V2, in eccentricity trend (V1–V2:

t(275) = 0.37; p > 0.1, V1–V3: t(275) = 2.56; p < 0.05, V2–V3:

t(275) = 2.19; p < 0.1).

This model analysis suggests that auditory scenes are more

strongly represented in early visual areas (both in terms of de-

coding accuracy and in the increase of accuracy across eccen-

tricities) when top-down feedback projections to the EVC prolif-

erate (e.g., in congenitally blind participants) than when these

projections may be impaired (e.g., in aphantasia). Moreover,

increased sound decoding with eccentricity is most prominent

in V1 compared with V3.

Reduced feedback connectivity in aphantasia may be
EVC specific
We performed a searchlight analysis using our 3 datasets

(aphantasia, blind, and sighted) to test for auditory scene
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Figure 2. Multi-voxel pattern analysis results

Average classification accuracies for aphantasics (A and D), blind participants (B and E), and controls (C and F). (A)–(C): whole-ROI decoding in auditory and

motor cortex as well as V1, V2, and V3. (D)–(F): average classification accuracies by eccentricity (fovea, periphery, and far periphery) in the averaged early visual

cortex, V1, V2, and V3. Horizontal dashed line indicates chance level (33%) and error bars indicate SEM. p values derived from our permutation analyses.

Significance threshold was established as p < 0.05, where ** indicates p < 0.01 and *** indicates p < 0.001. See Figure S2 for univariate results and Table S1 for the

Bayes factors of our reported classification accuracies.
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decoding beyond the EVC (Figures 3B and 3C). As expected, our

averaged searchlight maps showed the highest level of decod-

ing in the auditory cortex and in multisensory areas in all groups.

Averaged searchlight maps did not differ between participants

with aphantasia and controls (Figures 3B and 3C, decoding

was similarly high and clustered in auditory and multisensory

areas) but were different to blind participants (see next para-

graph). Region of interest (ROI)-based multi-voxel pattern anal-

ysis results suggested a reduced representation of sounds in

the EVC in participants with aphantasia (we only observed de-

coding in peripheral V1 and foveal V3). In controls1 and, espe-

cially, in the blind group,2 we reported a more widespread

pattern of decoding in the EVC. Decreased sound decoding in

aphantasia could indicate that top-down feedback projections

from auditory cortex to EVC are reduced. These projections
may reach peripheral V1 without carrying over to peripheral V2,

unlike in controls.1 Moreover, the fact that our searchlight anal-

ysis does not show differences in sound-decoding elsewhere

suggests that the presumed differences in connectivity do not

extend to other brain areas. If there is reduced feedback connec-

tivity in aphantasia, it may be specific to top-down feedback to

the EVC, as suggested by models of visual aphantasia.17

By contrast, in blind participants (Figure 3D), decoding in the

auditory and multisensory cortex was lower relative to the other

two groups (Figures 3B and 3C). We previously reported this

finding of lower sound decoding in auditory areas in the blind

group.2 We now extend our findings by also reporting lower

sound decoding in multisensory areas in the blind group and

by replicating the comparison with aphantasic participants

(i.e., comparable sound decoding between controls and
Current Biology 34, 1–7, November 4, 2024 3
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Figure 3. Group comparisons and searchlight results

(A) Significant main effects reported by an ANOVA analysis of our LMER model, which included (A1) a main effect of group, (A2) a main effect of eccentricity, (A3)

an interaction effect between group and eccentricity, and (A4) an interaction effect between area and eccentricity. All figures include pairwise comparisons.

Significance threshold * was established as p < 0.05, where ** indicates p < 0.01 and *** indicates p < 0.001.

(B–D) Averaged searchlight decoding for our (B) aphantasia group, (C) Vetter et al.’s1 control group, and (D) Vetter et al.’s2 congenitally blind group. Light yellow

coloring indicates chance performance (0.5) and dark red coloring indicates perfect performance (1).
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aphantasic groups). Sound decoding, as indicated by average

searchlight maps, is more widespread in the blind group than

in the control and the aphantasic groups. In the blind group,

searchlight decoding included visual regions, while in controls

and aphantasic participants, decoding was stronger in auditory

and multisensory areas. This pattern of results in the blind group

suggests a shift in the distribution of sound representation from

auditory to include visual cortices.

DISCUSSION

Wehave previously shown that listening to auditory scenes leads

to neuronal activity patterns in the EVC of blindfolded sighted

and congenitally blind participants. Moreover, this pattern is

dependent on the retinotopic organization of early visual areas,
4 Current Biology 34, 1–7, November 4, 2024
with auditory sound decoding increasing with eccentricity.1,2

Due to cross-modal plasticity and proliferation of feedback pro-

jections, non-feedforward-driven activity in the visual cortex of

congenitally blind participants is greater compared with sighted

participants.5 Here, we tested aphantasic participants, a group

suggested to have impaired visual feedback pathways to the

EVC.14,17 If, in accordance with our previous results, sound de-

coding in the EVC is independent of visual imagery, then it should

be preserved in aphantasia. However, given that we found

increased decoding for congenitally blind participants compared

with sighted controls, the relative strength of feedback projec-

tions to the EVC might be what determines the ability to decode

sounds in the EVC. If this were the case, sound decoding in the

EVC would be generally attenuated in participants with impaired

feedback projections.
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In our decoding analyses in aphantasic participants, we find

evidence of sound decoding in peripheral V1, suggesting that

feedback of auditory information is independent of imagery.

However, we also find that sound decoding in aphantasic partic-

ipants is attenuated compared with blindfolded sighted and

blind participants. Imagery content can be decoded from early

visual areas in typical imagers,18,19 questioning whether the

reduction of feedback connectivity in aphantasia is specific to

an imagery-related signal. In a control experiment on Vetter

et al.’s1 blindfolded sighted participants, imagined auditory

scenes (as opposed to passive listening) could be decoded in

the foveal and peripheral area of the EVC, but not in the far pe-

riphery.1 This pattern of decoding echoes other findings of foveal

decoding for some types of task-relevant feedback.20,21 In

contrast, more peripheral decoding during passive listening1

(see Figure 2F) aligns with reports showing that auditory atten-

tion suppresses foveal and enhances peripheral early visual rep-

resentations.22 We could therefore expect that decreasing imag-

ery-related feedback would increase the auditory decoding with

an eccentricity trend from the fovea to periphery in the aphanta-

sia group. Instead, we found that the eccentricity trend, much

like decoding accuracy in general, increased from aphantasic

to control to blind groups, being significantly different between

blind and aphantasic participants. This would rather indicate a

reducedmultimodal feedback from the auditory to the visual cor-

tex, which we know preferentially targets the periphery.3,4

Finally, recent evidence suggests that the EVC is not generally

engaged during imagery of high-level semantic content, such

as in our auditory scenes.23 Another result emerging from our

model is that the eccentricity trend progressively decreases

when looking at higher areas in the visual hierarchy, being signif-

icantly lower in V3 compared with V1. This could be a conse-

quence of higher areas becoming less retinotopic as they

specialize in processing other types of information.

Current research on the neural bases of aphantasia debates

whether aphantasia is primarily a visual consciousness disorder

making individuals unaware of their imagery representations,7

whether impaired feedback prevents aphantasic participants

from generating representations,14 or whether aphantasia is

due to an episodic memory impairment.24–26 Other evidence

suggests that there may be more nuance behind aphantasia.

Meng et al.27 reported similar visual imagery decoding in V1 be-

tween aphantasic and control groups but different cross-decod-

ing with perception, suggesting that, if present, aphantasic rep-

resentations may differ from those of typical imagers. By

contrast, Cabbai et al.28 reported imagery decoding in V1 in con-

trols but not in aphantasia participants. Additionally, in a similar

design to ours, the authors reported comparable V1 decoding

between aphantasic and control groups in response to natural

sounds.28 In our case, we do not find decoding in response to

sounds using V1 as a whole, but instead find that the sounds

were represented in the areas’ periphery only, which, although

not a direct measure of anatomical connectivity, contributes

to the argument in favor of reduced functional feedback

processing.

Overall, our results suggest that aphantasia might be associ-

ated with decreased feedback connectivity that is specific to

the EVC, some of which at least is not related to imagery but

to cross-modal feedback signals. By contrast, the searchlight
maps of congenitally blind participants show lower decoding in

auditory andmultisensory areas andmore widespread decoding

in visual areas. This observation indicates more feedback reor-

ganization in the blind participants, where auditory processing

may be shifted to visual areas to compensate for the group’s ab-

sent visual feedforward processing.2 As such, our results sup-

port the notion that the three groups might differ in feedback

connectivity to the early visual areas. The blind group exhibits

the strongest connectivity profile, the aphantasic group the

weakest, with controls being in between. These findings

suggest that aphantasic participants may respond differently

to controls in other auditory-driven processes. For instance,

aphantasic participants could be less susceptible to audio-visual

illusions (e.g., contingent auditory motion aftereffect29). More-

over, aphantasic participants could be expected to exhibit

less-pronounced cross-modal effects during sound localiza-

tion.30 The retinotopic structure of the early visual areas is suited

to process spatial properties,31 such as during the localization of

sound sources (in our case, forest/birds sounds above, human

sounds at eye-level and in the vicinity, and car sounds from

the ground and in the distance). However, if the communication

from auditory to early visual areas is impaired, as our findings

and those of others suggest to be the case in aphantasia, we

could expect sound localization responses to differ. This could

be expressed as slower, but not less-accurate responses, as

seen in a previous study,32 and as a reduced recruitment of

the EVC during sound localization in aphantasia. The link be-

tween decodability of natural sounds and space cues and its

relatedness to aphantasia needs to be investigated in more tar-

geted follow-up studies.
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Dataset/4f6e1509-2e7f-44dd-a45c-c100cd7728a3

Experimental code andsound data files Github https://github.com/Muckli-lab/NaturalSound-Stimulation

MVPA analysis code Github https://github.com/Muckli-lab/MVP-analysis-tool-box

Software and algorithms

Presentation (23.0) Neurobehavioral Systems https://www.neurobs.com; RRID: SCR_002521

Brainvoyager (22.4) BrainInnovation, Maastricht33 http://www.brainvoyager.com; RRID: SCR_013057

Matlab (R2016a, R2019a) MathWorks https://www.mathworks.com; RRID: SCR_001622

NeuroElf (v11) Neuroelf.net https://neuroelf.net/; RRID: SCR_014147

LIBSVM (3.3) Chang et al.34 https://www.csie.ntu.edu.tw/�cjlin/libsvm/;
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R (4.3 - 4.4) R Core Team35 https://www.R-project.org/; RRID: SCR_001905
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lme4 Bates et al.37 https://cran.r-project.org/web/packages/lme4/
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lmerTest Kuznetsova et al.38 https://cran.r-project.org/web/packages/lmerTest/;

RRID: SCR_015656

emmeans Lenth39 https://cran.r-project.org/web/packages/emmeans/

index.html; RRID: SCR_018734

Psychtoolbox v3.0.13 Kleiner et al.40 http://psychtoolbox.org/; RRID: SCR_002881
EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

23 (from 31 participants, 8 of which did not pass fMRI screening or withdrew from the study) self-reported aphantasic participants

gave informed consent to participate in the experiment (16 female, 6 male, 1 non-disclosed, mean age = 30.9 years, range=19-64

years). The College of Science and Engineering of the University of Glasgow granted ethical approval (application number

300190011). Participants received monetary compensation. The behavioural experiment lasted for one hour and the fMRI

session lasted one and a half hours.We conducted behavioural testing and brain imaging on separate days, at theCenter of Cognitive

Neuroimaging (CCNi) of the University of Glasgow.

We used the datasets of 10 participants (7 females, mean age= 24.1 years, range = 20-33 years) from Experiment 1 of Vetter et al.1

as the control group, and of 8 participants (5 females, mean age = 33.4 years, range = 23-39 years) from Vetter et al.2 as the congen-

itally blind group.

METHOD DETAILS

Questionnaires to screen for aphantasia
Participants completed the vividness of visual imagery questionnaire (VVIQ),8,9 which instructs participants to imagine four scenes

(eg. rising sun) and then rank how vividly they perceive four additional aspects of the scenes (eg. ‘‘The sun is rising above the horizon

into a hazy sky’’). Rankings are scaled from 1 (‘‘No image at all, you only ‘‘know’’ that you are thinking of the object’’) to 5 (‘‘Perfectly

clear and as vivid as normal vision’’). Additionally, participants completed the spontaneous use of imagery scale (SUIS),13 which in-

structs participants to state how appropriate certain statements are in relation to their experience of more automatic forms of visual

imagery (eg. ‘‘When I think about a series of errands I must do, I visualise the stores I will visit’’). It is ranked from 1 (never appropriate)

to 5 (always appropriate).
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Behavioural testing
The imagery priming test assesses the extent to which two imagined stimuli can prime their subsequent rivalrous perception. Stimuli

and procedures of the binocular rivalry paradigm were the same as in Keogh and Pearson’s14 no luminance condition in all partic-

ipants but 5, for whom we delivered monocular stimulation using shutter glasses instead of coloured glasses as described in their

study.14 We controlled the visual stimulation using MATLAB R2016a in combination with the Psychtoolbox v3.0.13 extension.40

We fixed participants’ viewing distance from the monitor screen at 60cm with a chin rest and they wore red/green glasses to ensure

monocular stimulation. We displayed stimuli on a black background around a fixation point. Stimuli consisted of a red horizontal (CIE

x =.57, y =.36) and green vertical (CIE x =.28, y =.63) Gabor patterns (1 cycle/�, Gaussian s = 1.5�, mean luminance 4.41 cdm2) pre-

sented in an annulus, as well as mock rivalry displays (12.5% of trials, half red and half green) to assess any decisional bias in the

imagery task. Participants first completed an eye dominance task to prevent individual differences in eye dominance from biasing

the rivalrous perception,41 then a training run (10 trials) to become familiar with the task, following which they engaged in the final

imagery run (100 trials with a break at 50). During the trial, a grey letter ‘R’ (red) or ‘G’ (green) appeared centred on the screen cueing

participants what colour to imagine. The cue appeared for 1s followed by an imagery period of 7 seconds during which only the fix-

ation dot was visible, after which participants rated the vividness of their imagerywith a key press (1=lowest, 4=highest). After this, the

binocular rivalry display appeared for 0.65s, and participants indicated which colour dominated (1=red, 2=green, 3=mixed). We

calculated the strength of individuals’ imagery (%primed) as the ratio between the number of primed responses (nprimed) and the

resultant number of trials after subtracting mock (nmock) and non-mock mixed response trials (nmixed) from the total number of

trials.

fMRI
The stimuli and experiment procedure for our fMRI experiment are as specified in experiment 1 of the 2014 study1 and as specified in

the 2020 study2 unless reported otherwise. All fMRI stimulation used Presentation (Neurobehavioral Systems). Participants in the

scanner wore a blindfold and earbuds for auditory stimulation. Stimuli in the main auditory runs consisted of three natural auditory

scenes (a busy road with cars and motorbikes, birds singing and a stream, people talking in a foreign language), which were down-

loaded from https://www.soundsnap.com, normalised for amplitude (volume), and presented mono, each lasting a total of 12s. The

fifth localising run also included a brief ‘‘beep’’ sound. The experiment took place over 6 runs: four auditory runs, a finger tapping run

to identify the auditory and motor cortex, and a retinotopic mapping run to identify the regions of interest in the early visual cortex.

Each auditory run consisted of all scenes presented 6 times in a pseudo-randomised order with no immediate repetition of the same

scene. The scenes lasted 12 seconds followed by 12 seconds of silence (Figure 1A). In the finger tapping run, the paradigmwas iden-

tical except that we replaced half of the blocks with motor-area-localising blocks during which we instructed participants to press the

buttons of a response box in ascending order (right hand only). Beeps signalled participants to start and stop the finger tapping (Fig-

ure 1B). The retinotopic mapping run used standard retinotopic polar and eccentricity mappings.42,43 Before this final run, we told

participants to carefully remove their blindfold (something they trained for when we installed them in the scanner).

Data acquisition
We acquired our fMRI data with a 3T Siemens Tim TrioMRI scanner at the Center for Cognitive Neuroimaging (CCNi) of the University

of Glasgow.We replicated the acquisition settings (TR = 2s, 222 volumes, TE = 30ms, resolution: 2.5x2.5x2.5mm, 35 slices, flip angle

77o, iPAT factor 2) for the main protocol as used in the 2014 study.1 Additionally, we acquired standard retinotopic and eccentricity

data (TR=1000ms, 795 volumes TE=55ms, resolution: 3x3x3 mm, 18 slices) and anatomical data (MPRAGE).

The fMRI data from control participants, obtained by Vetter et al.,1 was also acquired using the 3T Siemens Tim TrioMRI scanner at

the CCNi of the University of Glasgow and, as mentioned, deployed the acquisition settings (apart from an upgrade in head coil to

32-channel from 12-channel). The data from the blind participants, obtained by Vetter et al., was acquired using a 3T General Electric

MRI scanner at the HebrewUniversity of Jerusalem. Acquisition settings differed slightly (TR = 2 s, TE = 30ms, resolution: 3.23 3.23

2.5 mm voxels, 35 slices, flip angle: 77�, iPAT factor = 2) from those used in our other two studies. Control analyses were performed

showing that blood-oxygen-level-dependent (BOLD) responses were comparable between sites (see Figure.S4 in Vetter et al.1,2).’’

QUANTIFICATION AND STATISTICAL ANALYSIS

Imagery questionnaires, behavioural testing, and imagery priming results
Participants scored low in both the VVIQ8,9 (Mean=20.40, SD=4.29) and the SUIS13 (Mean=19.13, SD=4.07), indicating that they

experience low voluntary and spontaneous forms of imagery. In addition to the imagery questionnaires, we performed a behavioural

test prior to brain imaging, that capitalises on the fact that individuals with aphantasia cannot be primed through imagery in a binoc-

ular rivalry paradigm.14,44,45 The behavioural test revealed a statistically significant difference in median imagery priming scores be-

tween our participants (Median=51.30, SD=7.31) and control data obtained from Bergmann et al.’s typical imagers (Median=56.45,

SD=9.79; c
2

(1) = 8.76, p < 0.01).15 An additional Wilcoxon test reported that imagery scores in the controls were significantly different

from 50% (V = 3307, p < 0.001), indicating decisional priming. By contrast, aWilcoxon test reported that imagery scores in aphantasic

participants were not significantly different from 50% (V=145, p>0.05).
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Pre-processing, cortical surface reconstruction, and region-of-interest definition
We used BrainVoyager (version 22.4)33 to perform pre-processing and univariate analysis. Anatomical pre-processing involved the

conversion of files from the scanner format into DICOM (performed automatically by BrainVoyager), inhomogeneity correction, ACPC

alignment, alignment into Talaraich space, segmentation, and the creation of a mesh for the brain. Cortical reconstruction used

BrainVoyager’s automatic segmentation for all participants except 3, who required manual segmentations. Functional pre-process-

ing included slice scan time correction, temporal high-pass filter and 3D rigid motion correction (no spatial smoothing). We identified

early visual cortices and their eccentricity subdivisions from the retinotopic polar and eccentricity mapping trials.42,43 We identified

the auditory cortex as the area in the lateral sulcus with peak activation for the GLM contrast Sound Stimulation > Baseline from the

finger tapping run, and the left motor cortex as the somatosensory area exhibiting peak activation for the GLM contrast Button

Pressing > Baseline. In order to map the three cortices, we created a surface map of activity that allowed us to identify them and

define the ROI. We combined visual and auditory ROIs across hemispheres. The mean number of vertices across all subjects

were as follows: V1: 4950 (SEM=592), V2: 5353 (SEM=764), V3: 4832 (SEM=668), all early visual cortex: 15117 (SEM=1985), auditory

cortex ROI: 567 (SEM=65), motor cortex ROI: 892 (SEM=151).

Univariate analysis
We ran a whole-brain random effects GLM analysis for the contrast sound>baseline. The resulting maps were projected on a cortical

surface (inflated brain of one participant). Additionally, we extractedmean beta values for each area and sound scene (people talking

scene, forest scene and traffic scene). We fitted separate linear mixedmodels (R + lme4 package) per area to predict beta scores per

sound category. The models included sound category as their main effect, and an individual intercept as a random effect.

Multivariate pattern classification analysis
We estimated single block beta weights for all ROI vertices during sound stimulation time courses from the main auditory runs.

We then z-scored these beta-weights to fit a linear support vector machine classification algorithm34 using a one-versus-one clas-

sification scheme46 for each of the three combinations of sounds (people vs forest, people vs traffic and traffic vs forest). We used a

leave-one-run-out cross-validation procedure, yielding four classification folds which we averaged to obtain our final classification

accuracy. To determine statistical significance, we compared accuracies across 1000 random permutations.

Bayes factors of classification accuracies
We calculated the Bayes factors (BFs) for our decoding accuracies by first establishing probability densities given chance perfor-

mance level P(D|H0)withH0=1/3 and a true effect P(D|H1). For the early visual areas and motor cortex, we definedH1=0.4 (a reason-

able value given our results in the EVC from the 3 datasets), and for the auditory cortex, we defined H1=0.8 to account for the higher

expected decoding accuracy for auditory scenes in the auditory cortex vs EVC.

In both cases, we modelled the probability densities using a normal distribution with the mean set to either H0 or H1 and the stan-

dard deviation of the area’s permutation distribution (see Table S1). The BF is then the ratio of the likelihood of observing the area’s

classification accuracy D given H0 or H1 (with H0 in numerator so that BF > 1 in case of support for H0):

BF =
PðDjH0Þ
PðDjH1Þ

Eccentricity modelling in EVC across populations
We fitted a linear mixed model (R + lme4 package) to predict classification accuracy scores. The model included group (aphantasia,

control and congenitally blind group), retinotopic area (V1, V2, V3), eccentricity (as a numerical factor, where 0=fovea, 1=periphery

and 2=far periphery) and the interaction between group, retinotopic area and eccentricity as its fixed effects. Themodel also included

individual intercept and eccentricity slope as random effects.

Whole brain searchlight analysis
For each subject, we computed a voxelwise searchlight analysis in volume space using a linear support vector machine classifier to

decode sound pairs. We defined a searchlight for each voxel coordinate using a radius of 2 units. Voxels selected by each searchlight

were determined to be part of the brain by first being part of the set of voxels derived from a full brain region of interest, and secondly

by having an average time course BOLD value, or global strength value, greater than 100. We computed decoding performance for

each searchlight and stored a cross-validated (leave one run out) average value for each voxel coordinate. This resulted in threemaps

for each subject.
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