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Marcel Cech,1 Maŕıa Cea,2, 3 Mari Carmen Bañuls,2, 3 Igor Lesanovsky,4, 5 and Federico Carollo1

1Institut für Theoretische Physik, Universität Tübingen,
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State-of-the-art quantum simulators permit local temporal control of interactions and midcircuit
readout. These capabilities open the way towards the exploration of intriguing nonequilibrium
phenomena. We illustrate this with a kinetically constrained many-body quantum system that
has a natural implementation on Rydberg quantum simulators. The evolution proceeds in discrete
time and is generated by repeatedly entangling the system with an auxiliary environment that is
monitored and reset after each time-step. Despite featuring an uncorrelated infinite-temperature
average stationary state, the dynamics displays coexistence of fast and slow space-time regions
in stochastic realizations of the system state. The time-record of measurement outcomes on the
environment serves as natural probe for such dynamical heterogeneity, which we characterize using
tools from large deviation theory. Our work establishes the large deviation framework for discrete-
time open quantum many-body systems as a means to characterize complex dynamics and collective
phenomena in quantum processors and simulators.

Introduction. — Statistical mechanics is typically
concerned with the analysis of equilibrium and nonequi-
librium stationary properties of physical systems [1–3].
Certain many-body systems may however be charac-
terized by “trivial” stationary states while displaying
intricate collective dynamical behavior [4–10]. Kineti-
cally constrained models provide a paradigmatic exam-
ple of such interesting (typically slow) dynamics towards
structureless thermodynamic equilibrium states [11, 12].
These many-body systems are described by simple dy-
namical rules that only allow for transitions between
single-particle states if a given condition, e.g., the ab-
sence or presence of particles in their close neighborhood,
is satisfied. This reduction in the connectivity between
configurations of the system can result in highly corre-
lated and heterogeneous dynamics [13–19]. Within the
framework of classical stochastic systems, methods from
large deviation theory have been employed to investigate
collective dynamical behavior in kinetically constrained
models, leading, for instance, to new insights into the
glass transition [20–29]. Extending these models to the
quantum realm holds the promise to reveal new dynam-
ical behavior and nonequilibrium phases [19, 30–36]. In-
terestingly, this undertaking also constitutes a daunt-
ing task, in particular due to the intrinsic complexity
of many-body quantum systems.

Currently available quantum simulation platforms are
promising candidates to address this open challenge [37–
44]. Improvements in both the fidelity and the versa-
tility of implementable quantum operations already al-
lowed for a deeper understanding of quantum many-

body dynamics [45–59]. Most notably, in-circuit mea-
surements and a high level of control over interactions
in neutral atom platforms [60–64], ionic quantum pro-
cessors [65–69] and superconducting quantum comput-
ers [70–74] allow for the direct implementation of engi-
neered discrete-time open-system dynamics [75–82]. In
these settings, open quantum dynamics are realized by
sequentially coupling the system with auxiliary degrees
of freedom [cf. Fig. 1(a)], which are subsequently mea-
sured and reinitialized. The time-record of measurements
on these ancillary (or environmental) units provides so-
called quantum trajectories, revealing in-situ information
on the stochastic dynamics [5, 79–94]. Characterizing the
quantum state in single stochastic realizations of the dy-
namics [cf. Fig. 1(b)] is, however, not possible for many-
body systems and for long observation times [93–95].

In this paper, we propose an approach capable to un-
cover and systematically characterize distinct dynamical
phases in discrete-time many-body quantum dynamics.
Our framework is tailored for open systems and solely
utilizes information that is efficiently accessible in
noisy intermediate scale quantum (NISQ) devices. The
analysis is indeed based on so-called “dynamical order
parameters”, which can be defined from measurement
time-records [cf. Fig. 1(c)] in single dynamical realiza-
tions. To illustrate our ideas, we consider a model,
inspired by the physics of driven-dissipative Rydberg
gases [4–7, 96, 97], which features effectively kinetically
constrained dynamics in certain parameter regimes [98–
102]. Despite the average evolution being characterized
by a “trivial” stationary state, stochastic realizations
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FIG. 1. Discrete-time dynamics in the Rydberg col-
lision model. (a) Collision model setup described by
Eqs. (1,2). The interacting quantum system consisting of
L two-level systems (blue qubits) is coupled to an ancillary
chain (red qubits) of the same length. After the collision time
∆t, the ancillas are measured in their computational basis
{|0A⟩ , |1A⟩} and reset to |0A⟩. (b) Stochastic system dynam-
ics for L = 6, ∆t = 1.25/Ω, V = 5.875Ω and γ = 3Ω. Iter-
ating the collision model dynamics, the quantum system can
show coexistence of fast and slow dynamical regimes, visible,
for instance, in the probability of observing system qubits in
|1S⟩, ⟨ni(t)⟩. (c) Corresponding quantum trajectory. Remark-
ably, also the ancillary measurement time-record, here asso-
ciated with the stochastic realization in panel (b), shows sig-
natures of the dynamical heterogeneity by displaying distinct
space-time regions, e.g., the absence of ‘1’ measurements.

display complex correlated and heterogeneous dynamics,
which also becomes apparent in the corresponding
ancillary measurement time-record [see Fig. 1(b,c)].
The frequency and correlations of the measurement
outcomes, laid out in space and time, provide suitable
dynamical order parameters that show large fluctuations
over individual realizations. Exploiting a thermody-
namic analogy [80, 81, 103–108], we uncover the presence
of macroscopically distinct dynamical phases, whose
coexistence in space and time is responsible for the
observed large fluctuations. Our findings showcase
the potential of this approach for analyzing complex
open-system dynamics on quantum computers.

Collision model setup. — We consider discrete-
time open quantum dynamics emerging from repeated
interactions of the system of interest with ancillary de-
grees of freedom. The latter encode an effective environ-
ment and undergo measurements and resets at strobo-
scopic times [75–82]. Both the system (S) and the ancillas
(A) are described by a chain of L two-level systems, or
qubits, with local computational basis {|0S/A⟩ , |1S/A⟩}

[see Fig. 1(a)]. A discrete time-step is realized in the
following way. The system unitarily collides with the
auxiliary chain, initialized in |0A⟩ =

⊗L
i=1 |0A⟩i. Dur-

ing the interaction, the unitary operator U = e−iHCM∆t,
implemented by the Hamiltonian HCM, entangles sys-
tem and ancillas. Afterwards, a projective measurement
onto the computational basis is performed on the an-
cilla qubits. The measurement outcome is collected in
a binary string k = (k1, ..., kL), reporting the outcomes
ki for each qubit, and the ancillary chain is then reset
to its initial state in preparation for the next collision.
The system, for instance initialized in |ψ(0)⟩ = |0S⟩ as
well, thus evolves by one discrete-time step according
to the relation |ψ⟩ → |ψ′⟩ = Kk |ψ⟩ /∥Kk |ψ⟩ ∥, with
probability π(k) = ∥Kk |ψ⟩ ∥2. Here, the Kraus oper-
ator Kk = ⟨kA|U |0A⟩ describes the reduced evolution
of the system conditional to the measurement outcome
k = (k1, ..., kL) for the ancillary qubits. A single re-
alization of the stochastic dynamics, |ψ(0)⟩ → ... →
|ψ(T )⟩, is thereby conditioned on the quantum trajec-
tory η(T ) = [k(t)]Tt=1, i.e., the space-time record of all
ancillary measurements [see Fig. 1(b,c)], and is observed
with a probability of π(η(T )) = ∥Kk(T )...Kk(1) |ψ(0)⟩ ∥2.
In contrast, the single time-step unconditional average
evolution is governed by the Kraus map ρ → ρ′ = E [ρ],
with E [ρ] :=

∑
kKkρK

†
k [109–111].

The model we consider is specified by the collision
Hamiltonian

HCM = HS ⊗ 1+

√
γ

∆t

L∑
i=1

Pi ⊗ τxi , (1)

with P = |0S⟩⟨0S| and τx = |0A⟩⟨1A| + h.c., where γ
represents a dephasing rate in the continuous-time limit
∆t → 0 (see Supplemental Material [112] for details).
The system Hamiltonian HS furthermore models a co-
herent drive with Rabi frequency Ω and nearest-neighbor
interaction with strength V , when both qubits are in the
(Rydberg) state |1S⟩ [48, 116]. We thus define (assuming
periodic boundary conditions for the chain)

HS = Ω

L∑
i=1

σx
i + V

L∑
i=1

nini+1 , (2)

with σx = |0S⟩⟨1S| + h.c. and n = |1S⟩⟨1S| = 1 − P .
For large interaction strengths V , the coherent drive of a
qubit located near a qubit in state |1S⟩ is highly detuned.
In the limit of infinitely strong interactions, V → ∞,
this results in the so-called Rydberg-blockade mechanism
[117–120], for which sites close to a qubit in state |1S⟩ are
temporarily frozen. This effect leads to a strict separa-
tion of the Hilbert space into sectors labeled by the set of
frozen sites with adjacent qubits in state |1S⟩ [98–102]. In
such a limit, the HamiltonianHS can be mapped onto the
so-called PXP Hamiltonian HPXP =

∑L
i=1 Pi−1σ

x
i Pi+1,

which realizes a kinetically constrained model. For fi-
nite interaction strengths V , the Rydberg blockade is not
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perfect. As such, on short to intermediate time-scales,
the Hamiltonian HS is well approximated by the PXP
Hamiltonian, but the system eventually explores the full
Hilbert space at long enough times.

In Fig. 1(b), we consider a stochastic realization of
the collision model dynamics. Specifically, we show
the local probability ⟨ni(t)⟩ of qubits in the state |1S⟩,
which immediately allows one to identify two dynamical
regimes: a fast regime, which is characterized by rapid
changes of ⟨ni(t)⟩, and a slow one where adjacent qubits
are close to being in state |1S⟩, ⟨ni(t)⟩ ≈ 1. Due to the
Rydberg-blockade effect, these space-time regions are
preserved over several time-steps and substantially slow
down the evolution of neighboring qubits as well. It is
important to note, that the expectation values ⟨ni(t)⟩,
as shown in Fig. 1(b), are not directly accessible on a
quantum computer. The reason is that for estimating
⟨ni(t)⟩ of a stochastic realization, repeated measure-
ments of the operator ni(t) have to be taken on identical
quantum trajectories [cf. Fig. 1(c)]. This comes with
a post-selection overhead that grows exponentially in
time and system size [93–95]. However, signatures of the
above-mentioned dynamical regimes are already clearly
visible in the quantum trajectories themselves, i.e., in
the space-time records of the measurement outcomes on
the ancillary qubits shown in Fig. 1(c). The fast regime
is then related to ancillas being frequently observed in
|1A⟩. On the other hand, space-time regions containing
adjacent system qubits with ⟨ni(t)⟩ ≈ 1, which are
found in the slow regime, are reflected in a lack of ‘1’
ancillary measurement outcomes. This connection is
a consequence of the structure of the system-ancilla
interaction ∝ Pi ⊗ τxi in Eq. (1), solely allowing for
a rotation of the ith ancilla into the state |1A⟩ if the
corresponding system qubit features a finite overlap
with the state |0S⟩. The heterogeneous dynamics shown
in Figs. 1(b,c) is even more intriguing when considering
that the average stationary state ρss, i.e., E [ρss] = ρss, is
the fully mixed state 1/2L [112].

Space-time correlations in quantum trajecto-
ries. — We characterize dynamical behavior in quan-
tum trajectories by means of so-called dynamical order
parameters. For the purpose of this work these are the
activity

a(t) =
1

L

L∑
i=1

ki(t) (3)

and the space-time correlations defined through the spa-
tially averaged covariance

cδ(t)=
1

L

L∑
i=1

[
ki(t−δt)ki+δi(t)− ki(t−δt) ki+δi(t)

]
. (4)

The former observable keeps track of the frequency of
ki(t) = 1 measurement outcomes, while the latter one

FIG. 2. Dynamical order parameters for L = 6, ∆t =
1.25/Ω, V = 5.875Ω and γ = 3Ω. (a) Activity. (b-d) Space-
time correlations with space-time distance δ. We compare the
dynamical order parameters of the ensemble (red lines) with
the corresponding observables (see main text) extracted from
10 quantum trajectories (light gray lines). Using Eqs. (5,6),
the dash-dotted black line represents the stationary value ob-
tained on ρss = 1/2L, while the dotted black line contains the
prediction of the projection onto the free sector of the PXP
model ρPXP

ss ∝ PPXP[ρss] with no adjacent qubits in state |1S⟩.

of their correlations when outcomes are considered at
the space-time distance δ = (δi, δt). The average · in
Eqs. (3,4) is an ensemble average over all possible quan-
tum trajectories, weighted with their respective proba-
bilities. In terms of the average state ρ(t) = Et[ρ(0)], the
relevant probabilities for computing the ensemble aver-
ages in Eqs. (3,4) are

p(k(t)=k) = Tr
{
Kkρ(t−1)K†

k

}
, (5)

for single-time and

p(k(t)=k,k(t−1)=k′) = Tr
{
KkKk′ρ(t−2)K†

k′K
†
k

}
,

(6)

for two-time functions [93]. The above equations show
that, asymptotically in time, dynamical order parameters
are completely described by the stationary state ρss.
The calculation of the above quantities still requires

sampling multiple dynamical realizations on quantum
processors. Interestingly, we can define closely related
observables, displaying analogous behavior, which are
solely defined on individual quantum trajectories η(T ) =
[k(t)]Tt=1. These time-integrated observables are of the
following form

Oδ(η(T )) =

T∑
t=1+δt

L∑
i=1

ki(t− δt)ki+δi(t) . (7)

The rationale is that time averages and ensemble
averages coincide at stationarity. This allows us
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to compare O0(η(T ))/(LT ) and Oδ(η(T ))/(LT
′) −

[O0(η(T ))/(LT )]
2, where T ′ = (T−δt) denotes the exten-

sitivity of the first sum in Eq. (7), with the activity and
the space-time correlations in Eqs. (3,4), respectively.

In Fig. 2, we test this understanding by comparing the
activity and space-time correlations with the correspond-
ing observables in Eq. (7) calculated for 10 quantum
trajectories. We furthermore show the prediction of
the stationary state ρss = 1/2L and of its projection
onto the free PXP sector, ρPXP

ss ∝ PPXP[ρss], with no
adjacent qubits in state |1S⟩, as selected by the initial
state |ψ(0)⟩ = |0S⟩ [99, 121]. We observe that, for a long
(metastable) timescale, dynamical order parameters
are initially described by the prediction obtained with
ρPXP
ss . After this transient regime, the system overcomes

the blockade effect, which is not perfect due to finite
values of V , and the average state eventually approaches
ρss = 1/2L. The sampled quantum trajectories and their
time-integrated observables follow the same trend and
converge towards the same stationary values. We observe
two important differences. First, we note a delay in
the transient behavior of the quantum trajectories over
the instantaneous ensemble-averaged dynamical order
parameters. This delay is expected since time-integrated
observables have some “inertia” due to their dependence
on the past. Additionally, these quantities show a large
variance over long time-periods. Recalling the dynamical
heterogeneity observed in Figs. 1(b,c), these fluctuations
are due to the intermittent exploration of different
PXP sectors, based on the position of adjacent qubits
in state |1S⟩. With the system being approximately
confined in one sector over an extended period of time,
observations dominantly account for the single-sector
contribution. For very long times, the system eventually
explores the Hilbert space uniformly (see ρss = 1/2L)
and also dynamical order parameters of single quantum
trajectories approach the stationary prediction.

Unraveling dynamical phases. — The observed
dynamical heterogeneity and large fluctuations are remi-
niscent of first-order phase transitions and phase coexis-
tence [1]. In what follows, we make this connection con-
crete by means of a large deviation approach [3]. We con-
sider the ensemble of quantum trajectories generated by
the collision model, {η(T ), π(η(T ))}, and interpret this
as a microcanonical ensemble. We further introduce a
counting field s, playing the role of an inverse temper-
ature, associated with a time-integrated observable O,
embodying instead an energy function [80–82, 104, 108].
Through these quantities, we define a canonical ensemble
with probabilities π(η(T ), s) ∝ e−sO(η(T ))π(η(T )). By
varying the counting field s, we can thus control the prob-
ability over quantum trajectories. As we will show, this
thermodynamic-like construction allows us to compute a
suitable phase diagram for the stochastic process, demon-
strating that the observed phenomenology is related to

FIG. 3. Dynamical phase diagram. (a) Temporal corre-
lations cδ, with δ = (0, 1), for L = 6, ∆t = 1.25/Ω, γ = 3Ω.
The phase diagram in the interaction strength V and count-
ing field s displays dynamical phases with decreased activity
(s > 0) that potentially come with vanishing temporal cor-
relations. For s = 0 and L = 4 to L = 7, panel (b) shows
that these distinct dynamical phases do not affect the bare
average of dynamical observables. However, the sharp change
with s displayed in panel (c) for V = 5.875Ω, reveals nearby
dynamical phases with drastically different temporal correla-
tions that result in the large fluctuations observed Fig. 2.

the coexistence of dynamical phases.

Based on the observation in Fig. 1 that slow dynam-
ics are accompanied by a space-time region of primarily
‘0’ ancillary measurement outcomes, we take the time-
integrated activity O0 as observable associated with the
counting field. Therefore, positive (negative) values of s
will decrease (increase) the typical activity in the canon-
ical ensemble. We consider the temporal correlations cδ,
with δ = (0, 1), as our dynamical order parameter and
investigate its stationary behavior upon variations of the
counting field s and of the interaction strength V . The
resulting phase diagram is shown in Fig. 3(a). At first, we
observe temporal correlations that slowly increase with
the interaction strength. Furthermore, for s > 0, i.e.,
for decreasing activities, we observe a drastic decrease of
temporal correlations for certain interaction strengths V .
Taking a closer look at s = 0, see Fig. 3(b), we see that
the dynamical order parameter changes smoothly with V .
This fact can be understood by recalling Eqs. (5,6) and
considering that the stationary state, for s = 0, is the
fully mixed state for any interaction strength V . Con-
versely, Fig. 3(c) shows that temporal correlations can
suddenly drop for certain values of V , upon considering
low-activity regimes (s > 0). This abrupt change in the
behavior of the dynamical order parameter in the vicin-
ity of s ≈ 0, which is the regime associated with collision
model dynamics, explains the observed heterogeneity [see
Fig. 1(b,c)] as stemming from the coexistence of different
dynamical phases. This thus connects the observed phe-
nomenology to the emergence of a first-order transition
in the dynamical phase diagram of the collision model. It
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further demonstrates how large deviation methods allow
to unravel complex dynamical behavior in discrete-time
open quantum dynamics.

Note that the phase diagram in Fig. 3(a) can also be
computed on a real quantum processor. This can be
achieved by deriving auxiliary collision models, whose
probabilities over quantum trajectories are given by the
canonical ensembles introduced via the counting field s
[80, 81, 112].

Conclusions and outlook. — We have investi-
gated discrete-time open-system dynamics inspired by
the dissipative evolution of driven Rydberg atoms. De-
spite having a trivial stationary state, the model we have
considered displays dynamical heterogeneity, stemming
from the coexistence of fast and slow dynamics in single
stochastic realizations. We have shown how such collec-
tive behavior can be characterized by means of dynamical
order parameters, such as the frequency and the corre-
lations of measurement outcomes on the environmental
ancillary qubits. The investigation performed here is lim-
ited to relatively small system sizes, which however al-
ready show clear signatures of many-body phenomena.
In order to address significantly larger system sizes, it
would be necessary to devise suitable tensor-network ap-
proaches [91, 122–124]. Such larger systems should be,
however, already accessible on state-of-the-art quantum
processors, offering an intriguing perspective for the ex-
ploration of dynamical heterogeneity in glassy relaxation.

The code and the data that support the findings of
this work are available on Zenodo [125].
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debted to the Baden-Württemberg Stiftung for the fi-
nancial support of this research project by the Elitepro-
gramme for Postdocs.

[1] N. Goldenfeld, Lectures on phase transitions and the
renormalization group (CRC Press, 1992).

[2] D. Ruelle, Thermodynamic Formalism: The Mathemati-
cal Structure of Equilibrium Statistical Mechanics, Vol. 2
(Cambridge University Press, 2004).

[3] H. Touchette, The large deviation approach to statisti-
cal mechanics, Phys. Rep. 478, 1 (2009).

[4] I. Lesanovsky and J. P. Garrahan, Kinetic Constraints,
Hierarchical Relaxation, and Onset of Glassiness in
Strongly Interacting and Dissipative Rydberg Gases,
Phys. Rev. Lett. 111, 215305 (2013).

[5] I. Lesanovsky, M. van Horssen, M. Guţă, and J. P.
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[83] C. Pérez-Espigares and P. I. Hurtado, Sampling rare
events across dynamical phase transitions, Chaos 29,
083106 (2019).

[84] D. Cilluffo, G. Buonaiuto, S. Lorenzo, G. M. Palma,
F. Ciccarello, F. Carollo, and I. Lesanovsky, Witness-
ing nonclassicality through large deviations in quantum
optics, Phys. Rev. Research 2, 023078 (2020).

[85] F. Carollo, R. L. Jack, and J. P. Garrahan, Unravel-
ing the Large Deviation Statistics of Markovian Open
Quantum Systems, Phys. Rev. Lett. 122, 130605 (2019).

[86] T. Vovk and H. Pichler, Entanglement-Optimal Trajec-
tories of Many-Body Quantum Markov Processes, Phys.
Rev. Lett. 128, 243601 (2022).

[87] A. Cabot, L. S. Muhle, F. Carollo, and I. Lesanovsky,
Quantum trajectories of dissipative time crystals, Phys.
Rev. A 108, L041303 (2023).

[88] P. J. Paulino, I. Lesanovsky, and F. Carollo, Large Devi-
ation Full Counting Statistics in Adiabatic Open Quan-
tum Dynamics, Phys. Rev. Lett. 132, 260402 (2024).

[89] C. A. Brown, K. Macieszczak, and R. L. Jack, Unravel-
ing metastable Markovian open quantum systems, Phys.
Rev. A 109, 022244 (2024).

[90] M. Eissler, I. Lesanovsky, and F. Carollo, Unraveling-
induced entanglement phase transition in diffusive
trajectories of continuously monitored noninteracting
fermionic systems, arXiv:2406.04869 (2024).
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CONTINUOUS-TIME DYNAMICS

In this section, we connect the continuous-time limit, ∆t → 0, of the collision model dynamics with a Lindblad
master equation describing driven and interacting Rydberg atoms subject to local dephasing. We then study the
phase diagram, when we control the activity in the canonical ensemble.

FIG. S1. Continuous-time dynamics. (a) Stochastic realization and quantum trajectories for L = 6, V = 6Ω and γ = 3Ω.
In the top panel, we show the spatially resolved probability ⟨ni(t)⟩ to find a qubit in state |1S⟩. In the bottom panel, a red
stroke at the space-time (i, t) represents an emission event associated with the action of the jump operator Ji =

√
γPi at time

t. (b) Dynamical phases for L = 6 qubits and γ = 3Ω. We change the interaction strength V and the conjugate field s and plot
the stationary activity in the respective ensemble. (c) Cut at s = 0. As outlined in the text, we observe a constant stationary
activity ass = γ/2, when changing V . (d) Cut at V = 6Ω. We show the dependence of the stationary activity on the counting
field s for L = 4 to L = 7. The curves for different system sizes overlap, but the separation of dynamical phases is not as sharp
as in Fig. 3.

In a first step, we perform the continuous-time limit ∆t → 0. The average collision model dynamics, with U =
e−i∆t(HS⊗1+Hint) [see Eq. (1)], of system in state ρ(t) for small collision times and ancillas initialized in ρA = |0A⟩⟨0A|
can be written as

ρ(t)− ρ(t−1)

∆t
≈ −i

[
HS +TrA{HintρA}, ρ(t−1)

]
+

∑
{k}

(
Jkρ(t−1)J†

k − 1

2

{
J†
kJk, ρ(t−1)

})
. (S1)

In Eq. (S1), TrA denotes the trace over all ancillary two-level systems, {X,Y } = XY + Y X the anticommutator
and Jk = ⟨kA|Hint |0A⟩∆t the potential jump-operators [79]. Based on Eq. (1), the system-ancilla interaction is
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Hint =
√
γ/∆t

(∑L
i=1 Pi ⊗ τxi

)
and thus, we obtain TrA{HintρA} = 0 and Jk = Ji =

√
γPi if k includes a 1 for the

ith ancilla and 0 otherwise. Therefore, the Lindblad master equation

ρ̇ = L[ρ] = −i [HS, ρ] +

L∑
i=1

(
JiρJi −

1

2

{
J2
i , ρ

})
, (S2)

with Hamiltonian HS = Ω
∑L

i=1 σ
x
i + V

∑L
i=1 nini+1 and hermitian jump operators Ji =

√
γPi, describes the

continuous-time limit. Here, HS models driven Rydberg atoms, whose interactions are approximated by the dominant
nearest-neighbor contribution, and {Ji} resembles the intrinsic or engineered dephasing [4, 7, 96, 113].
In Fig. S1(a), we now investigate the dynamics by means of quantum jump trajectories obtained by unraveling the

master equation with the quantum Hamiltonian HS and jump operators {Ji}. The simulations are performed using
the python package QuTiP and its Monte-Carlo solver mcsolve [114]. In the top panel, we show the spatially resolved
probability ⟨ni(t)⟩ to find the ith qubit in |1S⟩. Similar to Fig. 1, we observe that adjacent qubits in this state, if
dynamically created, show slower changes of this probability than individual ones. This heterogeneity is also reflected
in the lower panel, where we plot the locally resolved emissions, i.e., actions of the respective jump operators {Ji}.
Here, the space-time region of adjacent qubits with ⟨ni(t)⟩ ≈ 1 in the system is completely inactive.
Similar to the approach in the main manuscript, we consider the instantaneous activity a(t) associated with fre-

quency of abrupt changes per qubit in the quantum jump Monte-Carlo approach. On average, the activity is given by
a(t) = (

∑L
i=1 Tr

{
J2
i ρ(t)

}
)/L [95, 115]. Since Eq. (S2) features hermitian jump operators Ji, the stationary state is

again the fully mixed state ρss = 1/2L. Moreover, we can directly evaluate the stationary activity and find ass = γ/2,
since Tr

{
J2
i

}
= γ2L−1.

In order to access the fluctuations in the activity, we resort again to the thermodynamics of quantum trajectories
[104, 108]. Here, we calculate the dominant eigenvalue of the tilted Lindblad master equation

Ls[ρ] = −i[HS, ρ] +

L∑
i=1

(
e−sJiρJi −

1

2

{
J2
i , ρ

})
, (S3)

to extract the scaled cumulant generating function θ(s) of the activity. Analogously to the approach in the main
manuscript, the counting field s controls the activity of the canonical ensemble that we construct utilizing a Gibbs
weight with the time-integrated activity embodying an energy function. Panel (b) shows the first scaled cumulant,
−θ′(s), which describes the phase diagram of the stationary activity. Utilizing the cuts at s = 0 in panel (c) and
at V = 6Ω in panel (d), we observe that the heterogeneity in panel (a) can be understood in terms of two distinct
dynamical phases. While for s ≤ 0, the activity is (approximately) constant in V , it decreases for positive counting
fields s as we increase V . However, we also observe that the separation between the distinct dynamical phases,
i.e., inactive at s > 0 and active at s < 0, is not as sharp as in the discrete-time dynamics considered in the main
manuscript, for similar values of V/Ω.

UNITALITY AND STATIONARY STATE

As anticipated in the main manuscript, the quantum channel representing the average dynamics considered in this
work is unital, i.e., E [1] = 1. In this section, we provide the corresponding arguments for this statement and moreover
argue that the fully mixed state 1/2L is the stationary state of the average dynamics for finite interaction strengths
V .

We start with the observation that the collision Hamiltonian in Eq. (1) only contains hermitian and commuting
operators τxi that act on the ancillas. Furthermore, we utilize the freedom of choice in the trace to write

E [ρ] = TrA{U(ρ⊗ |0A⟩⟨0A|)U†} =
∑
{m}

⟨mA|U |0A⟩ ρ ⟨0A|U† |mA⟩ =
∑
{m}

KmρK
†
m , (S4)

with potentially different Kraus operators Km = ⟨mA|U |0A⟩ for the chosen basis enumerated by m. Note that this
simply establishes the unitary freedom of Kraus operators representing a certain quantum channel [110]. Choosing the
eigenbasis labeled by m such that each |mA⟩ is an eigenstate of the ancillary part of the system-ancilla interaction, we
immediately see that every Kraus operators Km becomes proportional to a unitary matrix. Therefore, together with
the trace-preservation of the quantum channel E , i.e., E∗[1] =

∑
{m}K

†
mKm = 1, we find that E [1] =

∑
{m}KmK

†
m =

1.
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Finally, we argue that the fully mixed state is the stationary state ρss of the average dynamics for finite V . Unlike
for the PXP model, the finite interaction strength V and the transverse driving with Ω ensure that there is no sector
of the Hilbert space that is dynamically disconnected from any other. The unitality therefore makes the fully mixed
state 1/2L the (unique) stationary state of the dynamics.

RESET-FREE IMPLEMENTATION

In this section, we outline the implementation of the discrete-time open-system dynamics of the collision model
described by Eq. (1) without resetting the ancillas after every collision. We show how a simple post-processing of the
observed quantum trajectory can facilitate the simulation of the considered collision model dynamics on a quantum
processor.

In contrast to the arguments to prove that the quantum channel is unital, the unraveling into stochastic realizations
depends genuinely on the specific choice of the measurement basis. For the specific collision model in this work however,
we notice that the system-ancilla interaction in Eq. (1) is inversion symmetric on the ancillary part, i.e., invariant
under the exchange of |0A⟩ and |1A⟩. We can exploit this symmetry to investigate closer Kk|k′ = ⟨kA|U |k′

A⟩,
representing the observation of the ancilla measurement k after previously observing k′. By omitting the reset,
K|k−k′| = ⟨|k− k′|A|U |0A⟩ in the usual collision model setup is replaced by the Kraus operator Kk|k′ in the reset-
free implementation. Therefore, reinterpreting a change in the measurement outcome of the ith ancilla between two
time-steps in the reset-free quantum trajectory stands in one-to-one correspondence with the observation of a ‘1’
measurement outcome in the usual collision model setup that resets the ancillas before the collision takes place.

PROBABILITIES AND DYNAMICAL ORDER PARAMETERS

In this section, we discuss the necessary steps to obtain Eqs. (5,6) and demonstrate their application in deriving
the instantaneous activity and space-time correlations in Eqs. (3,4). For most of this discussion, we follow the steps
outlined in Ref. [93] that directly apply to our collision model dynamics.

Directly from the definition of the stochastic realizations in discrete-time open quantum dynamics, the probability
to observe a specific trajectory is given by

π(η(T )=[k(1), ...,k(T )]) =
∥∥Kk(T )...Kk(1) |ψ(0)⟩

∥∥2 = Tr
{
Kk(T )...Kk(1)ρ(0)K

†
k(1)...K

†
k(T )

}
, (S5)

with the initial density matrix ρ(0) = |ψ(0)⟩⟨ψ(0)|. To calculate the instantaneous activity and space-time correlations
in Eqs. (3,4), we marginalize over measurement outcomes that do not appear in the considered discrete times. For
example, the probability to observe the measurement outcomes k at the discrete-time t is

p(k(t)=k) =
∑
{η}

π(η=[k(1), ...,k(t)]) δk(t),k

=
∑

{k(t−1)}

...
∑

{k(1)}

Tr
{
KkKk(t−1)...Kk(1)ρ(0)K

†
k(1)...K

†
k(t−1)K

†
k

}
= Tr

{
Kkρ(t−1)K†

k

}
,

(S6)

where we utilize the subsequent application of Kraus maps as in ρ(1) =
∑

{k(1)}Kk(1)ρ(0)K
†
k(1). Analogously, we find

the joined probability of k and k′ as k(t) and k(t−δt) to be

p(k(t)=k,k(t−δt)=k′) = Tr
{
KkEδt−1

[
Kk′ρ(t−δt−1)K†

k′

]
K†

k

}
. (S7)

In this way, we obtain both Eq. (5) and a generalized expression of Eq. (6) for δt ≥ 1. Note that we introduce a prime
in the above notation to better distinguish the measurement results at t−δt and at t in Eqs. (6,S7).
We can utilize these probabilities to obtain the instantaneous activity

ki(t) =
∑
{k}

p(k(t)=k) ki , (S8)
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and space-time correlations

ki(t−δt)ki+δi(t) =
∑

{k,k′}

p(k(t)=k,k(t−δt)=k′) ki+δik
′
i , (S9)

as the weighted sums of the ensemble’s probabilities.

UNRAVELING DYNAMICAL PHASES WITH BIASED MANY-BODY DYNAMICS

In this section, we outline the calculations to obtain the dynamical phase diagram in Fig. 3 of the main manuscript.
We therefore connect the canonical ensemble constructed from the counting field s and the time-integrated activity
O0 with an auxiliary collision model dynamics [81]. In particular, we focus on the long-time limit, where the dynamics
essentially coincides with the time-independent biased dynamics in Ref. [80].

We briefly recall the canonical ensemble of quantum trajectories. Its probabilities are defined as

π(η(T ), s) =
1

ZT (s)
e−sO0(η(T ))π(η(T )) , (S10)

where

ZT (s) =
∑

{η(T )}

e−sO0(η(T ))π(η(T )) (S11)

is a normalization that we neglected for brevity in the main manuscript. Since e−sO0(η(T )) implements a bias of
the trajectory’s probability that depends on the number of observed ‘1’ measurement outcomes, we notice that
auxiliary dynamics are essentially implemented by the tilted Kraus operators e−sO0(k)/2Kk. In this expression, O0(k)
counts the amount of ‘1’ measurement outcomes in k. Note however that the hereby defined tilted Kraus map
Es[ρ] =

∑
{k} e

−sO0(k)KkρK
†
k is no physical quantum channel as it violates trace preservation for s ̸= 0. Therefore,

it does not permit consistent probabilities in Eqs. (5,6) to evaluate Eqs. (3,4), but generates the normalization
ZT (s) = Tr

{
ET
s [ρ(0)]

}
.

As demonstrated in Ref. [81], we can define a generalized rotation to obtain physical dynamics with the intended
properties by means of time-dependent biased Kraus operators

K̃k(t) = e−sO0(k)/2GtKkG
−1
t−1 , (S12)

with the recursion relation Gt−1 =
√
E∗
s [(Gt)2]. Here, the dual tilted Kraus map E∗

s acts sequentially on the operator
Gt backpropagating it to earlier times. Asymptotically, these operators are described in terms of the dominant matrix
ls of the dual tilted Kraus map E∗

s . The corresponding eigenvalue equation yields E∗
s [ls] = Λsls. Therefore, the

time-independent biased Kraus operators

K̃k =
e−sO0(k)/2

Λ
1/2
s

l1/2s Kkl
−1/2
s (S13)

emerge [80]. The biased Kraus operators in Eq. (S13) implement bona-fide quantum dynamics. In particular, the
completely positive trace-preserving quantum channel allows for a proper probabilistic interpretation, while encoding
the probabilities in the canonical ensemble at large times. Therefore, we can apply Eqs. (5,6) to calculate the dynamical
phase diagram (see Fig. 3).

SINGLE-BODY DYNAMICS

In this section, we investigate the case of a noninteracting, i.e., single-body, dynamics, achieved by setting V = 0
in Eq. (2). We calculate analytically the activity and temporal correlations at stationarity and before exploring the
influence of a static detuning ∆ in the system Hamiltonian HS.

We start by parametrizing the collision model Hamiltonian in U = e−iHCM∆t for a single qubit as

HCM∆t = a(σx ⊗ 1) + b(P ⊗ τx) , (S14)
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FIG. S2. Single-body dynamics. (a) Dynamical order parameters across (∆t, γ)-plane. For L = 1, we show the stationary
activity a (top) and temporal correlations cδ, with δ = (0, 1) (bottom). (b) Influence of static detuning. For the parameters
(∆t, γ) = (1.25/Ω, 3Ω), we plot the dependence of both dynamical order parameters on the static detuning ∆ and the activity
counting field s. (c) Stochastic realizations. For two chosen detunings ∆ [see star and cross in panel (b)], we investigate the
probability ⟨n(t)⟩ to find the qubit in state |1S⟩ (blue line) and the corresponding ancilla measurements (red strokes) of the
stochastic realization.

where we define a = Ω∆t and b =
√
γ∆t. Utilizing the stationary state of the dynamics ρss = 1/2, the stationary

probability to observe k(t) = 1 reads

p(k(t)=1)
t→∞→ Tr

{
K1ρssK

†
1

}
=

1

2
Tr

{
K1K

†
1

}
=

1

2
− 1

2c
cos b

(
b2 cos

√
c+ 4a2

)
, (S15)

with c = 4a2 + b2. Similarly, in order to also resolve temporal correlations, we compute the probability for two
consecutive ‘1’ measurements in time, which is given by

p(k(t)=1, k(t−1)=1)
t→∞→ Tr

{
(K1)

2ρss(K
†
1)

2
}
=

1

2
Tr

{
(K1)

2(K†
1)

2
}

=
4a2

(
4b2 cos

√
c+c cos(2b)

)
− 4c cos b

(
b2 cos

√
c+4a2

)
+ b2

(
c cos(2b)−4a2

)
cos (2

√
c) + 3

(
16a4+4a2b2+b4

)
8c2

.

(S16)

Since here k(t) = p(k(t)= 1) and k(t)k(t− 1) = p(k(t)= 1, k(t−1)= 1), the activity at stationarity is thus given by
Eq. S15, while the corresponding temporal correlations, with δ = (0, 1), read

cδ(t) = k(t)k(t− 1)− k(t) k(t− 1)
t→∞→ 1

2c2

(
b2 sin2 b sin2

(
1

2

√
c

)((
8a2 + b2

)
cos

√
c+ b2

))
. (S17)

We show the explicit dependence of both dynamical order parameters on the collision time ∆t and dephasing rate γ
in Fig. S2(a). We observe both temporal correlations and anti-correlations. In particular, for the collision parameters
(∆t, γ) = (1.25/Ω, 3Ω) that we utilize throughout our investigations, we find temporal anti-correlations [see also
V = 0 in Fig. 3].
For these parameters, we now consider a static detuning ∆ of the |1S⟩ state that models an off-resonant Rabi drive.

The corresponding system Hamiltonian then yields

HS = Ωσx +∆n . (S18)

In Fig. S2(b), we plot the activity and temporal correlation phase diagrams for canonical ensembles with s being
the counting field with respect to the time-integrated number of ‘1’ measurement outcomes. We observe that both
quantities vary smoothly with the detuning ∆ at s = 0. This is not surprising, since the fully mixed state ρss = 1/2
remains the stationary state of the dynamics. Conversely, both dynamical order parameters show sharp changes,
when varying s at certain recurrent detunings ∆. Here, negative counting fields promote a very active phase, reducing
temporal correlation to almost zero, while positive s values lead to very inactive dynamics with also negligible temporal
correlations. In Fig. S2(c), we investigate the influence of the sharp changes in dynamical order parameters on
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stochastic realizations. We show exemplary dynamics for detunings with and without distinct dynamical phases in
their immediate vicinity in s [corresponding to the star and cross in the phase diagrams]. In the first case, displayed
in the upper panel, we observe intermittent periods of the active and the inactive phase alongside the system qubit
being in the |0S⟩ state or the |1S⟩ state. Conversely, in the lower panel at a detuning, where no distinct dynamical
phases meet at s ≈ 0, the state of the system is not pinned to one of the computational basis states. Furthermore,
the measurements are not bunched over a long period of time.
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