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S1 Supplementary Results

This section consists of robustness checks, model comparison and results from additional analysis.

S1.1 Robustness checks and model comparison — Study 1

Outliers can bias hypothesis tests, particularly if individuals in our sample have extreme average
response latencies (zPosf) and low or high number of posts. As a robustness check, we removed
all individuals that fall outside of the 20" — 80™ deciles on either variable, and compared the means
of the developmental groups in the remaining datasets. We obtained similar results after removing
individuals from both groups who had extreme average response latencies and low or high number
of posts (adolescents showed a higher learning rate (M = 0.0008) than adults (M = 0.0005; Welch
two-sample t-test: #(7767.9) = 6.2336, p<0.001)), confirming that the difference in sensitivity to
online social feedback is not dependent on extreme cases.

Although the parametric test is quite robust to large sample sizes when data is not normally
distributed, as another robustness check we ran a non-parametric test to compare both groups'
means and obtained similar results (U = 38515525, r =-0.12, p< 0.001).

Model comparison was done using the Akaike information Criterion (AIC; (80)) which
balances goodness-of-fit and model complexity, neutralising complexity differences between
models and it is quite robust with large sample sizes. Model comparison indicates that the RL
model performed better at describing social media behaviour on Instagram across adolescent, adult
and collapsed data than a null model without reward learning (see Table S1 for AIC results). The
null model assumes a fixed posting strategy (i.e., average response latency) on social media which

is not influenced by online social feedback.

S1.2 Exploratory: comparison of utility function of likes in RL — Study 1

In the RL model, the utility of likes followed a linear identity function: u(R) = R. However, posts
on Instagram can receive several likes which may lead the user to some sort of habituation to
online social feedback. In order words, the value given to a like may be different depending on the
number of likes received for a post. Therefore, we further investigate the utility of likes on
Instagram following an exponential function: u(R) = R by including a free parameter d (0< d <
o) to the RL model (/6). For instance, if a user with d = 0.5 receives 10 likes, the utility of that

like is around ~3, while for 10000 likes the utility is ~100. Adding this free parameter improves


https://paperpile.com/c/JweCra/ySpZ1

the RL model describing social media behaviour (Table S1 for AIC results) across adolescent and
adult data. This finding is in line with (/5), suggesting that individuals with a larger number of
followers on Instagram may habituate to likes as they tend to assign less weight to each like and
thus in need of more likes for an equivalent rewarding effect. We further tested this using linear
regression to predict the number of followers (log-transformed) from the model estimated d
parameter, controlling for the number of posts in the adolescent and adult data. We observed that
a lower model estimated d parameter (more strongly diminishing marginal; utility of likes) was
related to greater follower count in adolescents (b =-0.15, SE=0.011, ¢ = -13.12, p< 0.001) and
adults (b=-0.20, SE=0.012, r =-17.12, p< 0.001).

Additionally, we tested the differences in sensitivity to likes between adolescents and
adults using the RL in which likes follow an exponential function. We obtained similar results to
those reported in the main text: adolescents (M, = 0.0014) are more sensitive to likes than adults
(My=0.0006; Welch two-sample #-test: #(9039) = 6.59, p<0.001; with a small effect size d=0.11).
We also ran a non-parametric test to compare both groups' means and obtained similar results (U

=38921573, r=-0.13, p<0.001).

S1.3 Robustness checks — Study 2

We removed individuals (n = 4) reporting mood values lower and higher than 1.5 times the
interquartile range and reran the analysis. The results obtained after removing outliers were similar
to results reported in the main text for each time point. No mood differences between age groups
were found between at T1 (U = 3903.5, » = 0.13, p=0.1181), however adolescents were more
negative at T2 (U = 3553, r = 0.21, p= 0.01275) and T3 (U= 3516, r = 0.22, p= 0.009664)
compared to adults. Therefore, the differences in mood changes between adolescents and adults

were not driven by these outliers.

S1.4 Social anxiety and problematic social media use — Study 2

Overall, adolescents reported to feel moderately socially anxious (M = 3.1; Fig. S4a) compared to
adults who reported lower levels of social anxiety (M = 2.6; Fig. S4c; U= 5764.5, r =-0.23, p=
0.01). Moreover, both groups showed moderate levels of problematic social media use
(adolescents: M =3.2; Fig. S4b adults: M= 3.0; Fig. S4d; U=4988, r=-0.06, p = 0.449). Although

we did not find significant differences between adolescents and adults in their levels of problematic



social media use, adults reported slightly higher rates of problematic use. A possible explanation
for this is that self-reported measures, in particular problematic media use, require metacognition
to recognize a potential problem, which may be less evident in adolescent groups as they are
developing their metacognitive skills (87, §2). Additionally, adolescents might view high levels of
social media use as normative because their peers may also use it extensively, whereas adults may
have a lower threshold and thus report more problematic use.

Previous research suggested that social anxiety is related to mood (83) while problematic
social media use is related to mood and addictive-like behaviours (84). During adolescence,
individuals experience significant changes in mood (85), so we aimed to understand the
relationship between social anxiety and mood changes as well as problematic social media use and
mood changes during the experiment. However, we did not find evidence supporting a link
between social anxiety and mood changes nor self-reported problematic media use and mood
change across age groups (see Table S3 and S4 for regression results, respectively). This
discrepancy could be due to differences between subject and objective measures of media use as
highlighted by previous research. For instance, subjective measures of social media use showed a
weak association with more objective usage data collected from devices (27, 86). The scale of
problematic social media use included in our study measures the perceived lack of control over
time spent on or thinking about social media. Given the developmental differences in
metacognition mentioned earlier, participants could have over or underestimated their usage,

potentially limiting our results.

S1.5 Sex differences in mood change — Study 2

Although not the focus of our main analyses, in light of previous research suggesting sex
differences in the relationship between social media use and well-being during adolescence
(e.g.,(53, 54), we conducted further analyses to investigate potential mood changes across sexes.
For instance, female adolescents seem to experience an increase in mental health difficulties (e.g.,
anxiety, depressive symptoms) related to the onset of puberty (87) and they may spend more time
on social media than their male counterparts (88). We ran a linear mixed-effects model separately
for adolescents and adults to examine the sex effects across all mood measurements during the
experiment. We did not find evidence supporting differences in mood change between females

and males in the adolescent and adult groups (see Table S5 for descriptive statistics and Table S6
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for regression results). However, given that we did not predict sex differences, our study was not
designed to test such an effect. Therefore, these findings should be interpreted with caution due to
the small and unbalanced sample sizes, which may affect the results limiting their robustness and

generalizability.

S1.6 Model comparison — Study 3
As observed in Study 1, model comparison suggested that the RL model (AIC = 67390) accounted
better for the time post decision than the null model without reward learning (AIC = 69880).
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Fig. S1. Power analysis.

We performed power analysis using the function pwr-t.test of the pwr package (89). The performed
power analysis for our main analysis of Study 1 indicates that we would need a minimal sample
of 110 individuals in each group to find a reliable difference in learning rates (at power level of
80% and at o = 0.05). Given that we include in our sample over 7000 adolescents and over 8000

adults and we focused on a very small deviation of the learning rate, we expect that our sample is

of an adequate size.
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Fig. S2. Model recovery of parameters of interest.

(A) Learning rates and (B) effort cost of the generated datasets were recovered.
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Fig. S3. Frequency distributions of behavioural measures.

Group

J

(A) Frequency distribution of the number of likes adolescents (purple) and adults (orange) received

for their posts (adolescents totalposs = 1524; adults totalposs = 1924) in the low reward condition

(on the left) and high reward condition (on the right). (B) Frequency distribution of response

latencies. Overall, adolescents’ responses were slower than adults (adolescents Muigh = 21.3s and
adults Muigh = 16.8s; Welch two-sample z-test: #(1492.9) = 3.50, p< 0.001; adolescents Miow =
24.4s and Miow = 16.8s; Welch two-sample z-test: #(1154.1)= 4.66, p< 0.001). (C) Adolescents

reported to be more negative than adults particularly after the low reward condition.

adult

adolescent
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Fig. S4. Frequency distributions of self-reported measures.

(A-D) Self-reports of adolescents on (A) social anxiety (on a 5-point scale ranging from 1 = ‘not
at all’ to 5 = ‘extremely’) and (B) problematic social media (SM) use (on a 5-point scale ranging
from 1 = ‘never’ to 5 = ‘very often’) (C-D), self-reports of adults on the same measures mentioned

in A-B.
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Fig. S5. Frequency distributions of self-reported measures.

(A-B) Frequency distributions of Instagram trace data of emerging adults. (A) Generally, their
posting latency was of 14.5 days, (B) with an average of 89 likes (C) and average of 117 posts.
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Fig. S6. Frequency distributions of sensitivity to social feedback, social anxiety, and

problematic social media use.

(A) Frequency distribution of learning rates among a sample of young adults (N = 96) with
population mean of a = 0.0004. (B) frequency distribution of individuals’ self-reported levels of
social anxiety. Overall, individuals (N = 105) indicated relatively low levels of social anxiety
(meansocial anxiety = 2.4). (C) frequency distribution of individuals’ self-reported problematic social

media (SM) use. Overall, individuals (N = 105) indicated relatively low levels of problematic

media use (meanmedia use = 2.2).
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Fig. S7. Full list of most relevant features.

(A) Cortical regions of the DK atlas (left hemisphere on the bottom and right hemisphere on the
top) related to social anxiety (SA; yellow), problematic media use (PMU; dark red) and left lingual
is the overlapping cortical region of these constructs (green). For the most relevant regions of these
two constructs see Fig. 4D as these are the ones overlapping with sensitivity to social feedback.
(B) list of both cortical and subcortical brain regions predicting social anxiety. Some of these
regions are integral in processing emotional and social stimuli and have been associated with social
anxiety in the literature, such as amygdala, isthmus cingulate, orbitofrontal cortex. (C) regions
related to problematic media use. Some of these regions play a role in emotional processing,
reward processing and learning, but also habit formation, such as amygdala, lateral orbitofrontal
cortex, nucleus accumbens and putamen, highlighting the potential neural underpinnings of
problematic media use. All these brain regions performed better than the random benchmark

consisting of values between 0 and 1 that are not relevant to predict any of the studied constructs.



Sample Model k n AIC

Adolescent Null model 1 7718 1320008
RL model 3 7718 1253746

RL¢ model 4 7718 1242755

Adult Null model 1 8895 1566071
RL model 3 8895 1460234

RLY model 4 8895 1442644

Both Null model 1 16613 2886078
RL model 3 16613 2713974

RL¢ model 4 16613 2685391

Table S1. Model performance using Akaike Information Criterion (AIC).

The table shows the sample, number of parameters (k), sample size (n) and AIC results for each

model.



Adolescent Adult

Likes (M) 207.5 97.28
tPost (M) 2.20 1.26
Posts (M) 71 132
Followers 1304 1856

Table S2. Descriptive statistics of Instagram trace data.

The table shows means (M) for likes, tPost, posts, and followers separately for adolescents and

adults.



Dependent variable:

Mood change TI  Mood change T2  Mood change T3

(Intercept) 1.85 (-6.96, 10.66) 2.37 (-6.45,11.20) 4.22(-6.91, 15.35)
p=0.69 p=0.60 p=046

Social anxiety 0.79 (-2.31,3.88) -1.95(-5.05,1.14) -1.17(-5.07,2.74)
p=0.62 p=0.22 p=0.56

Age group 048 (-13.77,14.74) 1.49 (-12.78,15.77) 1.98 (-16.04, 19.99)
p=0.95 p=0.84 p=0.84

Social anxiety X Age group -1.31(-591,3.28) -1.21(-5.81,3.39) -2.52(-8.33,3.28)
p=0.58 p=0.61 p=040

Observations 194 194 194

Table S3. The impact of social anxiety on mood change does not depend on the age group.

Generalised linear models were fitted to individuals’ mood change during the social media
experiment to test the interaction of social anxiety and age group on mood change at each time
point. Models report unstandardized coefficients. The 95% confidence intervals (CI) are in

parenthesis and P values below the CI.



Dependent variable:
Mood change T1 Mood change T2  Mood change T3

(Intercept) 1547 (3.75,27.19) -492(-16.82,6.97) 10.55 (-4.47,25.56)
p=0.02 p=042 p=0.18

Problematic media use -3.81(-748,-0.13) 0.73(-3.00,4.46) -3.08(-7.78,1.63)
p=0.05 p=0.71 p=0.21

Age group -22.44 (-43.16,-1.72) 16.06 (-4.98,37.09) -6.38 (-32.92, 20.17)
p=0.04 p=0.14 p=0.64

Problematic media use X Age group 6.21 (-0.18,12.61) -6.09 (-12.58,0.40) 0.12(-8.07,8.31)
p=0.06 p=0.07 p=0.98

Observations 194 194 194

Table S4. The impact of problematic media use on mood change does not depend on the
age group. Generalised linear models were fitted to individuals’ mood change during the social
media experiment to test the interaction of problematic media use and age group on mood
change at each time point. Models report unstandardized coefficients. The 95% confidence

intervals (CI) are in parenthesis and P values below the CI.



Adolescent

Female Male Other Prefer not to say
(n=54) (n=32) (n=3) (n=4)
T1 M=0.89 M= 047 M=10.8 M=-21
SD =16 SD=244 SD=148 SD =25.5
T2 M=-9.13 M=-125 M=-3 M=-1.5
SD =26.1 SD =16.1 SD =10.1 SD=13.4
T3 M=-8.24 M=-0.78 M=17.75 M=-225
SD=27.6 SD=268 SD=223 SD=12.0
Adult
Female Male
(n=35) (n=67)
T1 M=1.03 M=5.39
SD=12.0 SD=19.3
T2 M=-22 M=-297
SD=14.2 SD =14.3
T3 M=-1.17 M=242
SD=17.5 SD =20.3

Table SS5. Descriptive statistics of mood change.

The table shows means (M) and standard deviations (SD) for mood changes across T1, T2, and T3

broken down by sexes and age groups.



Dependent variable:

Mood
Teen Adult

(Intercept) 0.89(-5.38,7.15) 1.03 (-4.63,6.69)
p=0.79 p=0.73

T2 -10.02 (-16.87,-3.17) -3.23(-9.62,3.17)
p =0.005 p=0.33

T3 -9.13 (-15.98,-2.28) -2.20(-8.59,4.19)
p=0.01 p=05l1

Sex 042 (-10.69,9.85) 4.36(-2.62,11.34)
p=0.94 p=023

T2 X'sex 8.30(-2.93,19.53) -5.13(-13.02,2.76)
p=0.15 p=0.21

T3 Xsex 7.88(-3.35,19.11) -0.77 (-8.66,7.12)
p=0.17 p=0.85

Table S6. Sex differences in mood changes in both adolescent and adult groups.

Linear mixed-effect models were fitted to individuals’ mood changes during the social media

experiment to test the effect of sex (reference: female) across all time points (reference: T1) during

the social media experiment in the adolescent group and adult group. Models report unstandardized

coefficients. The 95% confidence intervals (CI) are in parenthesis and P values are below the CI.

We did not perform analysis with those identified as other or prefer not to say as the sample size

was rather small.



Likes 89

tPost 14.5

Posts 117
Followers 791

Table S7. Descriptive statistics of Instagram trace data.

The table shows means (M) for likes, tPost, posts, and followers of older youth.



Brain region M SD P

left amygdala 0.0013525 0.0003994

left putamen 0.0043500 0.0007424

left ventral DC 0.0011329 0.0002475 o

left fusiform 0.0030620 0.0006971

left precentral 0.0023698 0.0003819 hx

left transverse temporal 0.0052664 0.0010277 e
right cuneus 0.0017211 0.0004263
right parahippocampal 0.0082549 0.0019773 ok
right pars opercularis 0.0025070 0.0004373 e
right precentral 0.0026064 0.0006724 e
right superior parietal 0.0011710 0.0002825 e
right putamen 0.0018896 0.0003649
right ventral DC 0.0025005 0.0004773

Table S8. Brain areas related to social feedback sensitivity.
Mean importance coefficient (M), standard deviations (SD) and p values (* p < .05; ** p < .01;
*#% p <.001) of the most important brain regions that beyond performing better than the random

benchmark also showed statistical significance in sensitivity to social feedback.



Brain region M SD P

left amygdala 0.0510504 0.0095503 xx

left cuneus 0.0466151 0.0083780 e

left inferior temporal 0.0515859 0.0100246 oxx

left isthmus cingulate 0.0173571 0.0031780 xx

left lingual 0.0796479 0.0146192 xx

left pericalcarine 0.0550429 0.0109310 e

left precentral 0.0204938 0.0034631 e

left superior parietal 0.0576885 0.0107667 e

right pars orbitalis 0.0175300 0.0033611 xx
right ventral DC 0.0162045 0.0038519 *

Table S9. Brain areas related to social anxiety.
Mean importance coefficient (M), standard deviations (SD) and p values (* p <.05; ** p < .01;
*#% p <.001) of the most important brain regions that beyond performing better than the random

benchmark also showed statistical significance in predicting social anxiety.



Brain region M SD p

left amygdala 0.0227703 0.0037461 b

left lingual 0.0071933 0.0014830 o

left rostral anterior cingulate 0.0072077 0.0013411 o
left transverse temporal 0.0241089 0.0040548 e
right lateral orbitofrontal 0.0502079 0.0085238 e
right accumbens 0.0103761 0.0019289 e

right putamen 0.0188564 0.0053830 o

Table S10. Brain areas related to problematic social media use.
Mean importance coefficient (M), standard deviations (SD) and p values (* p < .05; ** p < .01;
*#% p <.001) of the most important brain regions that beyond performing better than the random

benchmark also showed statistical significance in predicting problematic social media use.



Screenshots of the experiment.

Introduction

Welcome!
T . EM  UNIVERSITY
¢ You are participating in a study conducted by: OF AMSTERDAM )
* Your data will only be used for academic research.
or
¢ You can choose at any point during the experiment to stop your press
participation and your data will be discarded. [>]

In this study, we want to learn more about how people behave on social
media. If you choose to participate, you will receive a 5% Amazon voucher.
You will also enter into a lottery where you have the opportunity to win an
extra 50$ Amazon voucher.

The study will last about 25 minutes.

Informed Consent

To participate in this experiment you need to:
* Use your computer. The experiment does not work on phones or tablets.
* Set this window into Fullscreen mode (if you do not know how to do it, we will explain)

( * Atthe end of the experiment, we will ask for your email details so we can procede with the

payment. Please make sure you can provide this information before you consent to this study.
or

press We reserve the right to exclude you from payment if we detect that you are not paying attention
[€] (jumping between other windows or setting off the Fullscreen too many times). By checking this
checkbox you give permission for the use of your anonymized answers for research purposes.

|| lagree to the Terms and Conditions above and to participate in this experiment. | understand |
will be required to give my email details so | can receive payment.

Next




Please read carefully the information below. At the end of these instructions, you
will be asked some comprehension questions.

« In this study, you will be using a platform that resembles aspects of social media
(e.g. Instagram).

YYou can either post “Memes” (humorous pictures) or see and rate Memes in an
infinite Feed.

Before the experiment begins, you will have have two trials to familiarize with
the app. In the first trial, you will have 1 minute to try the infinite feed. In the
second trial, you will be required to try post 4 times.

After, you can post or see as many Memes you want for two sessions of 7
minutes each.

The figure shows a preview of the app. The left side displays the Feed. After you
post for the first time, the information about your last post will be shown in the
right side.

or
press|
]

o Each time you decide to post you can do so by selecting one Meme out of a
press set of 6 Memes.
€]

YYou select a meme by pressing the button below the image.

The information about the posts and/or memes you like and dislike in the feed
could be used in future academic research with peers of your age in an
anonymized manner.

Select a meme pressing a button

1 e et it 0
Jounnngy

en e you vt M re-coding y own post
o P i

or
press
=]




After posting

or
press press
[€1 After you select your image, your post is ready and you will see the real number of likes associated with the 1

meme.

In an earlier part of this study, these memes were rated by 40 independent participants. Thus, the
number of likes you will see for your post is real.

The maximum number of likes that a post received during the ratings was 34, and the minimum was 6.

How are you feeling?

or or
press press
[€1 1

How are you feeling at the moment?
« You will be asked to report how you are feeling after each session in the app. Please

note you are required to report this information in order to continue.

1= Exvamoly negatve 100 - Extemaly positve

« Therefore, will not be able to proceed until you slide the bar.

Rotig 51




Is it all clear? Please answer these questions correctly to

proceed:

* How many minutes do both sessions in the experiment take?

or * Pick the TRUE statement
press
[«]

v --Select--
The feedback of the memes | choose is not real
B The maximum amount of likes | can receive is 40
* Picl The maximum amount of likes | can receive is 34

Submit

Is it all clear? Please answer these questions correctly to

proceed:

* How many minutes do both sessions in the experiment take?

or ¢ Pick the TRUE statement

P

€]

¢ Pick the TRUE statement
v --Select--
| am not required to use my computer

| am required to report how | feel
| am required to post from time to time

Submit




You will now have one minute to try THE FEED (@.@%)

LET'S DO IT

Participants could try the feed for a minute (see feed on main screen below).

Click the button below when you are ready to try the posting. Remember posting 4 times is required to
access the experiment (@.91)

LET'S DO IT

Trial in which participants could post and get familiar with the experiment (to post they would
press the “Post” button on the main screen below).

me: wins a game of cards on my pc

Solitaire:

POST @

Main screen consists of both: the infinite feed on the left and the post history on the right.
Participant did not yet post therefore the page is blank.




My mom: I'm gonna give away all the
toys you don't use anymore

me: my back hurts so bad what the hell GO gle
also me:
Me at 24 years old:

-

. Why does my back hurt!?

-
&;4‘

)

Me: | really need to
cut back on my carbs.

Also Me:

Humans when a person is
1 year closer to death:

Set of 6 memes participants could select from.

Your feedback

32@

Continue

After posting, participants could see the feedback received for their post. This feedback is in the
high reward condition.



| Scroll down to see more or press button to post. Your last post

Lil $us
‘ @heyyy_sus Google

Why does my back hurt? +

Me leaving the house without eating breakfast,
dehydrated, and with 2 hours of sleep

POST @

Back to the main screen, participants could continue scrolling or posting again. Now they can see
their posting history consisting of the last post together with the feedback received. The same

occurred in the low reward condition, except for the number of likes that was lower (between 6
and 18).

How are you feeling at the moment?

1= Extremely negative / 100 = Extremely positive

Rating: 51

Measurement of mood which was done 3 times over the course of the experiment.
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