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S1 Supplementary Results 

This section consists of robustness checks, model comparison and results from additional analysis. 

S1.1 Robustness checks and model comparison – Study 1 

Outliers can bias hypothesis tests, particularly if individuals in our sample have extreme average 

response latencies (τPost) and low or high number of posts. As a robustness check, we removed 

all individuals that fall outside of the 20th – 80th deciles on either variable, and compared the means 

of the developmental groups in the remaining datasets. We obtained similar results after removing 

individuals from both groups who had extreme average response latencies and low or high number 

of posts (adolescents showed a higher learning rate (M = 0.0008) than adults (M = 0.0005; Welch 

two-sample t-test: t(7767.9) = 6.2336, p< 0.001)), confirming that the difference in sensitivity to 

online social feedback is not dependent on extreme cases.  

Although the parametric test is quite robust to large sample sizes when data is not normally 

distributed, as another robustness check we ran a non-parametric test to compare both groups' 

means and obtained similar results (U = 38515525, r = -0.12, p< 0.001). 

Model comparison was done using the Akaike information Criterion (AIC; (80)) which 

balances goodness-of-fit and model complexity, neutralising complexity differences between 

models and it is quite robust with large sample sizes. Model comparison indicates that the RL 

model performed better at describing social media behaviour on Instagram across adolescent, adult 

and collapsed data than a null model without reward learning (see Table S1 for AIC results). The 

null model assumes a fixed posting strategy (i.e., average response latency) on social media which 

is not influenced by online social feedback.  

S1.2 Exploratory: comparison of utility function of likes in RL – Study 1 

In the RL model, the utility of likes followed a linear identity function: u(R) = R. However, posts 

on Instagram can receive several likes which may lead the user to some sort of habituation to 

online social feedback. In order words, the value given to a like may be different depending on the 

number of likes received for a post. Therefore, we further investigate the utility of likes on 

Instagram following an exponential function: u(R) = Rd by including a free parameter d (0≤ " ≤
∞) to the RL model (16). For instance, if a user with d = 0.5 receives 10 likes, the utility of that 

like is around ~3, while for 10000 likes the utility is ~100. Adding this free parameter improves 

https://paperpile.com/c/JweCra/ySpZ1


the RL model describing social media behaviour (Table S1 for AIC results) across adolescent and 

adult data. This finding is in line with (15), suggesting that individuals with a larger number of 

followers on Instagram may habituate to likes as they tend to assign less weight to each like and 

thus in need of more likes for an equivalent rewarding effect. We further tested this using linear 

regression to predict the number of followers (log-transformed) from the model estimated d 

parameter, controlling for the number of posts in the adolescent and adult data. We observed that 

a lower model estimated d parameter (more strongly diminishing marginal; utility of likes) was 

related to greater follower count in adolescents (b = -0.15, SE= 0.011, t = -13.12, p< 0.001) and 

adults (b= -0.20, SE= 0.012, t = -17.12, p< 0.001).  

Additionally, we tested the differences in sensitivity to likes between adolescents and 

adults using the RL in which likes follow an exponential function. We obtained similar results to 

those reported in the main text: adolescents (Mα = 0.0014) are more sensitive to likes than adults 

(Mα = 0.0006; Welch two-sample t-test: t(9039) = 6.59, p< 0.001; with a small effect size d = 0.11). 

We also ran a non-parametric test to compare both groups' means and obtained similar results (U 

= 38921573, r = -0.13, p< 0.001). 

S1.3 Robustness checks – Study 2 

We removed individuals (n = 4) reporting mood values lower and higher than 1.5 times the 

interquartile range and reran the analysis. The results obtained after removing outliers were similar 

to results reported in the main text for each time point. No mood differences between age groups 

were found between at T1 (U = 3903.5, r = 0.13, p =0.1181), however adolescents were more 

negative at T2 (U = 3553, r = 0.21, p = 0.01275) and T3 (U= 3516, r = 0.22, p = 0.009664) 

compared to adults. Therefore, the differences in mood changes between adolescents and adults 

were not driven by these outliers.  

S1.4 Social anxiety and problematic social media use – Study 2 

Overall, adolescents reported to feel moderately socially anxious (M = 3.1; Fig. S4a) compared to 

adults who reported lower levels of social anxiety (M = 2.6; Fig. S4c; U = 5764.5, r = -0.23, p = 

0.01). Moreover, both groups showed moderate levels of problematic social media use 

(adolescents: M = 3.2; Fig. S4b adults: M = 3.0; Fig. S4d; U = 4988, r = -0.06, p = 0.449). Although 

we did not find significant differences between adolescents and adults in their levels of problematic 



social media use, adults reported slightly higher rates of problematic use. A possible explanation 

for this is that self-reported measures, in particular problematic media use, require metacognition 

to recognize a potential problem, which may be less evident in adolescent groups as they are 

developing their metacognitive skills (81, 82). Additionally, adolescents might view high levels of 

social media use as normative because their peers may also use it extensively, whereas adults may 

have a lower threshold and thus report more problematic use. 

Previous research suggested that social anxiety is related to mood (83) while problematic 

social media use is related to mood and addictive-like behaviours (84). During adolescence, 

individuals experience significant changes in mood (85), so we aimed to understand the 

relationship between social anxiety and mood changes as well as problematic social media use and 

mood changes during the experiment. However, we did not find evidence supporting a link 

between social anxiety and mood changes nor self-reported problematic media use and mood 

change across age groups (see Table S3 and S4 for regression results, respectively). This 

discrepancy could be due to differences between subject and objective measures of media use as 

highlighted by previous research. For instance, subjective measures of social media use showed a 

weak association with more objective usage data collected from devices (27, 86). The scale of 

problematic social media use included in our study measures the perceived lack of control over 

time spent on or thinking about social media. Given the developmental differences in 

metacognition mentioned earlier, participants could have over or underestimated their usage, 

potentially limiting our results.  

S1.5 Sex differences in mood change – Study 2 

Although not the focus of our main analyses, in light of previous research suggesting sex 

differences in the relationship between social media use and well-being during adolescence 

(e.g.,(53, 54), we conducted further analyses to investigate potential mood changes across sexes. 

For instance, female adolescents seem to experience an increase in mental health difficulties (e.g., 

anxiety, depressive symptoms) related to the onset of puberty (87) and they may spend more time 

on social media than their male counterparts (88). We ran a linear mixed-effects model separately 

for adolescents and adults to examine the sex effects across all mood measurements during the 

experiment. We did not find evidence supporting differences in mood change between females 

and males in the adolescent and adult groups (see Table S5 for descriptive statistics and Table S6 
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for regression results). However, given that we did not predict sex differences, our study was not 

designed to test such an effect. Therefore, these findings should be interpreted with caution due to 

the small and unbalanced sample sizes, which may affect the results limiting their robustness and 

generalizability.  

S1.6 Model comparison – Study 3 

As observed in Study 1, model comparison suggested that the RL model (AIC = 67390) accounted 

better for the time post decision than the null model without reward learning (AIC = 69880). 



Fig. S1. Power analysis. 

We performed power analysis using the function pwr.t.test of the pwr package (89). The performed 

power analysis for our main analysis of Study 1 indicates that we would need a minimal sample 

of 110 individuals in each group to find a reliable difference in learning rates (at power level of 

80% and at α = 0.05). Given that we include in our sample over 7000 adolescents and over 8000 

adults and we focused on a very small deviation of the learning rate, we expect that our sample is 

of an adequate size. 
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Fig. S2. Model recovery of parameters of interest. 

(A) Learning rates and (B) effort cost of the generated datasets were recovered.



Fig. S3. Frequency distributions of behavioural measures. 

(A) Frequency distribution of the number of likes adolescents (purple) and adults (orange) received

for their posts (adolescents totalposts = 1524; adults totalposts = 1924) in the low reward condition

(on the left) and high reward condition (on the right). (B) Frequency distribution of response

latencies. Overall, adolescents’ responses were slower than adults (adolescents MHigh = 21.3s and

adults MHigh = 16.8s; Welch two-sample t-test: t(1492.9) = 3.50, p< 0.001; adolescents MLow =

24.4s and MLow = 16.8s; Welch two-sample t-test: t(1154.1)= 4.66, p< 0.001). (C) Adolescents

reported to be more negative than adults particularly after the low reward condition.



Fig. S4. Frequency distributions of self-reported measures. 

(A-D) Self-reports of adolescents on (A) social anxiety (on a 5-point scale ranging from 1 = ‘not 

at all’ to 5 = ‘extremely’) and (B) problematic social media (SM) use (on a 5-point scale ranging 

from 1 = ‘never’ to 5 = ‘very often’) (C-D), self-reports of adults on the same measures mentioned 

in A-B. 



Fig. S5. Frequency distributions of self-reported measures. 

(A-B) Frequency distributions of Instagram trace data of emerging adults. (A) Generally, their 

posting latency was of 14.5 days, (B) with an average of 89 likes (C) and average of 117 posts. 



Fig. S6. Frequency distributions of sensitivity to social feedback, social anxiety, and 

problematic social media use. 

(A) Frequency distribution of learning rates among a sample of young adults (N = 96) with

population mean of α = 0.0004. (B) frequency distribution of individuals’ self-reported levels of

social anxiety. Overall, individuals (N = 105) indicated relatively low levels of social anxiety

(meansocial anxiety = 2.4). (C) frequency distribution of individuals’ self-reported problematic social

media (SM) use. Overall, individuals (N = 105) indicated relatively low levels of problematic

media use (meanmedia use = 2.2).



Fig. S7. Full list of most relevant features. 

(A) Cortical regions of the DK atlas (left hemisphere on the bottom and right hemisphere on the

top) related to social anxiety (SA; yellow), problematic media use (PMU; dark red) and left lingual

is the overlapping cortical region of these constructs (green). For the most relevant regions of these

two constructs see Fig. 4D as these are the ones overlapping with sensitivity to social feedback.

(B) list of both cortical and subcortical brain regions predicting social anxiety. Some of these

regions are integral in processing emotional and social stimuli and have been associated with social

anxiety in the literature, such as amygdala, isthmus cingulate, orbitofrontal cortex. (C) regions

related to problematic media use. Some of these regions play a role in emotional processing,

reward processing and learning, but also habit formation, such as amygdala, lateral orbitofrontal

cortex, nucleus accumbens and putamen, highlighting the potential neural underpinnings of

problematic media use. All these brain regions performed better than the random benchmark

consisting of values between 0 and 1 that are not relevant to predict any of the studied constructs.



Sample Model k n AIC 

Adolescent Null model 1 7718 1320008 

RL model 3 7718 1253746 

RLd  model 4 7718 1242755 

Adult Null model 1 8895 1566071 

RL model 3 8895 1460234 

RLd model 4 8895 1442644 

Both Null model 1 16613 2886078 

RL model 3 16613 2713974 

RLd  model 4 16613 2685391 

Table S1. Model performance using Akaike Information Criterion (AIC). 

The table shows the sample, number of parameters (k), sample size (n) and AIC results for each 

model. 



Adolescent Adult 

Likes (M) 207.5 97.28   

τPost (M) 2.20 1.26 

Posts (M) 71  132 

Followers 1304 1856 

Table S2. Descriptive statistics of Instagram trace data. 

The table shows means (M) for likes, τPost, posts, and followers separately for adolescents and 

adults. 



Table S3. The impact of social anxiety on mood change does not depend on the age group. 

Generalised linear models were fitted to individuals’ mood change during the social media 

experiment to test the interaction of social anxiety and age group on mood change at each time 

point. Models report unstandardized coefficients. The 95% confidence intervals (CI) are in 

parenthesis and P values below the CI. 



Table S4. The impact of problematic media use on mood change does not depend on the 

age group. Generalised linear models were fitted to individuals’ mood change during the social 

media experiment to test the interaction of problematic media use and age group on mood 

change at each time point. Models report unstandardized coefficients. The 95% confidence 

intervals (CI) are in parenthesis and P values below the CI. 



Adolescent 

Female 

(n=54) 

Male 

(n=32) 

Other 

(n=3) 

Prefer not to say 

(n=4) 

T1 M = 0.89  

SD = 16 

M =  0.47 

SD = 24.4 

M = 10.8 

SD = 14.8 

M= -21 

SD =25.5 

T2 M = -9.13 

SD = 26.1 

M =-1.25  

SD =16.1 

M = -3 

SD = 10.1 

M = -1.5 

SD = 13.4 

T3 M = -8.24  

SD = 27.6 

M = -0.78 

SD = 26.8 

M = 7.75 

SD = 22.3 

M = -22.5 

SD = 12.0 

Adult 

Female 

(n=35) 

Male 

(n=67) 

T1 M =1.03 

SD = 12.0 

M = 5.39 

SD = 19.3 

T2 M = -2.2 

SD = 14.2 

M = -2.97 

SD =14.3 

T3 M =-1.17 

SD = 17.5 

M = 2.42 

SD = 20.3 

Table S5. Descriptive statistics of mood change.   

The table shows means (M) and standard deviations (SD) for mood changes across T1, T2, and T3 

broken down by sexes and age groups.  



Table S6. Sex differences in mood changes in both adolescent and adult groups. 

Linear mixed-effect models were fitted to individuals’ mood changes during the social media 

experiment to test the effect of sex (reference: female)  across all time points (reference: T1) during 

the social media experiment in the adolescent group and adult group. Models report unstandardized 

coefficients. The 95% confidence intervals (CI) are in parenthesis and P values are below the CI. 

We did not perform analysis with those identified as other or prefer not to say as the sample size 

was rather small. 



M 

Likes 89 

τPost 14.5 

Posts 117 

Followers 791 

Table S7. Descriptive statistics of Instagram trace data.  

The table shows means (M) for likes, τPost, posts, and followers of older youth. 



Table S8. Brain areas related to social feedback sensitivity. 

Mean importance coefficient (M), standard deviations (SD) and p values (* p < .05; ** p < .01; 

*** p < .001) of the most important brain regions that beyond performing better than the random 

benchmark also showed statistical significance in sensitivity to social feedback.  



Table S9. Brain areas related to social anxiety. 

Mean importance coefficient (M), standard deviations (SD) and p values (* p < .05; ** p < .01; 

*** p < .001) of the most important brain regions that beyond performing better than the random 

benchmark also showed statistical significance in predicting social anxiety. 



Table S10. Brain areas related to problematic social media use. 

Mean importance coefficient (M), standard deviations (SD) and p values (* p < .05; ** p < .01; 

*** p < .001) of the most important brain regions that beyond performing better than the random 

benchmark also showed statistical significance in predicting problematic social media use.  



Screenshots of the experiment. 









Participants could try the feed for a minute (see feed on main screen below). 

Trial in which participants could post and get familiar with the experiment (to post they would 

press the “Post” button on the main screen below). 

Main screen consists of both: the infinite feed on the left and the post history on the right. 

Participant did not yet post therefore the page is blank.  



Set of 6 memes participants could select from. 

After posting, participants could see the feedback received for their post. This feedback is in the 

high reward condition.  



Back to the main screen, participants could continue scrolling or posting again. Now they can see 

their posting history consisting of the last post together with the feedback received. The same 

occurred in the low reward condition, except for the number of likes that was lower (between 6 

and 18).  

Measurement of mood which was done 3 times over the course of the experiment. 
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