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Application: Virtual Co-presence

Fig. 1. We propose EgoAvatar , which takes an egocentric video stream capturing a real human in motion as input and sub-sequentially recovers the skeleton
motion, explicit surface mesh, and Gaussian splats representing the geometry and appearance of the avatar. Once the parameters of our character model are
recovered, EgoAvatar allows us to re-render the full-body avatar in a free viewpoint, which potentially enables a virtual and full-body co-presence.
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Immersive VR telepresence ideally means being able to interact and com-
municate with digital avatars that are indistinguishable from and precisely
reflect the behaviour of their real counterparts. The core technical challenge
is two fold: Creating a digital double that faithfully reflects the real human
and tracking the real human solely from egocentric sensing devices that are
lightweight and have a low energy consumption, e.g. a single RGB camera.
Up to date, no unified solution to this problem exists as recent works solely
focus on egocentric motion capture, only model the head, or build avatars
from multi-view captures. In this work, we, for the first time in literature,
propose a person-specific egocentric telepresence approach, which jointly
models the photoreal digital avatar while also driving it from a single ego-
centric video. We first present a character model that is animatible, i.e. can be
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solely driven by skeletal motion, while being capable of modeling geometry
and appearance. Then, we introduce a personalized egocentric motion cap-
ture component, which recovers full-body motion from an egocentric video.
Finally, we apply the recovered pose to our character model and perform a
test-time mesh refinement such that the geometry faithfully projects onto
the egocentric view. To validate our design choices, we propose a new and
challenging benchmark, which provides paired egocentric and dense multi-
view videos of real humans performing various motions. Our experiments
demonstrate a clear step towards egocentric and photoreal telepresence as
our method outperforms baselines as well as competing methods. For more
details, code, and data, we refer to our project page.

CCS Concepts: • Computing methodologies → Computer vision; Ani-
mation; Rendering.

Additional Key Words and Phrases: Animatible Avatars, Egocentric Capture,
Performance Capture, Human Modeling
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1 Introduction
With recent developments in VR headset technology, wearable com-
puting is becoming more and more a reality with great potential for
applications like immersive and social telepresence that no longer
relies on complicated, stationary, and spatially constrained external
capture setups, e.g. multi-camera rigs. However, this comes with the
challenge of faithfully reproducing, animating and re-rendering the
real human in the virtual world from only limited body-mounted
sensor data. More precisely, this requires 1) turning a real human
into an animatable, full-body, and photoreal digital avatar and 2)
faithfully tracking the persons motion from limited sensor data of
the headset to drive the avatar.
Both of these points pose a significant research challenge and

many recent works proposed promising solutions. Creating animat-
able and photoreal digital twins from real world measurements of a
human, e.g. multi-view video [Bagautdinov et al. 2021; Habermann
et al. 2023, 2021; Kwon et al. 2023; Liu et al. 2021; Luvizon et al. 2024;
Pang et al. 2023; Xiang et al. 2022, 2021] or single view video [Jiang
et al. 2022; Weng et al. 2022] has been extensively researched re-
cently, achieving high-quality results while also enabling real-time
performance [Zhu et al. 2023]. Follow-up works [Remelli et al. 2022;
Shetty et al. 2023; Sun et al. 2024; Xiang et al. 2023] have shown how
to drive such avatars from sparse signals like a few stationary and
external cameras. Nevertheless, such a hardware setup constrains
the person to remain within a fixed and very limited capture volume
observed by the external cameras. In contrast, other works focused
on egocentric motion capture [Akada et al. 2022; Cha et al. 2018;
Kang et al. 2023; Rhodin et al. 2016; Wang et al. 2023a, 2022, 2021,
2023c] using head-mounted cameras while ignoring rendering func-
tionality. However, none of the above works tackles the problem of
driving a photoreal full body avatar from single egocentric video.
Few works [Elgharib et al. 2020; Wei et al. 2019] focused on driving
a head avatar from egocentric video. However, they cannot drive
the entire human body, which is significantly more challenging due

to body articulation leading to large pose variation, diversity in
clothing, and drastically different appearance properties, i.e. cloth-
ing material vs. skin reflectance properties. The most closely related
work is EgoRenderer [Hu et al. 2021], which is the only one attempt-
ing to solve this problem, but their quality is far from photoreal
and suffers from severe temporal jitter. In summary, none of the
prior works can drive a photorealistic full-body avatar from a single
egocentric RGB camera feed.

To address this, we present EgoAvatar , the first approach for driv-
ing and rendering a photoreal full-body avatar solely from a single
egocentric RGB camera. Our proposed system enables operation in
unconstrained environments while maintaining high-visual fidelity,
thus, paving the way for immersive telepresence without requiring
complicated (multi-view) camera setups during inference (see Fig. 1)
freeing the user from spatial constraints. Here, the term full-body
refers to modeling the entire clothed human body while we do not
account for hand gestures and facial expression.
More precisely, given a multi-view video of the person, we first

learn a drivable photorealistic avatar, i.e. a function that takes the
skeletal motion in form of joint angles as input and predicts the
avatar’s motion- and view-dependent geometry and appearance.
First, a geometry module, MotionDeformer, predicts the surface de-
formation with respect to a static template mesh given the skeletal
motion. Subsequently, our appearance module, GaussianPredictor,
takes the respective posed and deformed template geometry and
learns 3D Gaussian parameters in the texture space parameterized
by the template’s UV atlas, where each texel is encoding a 3D Gauss-
ian. During training, we splat the Gaussians into image space and
supervise them with the multi-view video.
We then capture a second multi-view video of the subject, this

time wearing the headset, from which we train a personalized ego-
centric view-driven skeleton keypoint detector, dubbed EgoPoseDe-
tector, to extract the subject’s pose in the form of 3D joint predictions.
Our inverse kinematics (IK) module, called IKSolver, completes and
refines those noisy and incomplete joint predictions to produce
temporally stable joint angles of the virtual character. From those,
the MotionDeformer provides initial estimate of the deformed sur-
face, which is further refined with the proposed EgoDeformer to
ensure a faithful reprojection into the egocentric view. Lastly, the
optimized surface is used to predict the final appearance using our
GaussianPredictor. In summary, our contributions are threefold:

• We propose EgoAvatar , the first full-body photoreal and ego-
centrically driven avatar approach, which, at inference, sim-
ply takes as input a monocular video stream from a head-
mounted down-facing camera and faithfully re-creates real-
istic full-body appearance that can be re-rendered in a free-
viewpoint video.

• We further introduce a carefully designed avatar representa-
tion, egocentric tracking pipeline, and an egocentric geome-
try refinement, which in conjunction outperform all design
alternatives.

• We propose the first dataset, which provides paired 120 cam-
era multi-view and monocular egocentric videos capturing
the full body human at 4K resolution.
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Fig. 2. Overview of EgoAvatar. Taking as input a single egocentric RGB video, we first detect the skeletal pose in form of 3D keypoints (Sec. 4.1) and then
solve for the skeleton parameters, i.e. joint angles, using our IKSolver (Sec. 4.2). The motion signal drives the mesh-based avatar via ourMotionDeformer that is
pre-trained on multi-view videos of the actor performing various motions (in Sec. 4.3). At inference time, our EgoDeformer further enhances the egocentric
view alignment of the predicted avatar (Sec. 4.4). Finally, our GaussianPredictor generates dynamic Gaussian parameters in the UV space of the character’s
mesh, which model the motion- and view-dependent appearance of the avatar (Sec. 5). Given the recovered Gaussian parameters representing our character,
we can render free viewpoint videos of the avatar that is solely driven from an egocentric RGB video of the real human using Gaussian splatting.

Our experiments demonstrate, both, quantitatively and qualitatively
a clear improvement over the state of the art while for the first
time demonstrating a unified approach for egocentrically-driven,
photoreal, full-body, and free-view human rendering.

2 Related Work
Motion-driven Full-body Avatars. Motion-driven full-body clothed

avatars [Bagautdinov et al. 2021; Habermann et al. 2021] represent
the humanwith explicit meshes and learn the dynamic human geom-
etry and appearance from multi-view video. Some works [Liu et al.
2021; Peng et al. 2021; Weng et al. 2022; Zheng et al. 2023] propose
SMPL-based [Loper et al. 2015] human priors combined with neural
radiance fields [Mildenhall et al. 2020] for human avatar synthesis.
However, it is difficult to perform faithful avatar animation and
rendering without an explicit modeling of clothing geometry. In
consequence, these works typically fail to recover high-frequency
cloth details or loose types of apparel. To better capture clothing
dynamics, later works [Xiang et al. 2022, 2021] model clothes as a
separate mesh layers, but they require a sophisticated clothing reg-
istration and segmentation pipeline. In this work, we closely follow
DDC [Habermann et al. 2021] for our skeleton motion-dependent
geometry representation of the avatar, which consists of a single
mesh where deformations are modeled in a coarse-to-fine manner.
However, similar to some recent works [Pang et al. 2023], we repre-
sent the appearance as Gaussian splats [Kerbl et al. 2023] in contrast
to DDC’s dynamic texture maps, which drastically improves the
rendering quality. Importantly, all these works solely concentrate
on creating an animatible avatar, but they do not target driving it
from sparse egocentric observations, which is the focus of our work.

Sparse View-driven Full-body Avatars. Motion-driven avatars can
provide visually plausible geometry and rendering quality, but they

typically fall short in faithfully re-producing the actual and true
geometry and appearance that are present in the images, which
is a critical requirement for virtual telepresence applications. This
is primarily caused by the one-to-many mapping [Liu et al. 2021],
i.e. one skeletal pose can result in different surface and appearance
configurations as they are typically influenced by more than the
skeletal pose, e.g. external forces and initial clothing states. There-
fore, researchers seek for affordable sensor as additional input signal
to generate authentic avatars, e.g. sparse view RGB [Kwon et al.
2021, 2022; Remelli et al. 2022; Shetty et al. 2023] and RGBD [Xiang
et al. 2023] driving signals. Without explicit modeling of pose and
body geometry, LookinGood [Martin-Brualla et al. 2018] can also
re-render human captured from monocular/sparse RGBD sensors.
However, such methods rely on stationary multi-camera rigs, which
are complicated to setup and heavily constrain the physical capture
space. Few works [Elgharib et al. 2020; Jourabloo et al. 2022] have
focused on driving avatars from egocentric camera setups, but they
solely reconstruct and render the face or head rather than the full
human body. Egocentric full-body avatar synthesis is a significantly
more challenging task due to the highly non-rigid surface deforma-
tion of clothing, the severe self-occlusion, and the complex material
patterns, i.e. cloth vs. skin reflectance. EgoRenderer [Hu et al. 2021]
is the only work that attempted to solve this task. However, their
results are far from photoreal and contain a observable amount of
temporal jitter due to their SMPL-based character representation
and inaccurate skeletal pose prediction. In contrast, our hybrid char-
acter representation, i.e. deformable mesh and Gaussian splatting,
achieves significantly higher rendering quality while our personal-
ized pose detector and inverse kinematics solver also demonstrates
drastically improved motion tracking quality.

SA Conference Papers ’24, December 03–06, 2024, Tokyo, Japan.
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Egocentric Human Pose and Shape Estimation. Motivated by the
current advances in AR/VR , we can divide the egocentric setup into
two categories: Front-facing and down-facing camera setups. Front-
facing cameras [Li et al. 2023; Luo et al. 2021; Yuan and Kitani 2019]
have limited visibility on the human body movement, which con-
tradicts our goal of high-fidelity body and clothing capture. Instead,
we follow the down-facing camera setup [Tome et al. 2019; Xu et al.
2019] to recover the full-body egocentric 3D human pose. Despite
the direct observation of the human body, conventional pose track-
ers [Martinez et al. 2017] suffer from severe self-occlusion, unstable
camera motion, and fisheye camera distortions. To cope with the
aforementioned challenges, researchers [Wang et al. 2021, 2023c] try
to localize the world-space pose with the help of SLAM and scene
depth estimation as constraints. A recently proposed fisheye vision
transformer model [Wang et al. 2023a] with a diffusion-guided pose
detector greatly improves the generalization ability and the perfor-
mance of egocentric pose estimation leveraging large-scale synthetic
data. For improved accuracy, we finetune the model of Wang et al.
[2023a] on person-specific egocentric data. We highlight that this
model predicts keypoints while not considering free-view rendering
and photorealism at all. In contrast, we are interested in driving
our photoreal character and propose a dedicated inverse kinematics
solver, which recovers joint angles from keypoint estimates.

3 Character Model
We employ a parametric model following DDC [Habermann et al.
2021] to represent the explicit body and clothing shape. For each
character, we obtain a template mesh 𝑻 0 ∈ R4890×3, a skeleton 𝑆

and skinning weights W from a body scanner. The skeleton 𝑆 is
controlled by 54 degrees of freedom (DoF) 𝜽 ∈ R54 including joint
rotations, global rotations, and translations. The canonical shape 𝑻 is
parameterized as a non-rigid deformation 𝑇 (·) of the 4890 vertices
template shape 𝑻 0 using a 489 nodes embedded graph [Sumner
et al. 2007]. The embedded deformation is parameterized by per-
node rotations 𝜶 ∈ R489×3×3 and translation 𝒕 ∈ R489×3, and per-
vertex offsets 𝒅 ∈ R4890×3. Driven by motion parameters 𝜽 , we first
transform the skeleton via Forward Kinematics (FK) J (𝜽 ) and then
animate the canonical character model 𝑻 into posed space 𝑴 via
the Linear Blend Skinning (LBS) [Magnenat et al. 1988] function
𝑊 (·). Formally, our character model is defined as

𝑴 =𝑊 (𝑇 (𝑻 0,𝜶 , 𝒕, 𝒅),J (𝜽 ),W), (1)

which allows us to effectively represent surface deformations from
coarse-to-fine as well as character skinning.

4 Motion-driven Avatar Geometry Recovery
This section introduces our pipeline (see also Fig. 2) that recovers
the explicit full-body avatar model𝑴 from an egocentric RGB video
of the real human. To this end, we first predict 3D joint positions
(Sec. 4.1) using our personalized EgoPoseDetector. Then, we intro-
duce an inverse kinematics solver (Sec. 4.2), dubbed IKSolver, which
recovers the DoFs of the skeleton from the 3D joint predictions. Next,
we introduce a data-driven MotionDeformer (Sec. 4.3), which maps
skeletal pose to motion-dependent surface deformations effectively
capturing details beyond pure skinning-based deformation and, thus,
serving as a strong prior. Due to the ambiguity of fine-grained cloth

deformation, which is not solely dependent on the skeletal motion,
an optimization is derived at test time to further align the avatar’s
geometry with egocentric image silhouettes (Sec. 4.4).

4.1 EgoPoseDetector for Pose Detection
Inspired by the current success of learning-based 3D human pose
estimation, we adapt the vision transformer-based egocentric pose
detector byWang et al. [2023a] that is pretrained on a large synthetic
dataset. Given an image 𝑰 of frame 𝜏 , the neural network localizes
25 body joints 𝑱 ∈ R25×3. To further boost the accuracy for the pose
detections, we customize a person-specific detector

𝑱 𝜏local = FViT (𝑰𝜏 ) (2)

by fine-tuning the generic detection network on subject-specific
data, i.e. egocentric images and respective keypoints, using our
paired egocentric- and multi-view data (see also Sec. 6.1). Notably,
the 3D keypoint detections are predicted with respect to the ego-
centric camera coordinate system, which we then transform to
the global coordinate system, denoted as 𝑱 𝜏 , assuming the head-
mounted camera can be tracked in 3D space. We highlight that this
is a reasonable assumption as recent head-mounted displays offer
highly accurate head tracking.

4.2 IKSolver for Skeletal Motion Estimation
With the estimated body joint positions 𝑱 𝜏 , our inverse kinematics
solver optimizes the skeletal pose parameters 𝜽𝜏 of frame 𝜏 . Here,
we perform a coarse-to-fine optimization, where we first solve for
the global rotation and translation, and then jointly refine these
parameters with the joint angles. Each stage iteratively minimizes
the energy

arg min
𝜽𝝉

𝐸Data (𝜽𝜏 ) +𝐸Temporal (𝜽𝜏 ) +𝐸DoFLimit (𝜽𝜏 ) +𝐸Reg (𝜽𝜏 ) . (3)

Concretely, our data term

𝐸Data (𝜽𝜏 ) =
24∑︁
𝑗=0

| |J𝑗 (𝜽𝜏 ) − 𝑱 𝜏𝑗 | |2 (4)

aligns the skeleton joint 𝑗 with their prediction. Further, we intro-
duce some regularizers

𝐸Temporal (𝜽𝜏 ) =
24∑︁
𝑗=0

| |J𝑗 (𝜽𝜏 ) − J𝑗 (𝜽𝜏−1) | |2 (5)

𝐸DoFLimit (𝜽𝜏 ) =
53∑︁
𝑑=0

| | max(𝜽𝜏
𝑑
− 𝜽max,𝑑 ,−𝜽𝜏𝑑 + 𝜽min,𝑑 , 0) | |2 (6)

to produce temporally smooth motions and plausible joint angles,
to account for 1) noisy joint predictions especially for self-occluded
parts, and 2) indeterminate DoFs that are not directly supervised
through joint positions (i.e. upper arm rotation). Here, 𝜽max and
𝜽min are anatomically inspired joint angle limits that were em-
pirically determined. Lastly, we introduce a simple, yet effective
regularization

𝐸Reg (𝜽𝜏 ) =
53∑︁
𝑑=0

| |𝜽𝑑 − 𝜽𝑑 | |2 (7)
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ensuring that the optimized pose is close to the mean pose 𝜽 of the
training motions. This avoids implausible angle twists, i.e. poses that
may coincide with the keypoint detections, but that have implausible
angle configurations.

4.3 MotionDeformer for Clothed Avatar Animation
The aim of this stage is to produce the character surface 𝑴 of
the clothed human avatar from the optimized motion 𝜽𝜏 . Sim-
ply posing the template 𝑻 0 using LBS is not sufficient to recover
dynamic clothing details as skinning mostly models piece-wise
rigid deformations. Hence, we aim at modeling the fine-grained
clothing deformations conditioned on the normalized motion in-
put 𝜽𝝉 = {𝜽 𝑖 : 𝑖 ∈ {𝜏 − 2, . . . , 𝜏}}. Particularly, we exploit two
structure-aware graph neural networks [Habermann et al. 2021]

𝜶𝜏 , 𝒕𝜏 = FEG (𝜽
𝜏
, 𝑻 0) (8)

𝒅𝜏 = F𝛿 (𝜽
𝜏
,𝑇 (𝑻 0,𝜶

𝜏 , 𝒕𝜏 , 0)) (9)

to sequentially recover the low frequency embedded graph parame-
ters 𝜶 , 𝒕 and high frequency vertex offset 𝒅. The network is super-
vised with rendering, mask, and Chamfer losses against multi-view
images, foreground segmentations and multi-view stereo recon-
structions. Importantly, we leverage the unpaired training sequence
depicting the subject without the head-mounted camera. With the
predicted 𝜶, 𝒕, 𝒅, we recover the surface geometry of our avatar𝑴𝜏

using Eq. 1 for frame 𝜏 . Thus, we have a strong pose-dependent sur-
face deformation prior, which models surface deformations beyond
typical skinning that we leverage in the next stage.

4.4 EgoDeformer for Mesh Refinement
While the previous stage produces a plausible surface shape 𝑴
that preserves the major geometry details, it misses the stochastic
motion-independent cloth movements and contains minor motion
prediction errors, which results in a misalignment between the mesh
projection Π(𝑴) and the egocentric image 𝑰 . We, thus, employ a
test-time optimization to enhance the geometric accuracy. Specifi-
cally, we optimize a coordinate-based Multi-Layer Perceptron (MLP)
FMLP,𝚿 to represent the smooth non-rigid clothing deformation, i.e.
the final vertex position of deformed mesh M’ are 𝒗 + FMLP,𝚿 (𝒗),
where 𝒗 ∈ R3 is the vertex coordinate of 𝑴 .

We optimize the MLP weights 𝚿 using

arg min
𝚿

𝐸Sil (𝚿) + 𝐸Lap (𝚿) + 𝐸Arap (𝚿), (10)

where
𝐸Sil (𝚿) = | |𝑰 Sil − Π(𝑴′) | |2 (11)

describes a silhouette loss that minimizes the disparity of the pro-
jection Π(·) of the deformed mesh 𝑴′ against egocentric silhouette
images 𝑰 Sil segmented using [Kirillov et al. 2023]. However, recov-
ering pixel-perfect geometry from single view is highly ill-posed,
especially due to rich wrinkles. Therefore, we do not explicitly recon-
struct wrinkles with photo-metric energy in the test time, but rather
learn to generate plausible wrinkles as dynamic Gaussian splats.
We further introduce a Laplacian smoothness term 𝐸Lap [Desbrun
et al. 1999] and part-based as-rigid-as-possible term 𝐸Arap [Sorkine
and Alexa 2007] to regularize the deformation. To further increase

temporal consistency, we apply a low pass filter as post-processing
step. For further details, we refer to the supplemental material.

5 Gaussian-based dynamic appearance
So far, we were only concerned with recovering the geometry of
the human. In this section, we introduce our approach to render
high-resolution dynamic appearance of the 3D avatar by fusing pre-
trained body textures with egocentric observations. Given a tracked
mesh, deep textures [Habermann et al. 2021; Lombardi et al. 2018]
successfully model the dynamic textures and shading by predicting
a motion and view-dependent UV texture. However, mesh-based
rendering considers only the first intersection of each ray over the
triangulated surface, therefore leading to artifacts in thin structures,
e.g. hair, and for regions where mesh tracking is often inaccurate,
e.g. hands. Instead, mesh-driven volume rendering [Lombardi et al.
2021] provides extra flexibility in compensating for mesh tracking
errors and modeling complex surface deformations. Motivated by
recent advances of 3D Gaussian Splatting (3DGS) [Kerbl et al. 2023],
we leverage 3D Gaussian spheres on top of the mesh surface as
primitives, potentially enabling high-resolution rendering.

3DGS represents the 3D object as a collection of Gaussian spheres
and renders them in a fully differentiable manner given a virtual
camera view. Specifically, each Gaussian sphere is parameterized by
a centroid 𝒙 ∈ R3, a color 𝒄 ∈ R48 in the form of 3-order Spherical
Harmonics coefficients, a Quaternion rotation 𝝓 ∈ R4, a scaling
𝒔 ∈ R3, and an opacity 𝒐 ∈ R. We formulate the final mesh-driven
3D Gaussians as

𝐺 (𝒙′; 𝒙, 𝚺) = exp
1
2 (𝒙

′−𝒙 )𝑇 𝚺−1 (𝒙′−𝒙 ) , (12)

where the covariance matrix 𝚺 is parameterized by the predicted
scaling 𝒔 and rotation 𝝓. 3D Gaussian splats are rendered into a
camera view following

𝑪 =
∑︁
𝑖∈N

𝒄′𝒊𝒐
′
𝒊

𝑖−1∏
𝑗=𝑖

(1 − 𝛼 𝑗 ) . (13)

Each pixel 𝑪 blends 𝑁 rasterized Gaussian projections. Here, the
color and opacity of each Gaussian per pixel are 𝒄′𝒊 = 𝐺 (𝒙′; 𝒙 𝒊, 𝚺𝒊)𝒄 𝒊
and 𝒐′𝒊 = 𝐺 (𝒙′; 𝒙 𝒊, 𝚺𝒊)𝒐𝒊 .

Dynamic Appearance Modeling. With the recovery of the motion-
driven avatar shape, we uniformly sample 3D Gaussians in the UV
space of the underlying character mesh, i.e. each texel that is covered
by a triangle in the UV map represents a Gaussian. In particular, we
first obtain the 3D position, rotation and normal of the deformed
mesh 𝑴 in the training time and𝑴′ in the test time. Then, for each
texel 𝑖 , we use barycentric interpolation to fetch the initial position
�̂�𝑖 , rotation �̂�𝑖 and normal �̂�𝑖 , respectively. Inspired by the dynamic
texture module in DDC, we leverage a UNet [Ronneberger et al.
2015]

{Δ𝒙𝑖 ,Δ𝝓𝑖 , 𝒄𝑖 , 𝒔𝑖 , 𝒐𝑖 } = FC−UNet (𝒏𝑖 , 𝒙0) . (14)

to predict Gaussian parameters and offsets in UV space, taking as
input the global encoding of the mesh geometry (namely, normal
map �̂�𝑖 ) and the skeleton root position 𝒙0. Given the differentiable
rendering equation 𝑅 as described in Eq.12 and 13, we produce the
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final rendering 𝑰 𝑟 as

𝑰 𝑟 = 𝑅(Δ𝒙𝑖 + 𝒙𝑖 , < Δ𝝓𝑖 , 𝝓𝑖 >, 𝒄𝑖 , 𝒔𝑖 , 𝒐𝑖 ), (15)

where < ·, · > denotes the Quaternion multiplication operation.

Training Losses. We supervise our model with multi-view 4K
images using L1 and SSIM [Wang et al. 2004] losses. Following
Xiang et al. [2023], we also leverage the ID-MRF [Wang et al. 2018]
loss to ensure perceptually realistic renderings. Our loss reads as

𝐿 = 𝐿L1 + 𝐿SSIM + 𝐿ID−MRF . (16)

Training Scheme. We separate Gaussians for the head and body
region. All Gaussians are jointly trained on the sequence without the
head-mounted device. Then, the body Gaussians are fine-tuned on
the additional sequence with the head-mounted device. At inference,
we assemble the two parts of Gaussian splats for full-body rendering.

6 Experiments
Next, we describe our evaluation protocol on our new benchmark
dataset (Sec. 6.1). Then, we evaluate our approach qualitatively
(Sec. 6.2) and provide quantitative comparisons (Sec. 6.3). Last, we
ablate our individual design choices (Sec. 6.4) and demonstrate
robustness to in-the-wild capture conditions (Sec. 6.5). We also
refer to the supplemental document and video for more details.

6.1 Experimental Setup
Dataset. To train and evaluate our approach, we record three

individual sequences in a 120-camera multi-view studio for each
subject. Concretely, we acquire two training sequences where the
subjects performs various motions, one with head-mounted camera
(used in Sec. 4.1 and 5) and the other one without head-mounted
device (used in Sec. 4.3 and 5). Further, we recorded a test sequence
with the head-mounted device where the subjects perform unseen
movements. In total, we collect three different subjects for evalua-
tion, containing one garment with rich texture, one garment with
plain texture, and one garment with rich wrinkles. Additionally,
we collect egocentric videos of subjects in outdoor environments
to qualitatively evaluate the robustness to in-the-wild conditions.
Ground truth skeletal poses and surface geometry are obtained with
markerless motion capture [TheCaptury 2020] and implicit surface
reconstruction [Wang et al. 2023b] , respectively. If not stated oth-
erwise, we report results using the ground truth head pose for all
methods, including competing ones.

Baselines. We compare our work to a motion-driven avatar repre-
sentation [Habermann et al. 2021], referred to as DDC, and sparse
view-driven methods; DVA [Remelli et al. 2022] and HPC [Shetty
et al. 2023]. All methods are trained on 4K 120-view studio camera
streams plus one synchronized 640p egocentric view camera stream
following our training protocol. Since existing methods require
ground truth motion as input during test time, we evaluate baseline
methods with our skeleton motion estimate (see Sec. 4.2) for fair
comparisons.

Metrics. To quantitatively evaluate the novel view synthesis qual-
ity, we report Peak Signal-to-Noise Ratio (PSNR) averaged over five
hold-out views (uniformly distributed across the walls and ceiling)
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Driving Egocentric Video Our Free-view Rendering Results

Fig. 3. Qualitative Results. On the left, we show frames of the egocentric
driving video depicting the real human. On the right, we render the virtual
avatar closely following the egocentric driving signal. We highlight the
high level of detail and photorealism, e.g. the high-frequency texture on
the orange pullover. Moreover, our method faithfully models the dynamic
geometry and appearance effects, e.g. wrinkles and shadows on the shirt.

and over all test frames. We further measure Learned Perceptual
Image Patch Similarity (LPIPS) [Zhang et al. 2018a] and FID [Heusel
et al. 2017] for evaluating perceptual and distributional accuracy. To
evaluate the accuracy of our predicted motion, we report the Mean
Per Joint Position Error (MPJPE). In terms of surface accuracy, we
report the Point-to-Surface Distance (P2SD) between the recovered
geometry and the ground truth surface. As we are not interested
in recovering the head-mounted device itself, we ignore the head
region when computing quantitative metrics.

6.2 Qualitative Results
In Fig. 3, we provide qualitative results of our method for three differ-
ent subjects. Note that our virtual avatar closely follows the motion
of the real human, solely requiring the egocentric video. Moreover,
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Table 1. Quantiative Evaluation.We quantitatively compare our method to recent animatible [Habermann et al. 2021] and sparse image-driven [Remelli
et al. 2022; Shetty et al. 2023] methods. We report PSNR (higher is better), LPIPS (lower is better), and FID (lower is better) across novel views and frames from
the test set, excluding head and helmet from the calculation. As HPC [Shetty et al. 2023] produces black background color without alpha masks, we segment
the background by thresholding. In terms of LPIPS and FID, our method outperforms prior works by a significant margin, confirming the clear improvement in
terms of visual quality that can be obvserved in Fig. 4. The comparable performance in terms of PSNR can be explained by the fact that the PSNR metric is not
a perception-based metric and that it favors blurred results over sharp yet slightly misaligned renderings [Zhang et al. 2018b].

Method Subject 1 Subject 2 Subject 3
PSNR ↑ LPIPS (×1000) ↓ FID ↓ PSNR ↑ LPIPS (×1000) ↓ FID↓ PSNR ↑ LPIPS (×1000) ↓ FID↓

DDC [2021] 20.81 45.89 37.30 23.35 46.56 39.28 21.40 42.92 28.63
DVA [2022] 21.09 46.83 84.56 22.86 48.11 71.92 20.99 43.50 61.63
HPC [2023] 19.80 49.76 32.58 21.14 54.98 87.19 20.82 46.56 34.20

Ours 20.92 42.53 19.28 23.34 44.22 36.26 21.52 40.08 26.17

Table 2. Ablation Study on our EgoPoseDetector. Here, we ablate the
personalization step of the pose detector (see Sec. 4.1). After finetuning
on person-specific data, we can observe a clear improvement in terms of
tracking quality. MPJPE is reported in centimeters.

Method Subject 1 Subject 2 Subject 3
pre finetune 4.98 4.59 4.04

Ours (post finetune) 3.72 2.91 2.64

Table 3. Ablation Study.We quantitatively study the influence of the regu-
larization term 𝐸Reg in our IKSolver (Sec. 4.2) as well as ourMotionDeformer
(Sec. 4.3) and EgoDeformer (Sec. 4.4) for the test-time mesh refinement.
To assess rendering quality we report the previously introduced metrics,
and to evaluate the tracking quality we report the Mean Per Joint Position
Error (MPJPE) and the Point-to-Surface Distance (P2SD) with respect to
the ground truth skeletal motion and 3D surface, respectively. Geometric
distances are reported in centimeters. As a reference, we also report metrics
when using the ground truth motion. Note that all our design choices con-
sistently improve the results, thus, proofing their contribution to the overall
accuracy of our method.

Method Tracking Rendering
MPJPE ↓ P2SD ↓ PSNR ↑ LPIPS ↓ FID ↓

w/o 𝐸Reg
in IKSolver

3.47 1.85 20.59 44.20 21.05

w/o Motion-
Deformer

3.18 2.19 20.27 47.37 36.45

w/o Ego-
Deformer

3.18 1.74 20.77 43.22 19.09

Ours 3.18 1.67 20.92 42.53 19.28
w/ GT motion 0.00 1.05 22.88 37.98 17.71

our method recovers high-fidelity and photorealistic details that can
be clearly seen in the free-view results. For more qualitative results,
we refer to our supplemental video.

6.3 Comparison
In Tab. 1, we provide quantitative comparisons evaluating the novel
view synthesis quality on the test sequences of three subjects. Our
method shows a clear improvement in terms of LPIPS and FID scores
against all baselines, demonstrating that our method outperforms
them in terms of perceptually realistic renderings. Concerning the

PSNR, we highlight that this metric is less sensitive or even favours
blurred results over sharper but spatially misaligned ones [Zhang
et al. 2018b]. This explains why our method sometimes is second
best despite its clearly superior visual quality.
Fig. 4 visually demonstrates the superiority of our method in

terms of reproducing the sharp boundary of complicated textures
(e.g. column 1), consistent high-frequency wrinkles (e.g. columns 2
and 4), and realistic cloth shading (e.g. column 3). In contrast, DDC
suffers from a lack of aforementioned details. DVA and HPC assume
an external multi-view setting where occlusions are less frequent
than the egocentric setting. Thus, their image-projection-based fea-
ture formulation fails to provide good appearance conditioning in
our egocentric setup, which results in blurry and flickering render-
ings. In contrast, we intentionally do not condition the appearance
module on such image features leading to higher rendering quality.

6.4 Ablation Studies on EgoView Avatar Tracking
We carry out ablation studies to validate the key components pro-
posed in Sec. 4 concerning egocentric motion estimation and surface
recovery. Results in Tab. 3 are reported on Subject 1. For reference,
we also report metrics when using the ground truth motion.

Personalizing the Pose Predictor (Sec. 4.1). In Tab. 2, we evaluate
the influence of personalizing the egocentric pose predictor, i.e. fine-
tuning on subject specific data. It can be clearly seen that test time
accuracy across all subjects is clearly improved despite the minimal
overhead for fine-tuning.

Regularization in IKSolver (Sec. 4.2). The first and the third rows
of Tab. 3 show that using the averaged motion 𝜽 as a simple mo-
tion prior effectively improves the motion tracking accuracy by
0.29cm and 0.11cm respectively in terms of MPJPE. This is also
visually confirmed in Fig. 5 where we can see that with similar
joint marker position, our predicted motion, especially for under-
determined skeletal degrees of freedom, better follows the training
distribution, which prevents catastrophic skinning failure under
challenging poses and provides more natural foot poses, without
introducing physics prior.

MotionDeformer (Sec. 4.3). From the comparison between the sec-
ond and the third row of Tab. 3, we can see that the model w/o
MotionDeformer significantly underperforms in, both, tracking and
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rendering quality. This demonstrates that LBS-based character ani-
mation cannot well model the complex and highly non-linear cloth-
ing deformation. In contrast, the learning-based MotionDeformer
predicts reasonable clothing animation result even under challeng-
ing body movement, e.g. in column 2, Fig. 5.

EgoDeformer (Sec. 4.4). The improvement between the third and
forth rows of Tab. 3 illustrate the benefit of introducing our EgoDe-
former module in, both, geometric reconstruction and rendering.
Due to the severe self-occlusion, the enhancements from EgoDe-
former mainly focus on the upper body. Fig. 6 compares the ego-
centric alignment and rendering quality pre- and post-deformation.
The most observable improvements come from the forearm region,
where EgoDeformer better captures fine-grained body and clothing
dynamics compared to the MotionDeformer-only baseline.

6.5 Robustness Testing under Novel Illumination
The robustness of our egocentric video-driven avatar approach
against novel scenarios is essential. Therefore, we test our approach
on three novel outdoor scenarios that significantly differ from our
studio lighting and environment. Since the ground truth head pose
cannot be easily acquired in this setting, we assume a static head
pose and only provide qualitative root-aligned results. Note that,
both, the estimated pose as well as the rendering quality in Fig. 7 are
plausible despite being under very different illumination conditions.

7 Limitations and Future Work
While our method presents a significant step towards full-body
egocentric video-driven avatars, there are still open questions and
challenges to be addressed in the future. Currently, our character
model solely models outgoing radiance as a function of pose and
surface preventing relighting the avatar. Thus, in the future, we
plan to explore decomposing the character’s outgoing radiance into
radiance transfer functions and illumination. Moreover, our skeletal
pose tracking is purely based on kinematics and ignores physics and
the avatar’s surroundings. Thus, in case of human-object interaction
scenarios, our method might recover geometry that penetrates the
object’s surface or result in complete tracking failure. In the future,
we plan to explore physics-based motion capture incorporating
scene constrains. Finally, we currently do not model and track hand
gestures or facial expressions. Thus, future work may also look into
more expressive capture and rendering for which we believe our
approach builds a solid foundation.

8 Conclusion
In this work, we present EgoAvatar , the first unified approach to
animate and render a photoreal full-body avatar driven solely from
a monocular egocentric video feed. To this end, we learn an animat-
ible avatar representation from multi-view video and introduce a
personalized egocentric pose and surface tracking pipeline. During
inference, given a single RGB egocentric video of the real human,
EgoAvatar can recover the skeletal pose and 3D geometry as well as
Gaussian appearance parameters of our avatar allowing us to render
photorealistic free-view videos at unprecedented quality. We believe
our work presents a significant step towards immersive telepresence

on-the-go as well as other applications in VR and AR such as online
tutoring, film making, and gaming.
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Fig. 4. Qualitative Comparisons.We compare our method to recent animatible [Habermann et al. 2021] and sparse image-driven [Remelli et al. 2022; Shetty
et al. 2023] methods in terms of novel view synthesis on three testing sequences showing different subjects. As none of these methods is able to predict the
skeletal pose from egocentric video, we provide our pose estimate for a fair comparison. For image-driven methods, we supply the egocentric video as driving
signal. Due to the different underlying 3D representation, we do not perform post-processing, i.e. head avatar exchange, for baseline methods. However, we
apply a semi-transparent mask on the region we exclude from quantitative comparison. We highlight the clear improvement in terms of visual quality that our
method can achieve compared to prior works, which primarily stems from our carefully designed character representation (see Sec. 3, 4.3, 4.4, and 5). We
increase the brightness of subject 3 for better visualization.
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Fig. 5. Ablation Study of our IKSolver. Without our regularization term 𝐸Reg, our IKSolver (see Sec. 4.2) might converge to twisted angles along the
longitudinal bone axis. While such poses may perfectly describe the 3D joint detections, they typically lead to high mesh distortions (see insets). Our simple,
yet effective, regularization prevents such cases and steers the optimization towards a better solution leading to significantly reduced mesh distortions.

Pre-refinement Post-refinement Input Pre-refinement Post-refinement Input

Fig. 6. Ablation Study of our EgoDeformer.We render our result in the egocentric view and overlay it with the ground truth segmentation mask. Note
that after our proposed refinement step, the avatar overlays significantly better with the ground truth. Thus, our final avatar more faithfully reflects the true
driving signal.

Input Egocentric Video Our Rendering Input Egocentric Video Our Rendering Input Egocentric Video Our Rendering

Fig. 7. Qualitative In-the-Wild Results. We captured egocentric videos of the subjects in uncontrolled outdoor scenarios of varying illumination conditions
and environments. Note that our tracking and rendering pipeline is robust to such changes and the recovered pose, geometry, and appearance faithfully
reflect the egocentric driving signal.
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