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Phenomenological rules that govern the collective behavior of complex physical systems
are powerful tools because they can make concrete predictions about their universality
class based on generic considerations, such as symmetries, conservation laws, and
dimensionality. While in most cases such considerations are manifestly ingrained in
the constituents, novel phenomenology can emerge when composite units associated
with emergent symmetries dominate the behavior of the system. We study a generic
class of active matter systems with nonreciprocal interactions and demonstrate the
existence of true long-range polar order in two dimensions and above, both at the
linear level and by including all relevant nonlinearities in the Renormalization Group
sense. We achieve this by uncovering a mapping of our scalar active mixture theory
to the Toner–Tu theory of dry polar active matter by employing a suitably defined
polar order parameter. We then demonstrate that the complete effective field theory—
which includes all the soft modes and the relevant nonlinear terms—belongs to the
(Burgers-) Kardar–Parisi–Zhang universality class. This classification allows us to prove
the stability of the emergent polar long-range order in scalar nonreciprocal mixtures in
two dimensions, and hence a conclusive violation of the Mermin–Wagner theorem.
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The field of active matter describes the collective behavior of nonequilibrium systems,
which are composed of units that break detailed-balance at the smallest scale (1–3),
and are often classified based on the symmetries of these microscopic units (4). It is
possible, however, that spontaneously formed composite units can lead to the emergence
of physical behavior that is completely different from what is expected for the system.
Examples of such occurrences in condensed matter physics, which can often—though
not always—accompany emergent symmetries, include formation of Cooper-pairs in the
(Barden-Cooper-Schrieffer) theory of superconductivity (5) as well as fractionalization
and spin–charge separation in models of high-temperature superconductivity (6).
In active matter, a rare feature presents itself where nonreciprocal interactions (or
action-reaction symmetry breaking) can lead to the emergence of polarity in nonpolar
mixtures (7), as afforded at small scales by the physics of phoretic active matter (8), and
observed in experiments (9, 10).

A fundamentally important feature of nonreciprocal interactions—when Newton’s
third law is apparently violated because of mutually asymmetric response in systems out
of equilibrium (11)—is its inherent connection with time-reversal symmetry breaking,
which is a notion commonly associated with self-propulsion in the context of active
matter (12). This feature has been studied widely in polar (13–18) and scalar (19–23)
active matter, alongside other types of phenomenology including the ability to sustain
novel spatiotemporal patterns (13, 16, 20, 21, 24, 25), spontaneous chiral symmetry
breaking (16), capability to design shape-shifting self-organizing structures (26, 27),
and proposals for fast and efficient self-organization of primitive metabolic cycles at the
origin of life (28–30).

Here, we formally investigate the occurrence of emergent polar symmetry due to
chasing interactions in nonreciprocal mixtures, in the context of the recently introduced
nonreciprocal Cahn–Hilliard (NRCH) model (20, 21). Using a suitably defined polar
order parameter (introduced previously in ref. 20), which measures the coherence between
the two species, we derive an effective governing dynamics for the emergent polar
order field, and explore its connections with the conventional theories of polar flocks
(3, 31–33). The framework enables us to formally investigate the possibility of polar
ordering, as well as its stability to fluctuations. This is achieved both at the linear level
using a comprehensive coarse-graining of the microscopic description of the system, as
well as the fully nonlinear description that exploits a mapping to the Kardar–Parisi–Zhang
(KPZ) universality class (34–36). Both linear and nonlinear descriptions exhibit true
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long-range polar order in the system in any dimension higher
than one, in violation of the Mermin–Wagner theorem (37).

The Model. We consider two particle densities �a(x, t) (where
a = {1, 2} labels the species), with conserved dynamics

{
∂t�a + ∇ · ja = 0,
ja = −∇

[
�a − �"ab�b − K∇2�a

]
−
√

2D �a.
[1]

The parameter � characterizes the nonreciprocal interaction, and
thus also the activity. We are using a convention in which
� > 0 when species 1 chases after species 2 (Fig. 1A). "ab is
the fully antisymmetric Levi-Civita matrix and we use Einstein
summation convention. For simplicity, we assume the same
damping coefficient for both species, and absorb it in the unit of
time. We also assume the same stiffness K , hence excluding
the possibility of a small-scale Turing instability (22, 38).
�a = ∂ f /∂�a is the chemical potential expressed as the derivative
of the free-energy density f . We use f = − 1

2 (�a�a)+ 1
4 (�a�a)2,

which is invariant under orthogonal transformations in the
�1,�2 plane and promotes equilibrium phase separation into
�a�a = 1, corresponding to fmin = − 1

4 (Fig. 1B) (25). This
choice allows exact analytical calculations, whose predictions are
parameter-free (25, 39). The noise sources are not correlated
between species and are characterized by zero mean and unit
variance 〈�a,i(x, t)�b,j(x′, t ′)〉 = �ab�ij�d (x − x′)�(t − t ′). The
amplitude D is chosen to be the same for both densities.

Traveling Bands. The above form of NRCH model admits
solutions in the form of traveling density waves (Fig. 1A), which
can be represented via a complex field defined as� ≡ �1+i�2 =
|�| ei(q0·x−!0t), with |�| =

√
1− Kq2

0 and!0 = �q2
0 (Materials

and Methods for a discussion on the possible values of q0). The
solution is stable, and is associated with a cyclic orbit in the
configuration space at any point x that does not reside at the
bottom of the free energy landscape, corresponding to f =
−

1
4
(
1− K 2q4

0
)

and K
2 (∇�)2 + f = − 1

4
(
1− Kq2

0
)2 (Fig. 1B).

In these solutions, parity and time-reversal symmetries, together
with time- and space-translation symmetries, are spontaneously

A

B C

Fig. 1. Emergent polar order in active scalar mixtures. (A) Due to nonreciprocal interactions, type-1 particles chase type-2 particles, while both being governed
by conserved dynamics. The corresponding concentrations �1 and �2 exhibit phase-shifted spatiotemporal oscillations that we map onto the active polar
order parameter J. The corresponding configuration for the polar field J is shown in the plane below the waves. The vector fields and the waves are evaluated
from numerical simulations of Eq. 1 (Materials and Methods). (B) Representation of the free-energy density in the (�1 ,�2) space. The wave state with amplitude
|�| =

√
1− Kq2

0 corresponds to an energetic level higher than the bottom of the potential well. (C) The ordered state J0 is the ground state of the Mexican-hat
potential U(J), and we study the longitudinal fluctuations, �J‖, and the perpendicular fluctuations, �J⊥.
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broken. Moreover, an emergent polar order is observed in the
system that is composed of two scalar fields.

Polar Order Parameter. To understand the nature of the emer-
gent polar order, we start by defining a local polar order
parameter J = "ab�a∇�b, which is nonzero when the density
waves have a phase difference, leading to parity symmetry
breaking. This quantity was introduced in ref. 20 where using
numerical simulations it was shown that J transitions to taking
nonvanishing values when � is tuned to exceed the coefficient
of linear reciprocal interaction, which is set to zero here for
simplicity.

We derive the effective governing equation for the emergent
polar order parameter J (x, t), using the dynamical equations for
the two concentrations Eq. 1. To the leading order (i.e. until
second order in gradients), we obtain

∂tJ + �1J (∇ · J ) + �2(J ·∇)J

= Γ∇(∇ · J ) + DlJ J (J ·∇)(∇ · J ) + DmJ J∇2
|J |2

+ r1J +
(
r − u|J |2

)
|J |2J −∇P + �3J (J ·∇)�+ �J ,

[2]

where the different terms are organized such that the similarities
to the Toner–Tu equations (31) are highlighted. The quantities
that are introduced in Eq. 2 are functions of the amplitude
�(x, t) =

√
�a�a, which for the traveling band solution will

represent a uniform field with �(x, t) = �0 =
√

1− Kq2
0. To the

lowest order, we find�1 = 2�/�2,�2 = 2�/�2,Γ = 1−�2
−2m,

DlJ = 4K /�4, DmJ = 2K /�4, r1 = 2(2m + 5�2
− 3)∇2�/�,

r = 2(1 − �2)/�4, u = 2K /�8, P = 2 J ·∇m, �3 = 4�/�3.
Here, we have defined the auxiliary field m = �4(r − u|J |2)/2,
which identically vanishes in the broken symmetry state. The
noise term �J will be discussed below (see SI Appendix for the
extended version of Eq. 2).

We can make a number of observations from Eq. 2, which
describes the collective dynamics of the emergent polar order
parameter field. The coefficients of the symmetry-breaking
advective terms, namely�1 and�2, are proportional to�. It is thus
evident that � assumes the role of the velocity of self-propulsion in
the Toner–Tu description and breaks Galilean invariance (31).
The deterministic dynamics of J is not conserved; this is due
to a dissipative force that can be expressed as the derivative of
a Mexican hat potential U (J ) = − r

4 |J |
4 + u

6 |J |
6 (Fig. 1C ),

namely, −∂U (J )/∂J = (r − u|J |2)J |J |2. For a uniform
background amplitude �0, the dissipative force vanishes at the
steady-state value of J0 = |J 0| =

√
r0/u0 when r0 > 0 (Fig. 1C),

with r0 = r(�0) = 2(1 − �2
0)/�

4
0 and u0 = u(�0) = 2K /�8

0,

namely, J0 = �2
0

√
(1− �2

0)/K . (Throughout the paper, the
subscript 0 always indicates that the quantity is evaluated at the
background solution �0). If we take the uniform amplitude state
to represent the stable traveling band solution, then J0 = �2

0q0.
In dimensions d > 1, this potential is characterized by rotational
symmetry, which is broken when the ground state J 0 = J0ê
spontaneously chooses a specific direction along ê.

To complete the effective description of the dynamics, we need
a governing equation for the amplitude, which plays the role of
the density in the Toner–Tu analogy. We find

∂t�+ �4(∇ · J )
= �m|J |2 + D�∇2�+ �∇2

|J |2 + w(J · ∇)(∇ · J ) + ��,
[3]

with the coefficients given as �4 = �/�, � = 1/�3, D� =
5 − 3�2 + 2m+D/�2, � = K /�3, w = 2K /�3, and the noise
term �� will be discussed below (see SI Appendix for the extended
version of Eq. 3). We observe that the amplitude equation
exhibits significant differences with both the conserved (31) and
the nonconserved (32) versions of Toner–Tu equations.

The noise terms �J and �� can be derived straightforwardly
from the stochastic sources of Eq. 1, leading to

�J =
√

2D"ab(�a∇−∇�a)(∇ · �b),

�� =
√

2D(�a/�)(∇ · �a), [4]

which are multiplicative noises and have the potential to be
conserved (Materials andMethods), in apparent contradistinction
to the nonconserved noise in Toner–Tu equations (31). When
we evaluate the noise terms using the traveling band solution, we
obtain effective Gaussian noises with zero mean and the following
correlators in Fourier space (Materials and Methods)

〈�J⊥i(q,!)�J⊥j(q
′,!′)〉 = 2D�2

0q
2
0q⊥iq⊥j �q+q′�!+!′ ,

〈�J‖(q,!)�J‖(q
′,!′)〉 = 8D�2

0q
4
0 �q+q′�!+!′ ,

〈��(q,!)��(q′,!′)〉 = 2Dq2
0 �q+q′�!+!′

〈��(q,!)�J‖(q
′,!′)〉 = 4D�0q3

0 �q+q′�!+!′ , [5]

to the lowest order, where q
⊥

= q− (q · ê)ê and the short-hands
�q+q′ ≡ (2�)d�d (q + q′) and �!+!′ ≡ (2�)�(! + !′) have
been used. We thus observe that while the noise terms for the
longitudinal emergent polar order parameter and the amplitude
are nonconserved, the noise terms for the transverse emergent
polar order parameter are conserved.

Linear Theory. The ordered state that is predicted by Eq. 2
identifies a phase separated state with spatial modulation, as
well as spontaneous breaking of time-reversal and rotational
symmetry. To test the robustness of J 0 in the presence of noise,
we linearly expand Eqs. 2 and 3 around the steady-state. We
substitute J = J 0 + �J = (J0 + �J‖)ê + �J⊥ distinguishing
longitudinal and perpendicular fluctuations, and perturb the
amplitude as � = �0 + ��. We derive the fluctuating linear
dynamics up to second order in gradients,

∂t�� = −2�0q2
0�

5
0


2��− 2�0Γ0J0�J‖
− �4,0(∇ · �J ) + D�,0∇2��
+ w0J0[∇2�J‖ + ∂‖(∇ · �J )] + ��, [6]

∂t�J‖ = −4q2
0Γ0�J‖ − 4q3

0�
3
0


2��− 2J0�1,0(∂‖�J‖)
− J0�1,0(∇⊥ · �J⊥) + J2

0 �3,0∂‖��
+ 2q0�0D�,0∇2

⊥
��+ 2q0�0(D�,0 + �2

0

2)∂2
‖
��

+ 13Γ0(∂2
‖
�J‖) + 4Γ0∇

2
⊥
�J‖

+ 5Γ0∂‖(∇⊥ · �J⊥) + �J‖ , [7]

∂t�J⊥ = −�2,0J0∂‖�J⊥ + 4q0�3
0


2∇⊥∂‖��
+ Γ0∇⊥(∇⊥ · �J⊥) + 5Γ0∇⊥(∂‖�J‖) + �J⊥ , [8]

where we have used ∂‖ ≡ ê ·∇, ∇⊥ ≡ ∇ − ê(ê ·∇), and

2 = (3�2

0 − 2)/�2
0.

The SlowModes. From Eq. 8, the fluctuations that are perpendic-
ular to the broken symmetry direction, �J⊥, can be identified as
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slow modes of the model, as they represent the Goldstone modes
associated with the continuous rotational symmetry breaking
(Fig. 1). While �� and �J‖ appear to be fast variables, the
existence of a constraint in the form of a curl-free condition
∂i(Jj/�2) − ∂j(Ji/�2) = 0 suggests that an additional slow
mode that combines the two fields also exists in the dynamics.
Examining the eigen-mode structure of Eqs. 6 and 7, we identify
the new slow variable as �s = �J‖ − 2(J0/�0)��. Solving for
different linear slow modes, we find

�J⊥(q,!) = G(q,!) �J⊥(q,!), [9]

�s(q,!) = G(q,!) �s(q,!), [10]

in terms of the Green function of the linear dynamics

G(q,!) =
[
i(!− vgq‖) + Γ0

(
q2
⊥

+ 
2q2
‖

)]−1
. The coeffi-

cient vg = 2�q0 advects the fluctuations along the ordering
direction and represents the propagating sound speed. The
diffusion is anisotropic with coefficients Γ0 = Kq2

0 along the
transverse directions and Γ0
2 = Kq2

0(3�
2
0 − 2)/�2

0 along the
longitudinal direction. Note that the stability of the dynamics
requires �2

0 > 2/3 (in order to have 
2 > 0), which is connected
to the Eckhaus instability (40). The noise for the new slow mode
in Eq. 10 has zero mean and the following correlator (Materials
and Methods)

〈�s(q,!)�s(q′,!′)〉 = 2D�2
0q

2
0q

2
‖
�q+q′�!+!′ . [11]

We note that the dynamics of the slow modes corresponds to a
rather uncommon class where the deterministic evolution of the
dynamics is dissipative while the noise contribution that drives
the stochastic fluctuations is conserved (41).

Long-Range Oder in d > 1. We can now calculate the magnitude
of the transverse fluctuations of the emergent polar order
parameter. Combining Eqs. 5 and 9, we have 〈|�J⊥(x, t)|2〉 =∫
!
∫ Λ
q 2D�2

0q
2
0q

2
⊥
|G(q,!)|2 with Λ being the finite ultraviolet

cutoff. The integrals can be calculated to give

〈|�J⊥(x, t)|2〉 = (d − 1)
D�2

0
dK

Λd

(2�)d
, [12]

which stays finite below the onset of Eckhaus instability for
any d > 1. Therefore, in our theory transverse fluctuations are
suppressed and the system exhibits true long-range order in J for
any d > 1 even at the linear level.

Nonlinear Theory. To verify to which extent the predictions
of linear theory hold, we need to understand the role of
nonlinearities. The most relevant contributions are given by terms
containing one gradient and two fields, coupling the dynamics of
transverse and longitudinal slow modes. Below, we will show that
these are the solely relevant nonlinear terms as predicted by the
Renormalization Group framework. After expanding Eqs. 2 and
3 at this order in fluctuations, changing to the comoving frame
of reference (with velocity vg ê), and rescaling the longitudinal
coordinate by 
 , we can write down the dynamics for a vector
field p = 
 �s ê + �J⊥, as follows

∂tp + �0p ·∇p = Γ0∇
2p−∇�(x, t), [13]

where the nonlinear coupling constant can be traced back to
the nonreciprocity as �0 = 2�/�2

0, and we have used the

curl-free condition reported above as inherited by p, namely
∂ipj − ∂jpi = 0. The variance of the noise reads 〈�(q,!)�
(q′,!′)〉 = 2D0 �q+q′�!+!′ , where the amplitude is given as
D0 = Dq2

0�
2
0
 . Remarkably, we thus obtain the well-known

noisy Burgers equation (35, 42).
We finally express the polar vector field as the gradient of a

scalar function p = −∇h, as the curl-free constraint implies
(42). The dynamics Eq. 13 thus becomes

∂th = Γ0∇
2h +

�0

2
(∇h)2 + �(x, t), [14]

namely, the celebrated Kardar–Parisi–Zhang equation in any
dimension d (34). This result states that the nonlinear dynamics
of the fluctuating modes around the ordered traveling state of
our system can be mapped to the equation for growing interfaces
described by the height function h(x, t), thus belonging to its
universality class. Nonreciprocity, here described by the param-
eter �, is the key ingredient to connect the NRCH model for
particle densities to the KPZ equation. We note that the KPZ field
represents the fluctuations of the constant phase manifolds in the
underlying complex field theory involving the order parameter
� = � ei� , namely, �(x, t) = 
q0 · x− (!0− vgq0)t− h(x, t) in
terms of the new coordinates. Therefore, the flatness or roughness
of the KPZ field can be interpreted as a reflection on the shape
of the bands in the NRCH model, which effectively represents
an active traveling smectic phase (20).

RenormalizationGroupPredictions. We can now use the known
results on the critical dynamics of the KPZ equation to character-
ize the scaling behavior of our emergent polar order parameter.
For a scaling factor b = el ≳ 1, we will seek to find scaling
transformations in the form of as t → bzt, x→ bx, p→ b�−1p
such that the dynamics Eq. 13 is scale invariant (42). Here, z is
the dynamical critical exponent, and � is the roughness exponent
of the underlying KPZ field h. Applying these transformations to
Eq. 13, we obtain the following scaling relations for the coupling
constants of the field theory: Γb = Γ0bz−2, Db = D0bz−d−2� ,
and �b = �0b�+z−2. The Gaussian fixed point corresponds to
�∗ = 0 at which the long-wavelength dynamics is ruled by the
linear theory with exponents z = 2 and � = 1 − d/2. These
exponents determine the critical dimension dc = 2 at which the
nonlinearity �0 is only marginally relevant. With these scaling
dimensions, it is easy to verify that all higher-order nonlinearities
are irrelevant.

Perturbative Renormalization Group calculations performed
for the effective coupling constant of theory g = Kd �2

0D0/
(
4Γ3

0
)

(in which Kd ≡ Sd/(2�)d ) and Sd = 2�d/2/Γ(d/2) is the area
of the unit-sphere in d dimensions) yields

dg
dl

= (2− d)g +
2
d

(2d − 3) g2, [15]

at one-loop order (42). For d = 1, Eq. 15 suggests that the
dynamics is governed by a stable fixed point at g∗ = 1/2 (with
the fixed point at g∗ = 0 being unstable), which corresponds
to exponents � = 1/2 and z = 3/2 that turn out to be exact.
At d = 2, the RG scenario is more delicate and deserves more
attention (36): The fixed point at g∗ = 0 is marginally unstable,
which hints at the existence of a correlation length given as

`× =
2�
q0

exp

(
2�K 3q4

0

�2D

)
. [16]
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For length scales smaller than `×, the dynamics is governed by
the g∗ = 0 fixed point that corresponds to � = 0 and z = 2,
whereas for length scales larger than `× a strong coupling fixed
point controls the dynamics (43). For d = 3, an unstable fixed
point g∗ = 1/2 separates two phases: a flat phase characterized
by the stable fixed point g∗ = 0 corresponding to � < �c ,
and a rough phase controlled by a strong coupling fixed point
corresponding to � > �c . The onset of the roughening transition
occurs at

�c =

(
�2K 3q4

0

D

)1/2

. [17]

Calculations up to two-loop order (that introduce higher-order
terms in Eq.15) do not significantly change the above conclusions
(36, 44). Note that NRCH provides a unique opportunity for
an experimental realization of the 3D KPZ universality class, and
the corresponding roughening transition, without the need to
have access to 4D position space.

It is important to examine how the question of true long-range
emergent polar order is influenced by the presence of nonlinearity
in the dynamics, and how it is affected by whether the constant-
� bands are statistically flat or rough. The fluctuations in the

polarization can be calculated as

〈p(x, t)2
〉 = 〈∇h(x, t)2

〉 ∼

∫ Λ

1/L
q1−2�dq ∼ Λ2(1−�), [18]

which is finite as long as � < 1 holds; note that Eq. 18would yield
∼ L2(�−1) when � > 1, which would diverge with the system size
L. Inserting the Gaussian fixed point value of � = 1−d/2 in Eq.
18 yields Λd , which is the result reported in Eq. 12. It is, indeed,
known that � < 1 generally holds for the KPZ equation in any
dimension, with the most recent conjecture of � = 7/(4d +
10) (and, correspondingly, z = 8d+13

4d+10 ) representing well the
numerically obtained results so far (45). Therefore, the true long-
range order in the emergent polar order parameter persists even in
the presence of the nonlinear term and when the underlying KPZ
dynamics is governed by the perturbatively inaccessible strong
coupling fixed point, e.g., in d = 2 and beyond the roughening
transition (corresponding to � > �c) in d = 3.

We tested our results with numerical simulations of Eq. 1
in the regime of weak noise. We have run simulations both
in 1D and 2D. For the 2D case, we evaluate the equal-time
correlation of the fluctuations in the direction perpendicular to
the polar orderC(q) = 〈�J⊥(q)�J⊥(−q)〉 (Fig. 2A). We observe

A B C

D E F

Fig. 2. Numerical simulations of Eq. 1. (A) Static correlation function of �J⊥ in d = 2 in full momentum space corresponding to the first Brillouin zone.
(B) A cut of the correlation function presented in panel (A) as normalized by the maximum value Ĉ = C/Cmax at q‖ = 0 for different values of K . Inset:
scaling of ∼ q2

⊥
due to the conserved noise. (C) Static correlation function of �s in d = 1 at different values of K . Both in d = 2 and d = 1 we find a

plateau at small q describing the property of long-range order in the thermodynamic limit. Parameters of simulations: � = 1,D = 0.1, K = 1, q0 = 2�/L,
in d = 2 N = 2,048, L = 2,048, and in d = 1, N = 4,096, L = 4,096. (D) Shifted dynamical correlation function of �s in frequency space at different wave-
numbers for d = 1. The peaks at different speed vg are shifted to the reference frame of the traveling band. (E) Characteristic collapse of curves of panel
(D) when the dynamical scaling hypothesis is applied with the exponent z = 3/2, corresponding to d = 1. (F ) Comparison between the analytical z and the
behavior of width at half-height of the correlation functions presented in panel (D), as functions of wave-number, for d = 1. Parameters of panels (D and
E): N = 8,192, L = 2,048�, � = 5, q0 = 0.15625, K = 1,D = 0.05, dt = 0.01, and tmax = 1 to 3 × 105. For smaller sizes, we have N = 4,096, L = 1,024� and
N = 2,048, L = 512�. These results are consistent with the KPZ physics in d = 1.
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a saturation in the limit of small wave-numbers to a finite value
(determined by simulation parameters). This is evident also in
the cross-section at q‖ = 0 of Fig. 2B, reflecting the analytical
form and confirming our prediction on true long-range order in
d = 2. Moreover, at larger q, we see a quadratic growth due to
the conserved noise, which scales as expected for different values
of K . These properties are persistent also for the 1D case in the
static correlation function of the longitudinal slow mode �s (Fig.
2C). We also investigated the dynamics of the system in 1D and
tested the relevance of nonlinear terms in the regime of large
nonreciprocity. We have computed the dynamical correlation
functions C(q,!) = 〈�s(q,!)�s(−q,−!)〉 at different wave-
numbers and presented them in Fig. 2D with a shift to the
reference frame of the traveling waves ! → ! + vgq. We then
test the dynamical scaling hypothesis using z = 3/2, which is
the dynamical exponent of the stable perturbative fixed point
of the KPZ equation (42). We observe a good collapse on the
same shape-function for more than one decade of wave-numbers
(Fig. 2E). Finally, we evaluate the width at half height �(q) of
the correlations in Fig. 2D, and we compare its behavior with
the expected analytical result (Fig. 2F). This probe shows a very
good agreement with the KPZ universality class. We note that the
smallest wave-numbers show deviations from the expected scaling
due to the finite limit of the simulation time. We would like to
highlight that this study is performed by evaluating fluctuations
around a traveling wave state, which is a challenging analysis from
a methodological point of view (Materials and Methods).

Discussion and Conclusions

We present an effective theory for a mixture of two species
with nonreciprocal interaction as described by conserved scalar
fields, in terms of an emergent polar order parameter field that
breaks time-reversal symmetry. Our framework shows striking
similarities with the Toner–Tu theory of dry polar active matter,
most notably an ordering potential and nonlinearities describing
activity-driven advection. The effective theoretical framework
for the emergent polar order parameter field predicts rotational
symmetry breaking and the existence of Goldstone modes that
emerge as a result of broken rotational symmetry. The theory,
however, features marked differences with the Toner–Tu theory.
The amplitude equation is not equivalent either to the conserved
(31) or the Malthusian (32) versions of Toner–Tu equations.
Moreover, the noise that drives the soft modes is conserved,
which leads to a violation of the Mermin–Wagner theorem in
d = 2 (46), already at the linear level, as the low-cost and
thus easily excitable elastic deformations of the Goldstone modes
are suppressed by the vanishing strength of the spontaneous
fluctuations at the largest length scales. We note that most
existing theories of polar active matter do not show long-range
order in d = 2 at the linear level, and nonlinear active terms
are necessary to tame fluctuations around the ordered state (3),
with the exception of theories that incorporate a momentum
conserving fluid near a boundary (13, 47, 48).

The predictions of the linear theory are validated by our
analysis including nonlinear terms. We show that the fluctuating
modes of our theory follow a noisy Burgers equation for a single
curl-free vectorial field, which can be mapped to a KPZ dynamics
in every d . We observe that the relevant nonlinearity is produced
by nonreciprocity and cannot generate any nonconserved noise
term under renormalization. Building on the effective KPZ
description of the fully nonlinear theory, we prove that the system
exhibits true long-range polar order in any dimension, which is

the central result of our work. Our analytical results are confirmed
by our numerical simulations of the original NRCH model.

We would like to close by highlighting an important feature
of the emergent polar order parameter, which can be written as
J = 1

2i (�∗∇�− �∇�∗) in analogy to quantum mechanics:
It has been constructed to measure the coherence between the
two species in the NRCH model. In light of this definition, one
can argue that investigating the dynamics of J follows the same
spirit as studying the effective dynamics of composite particles
in quantum condensed matter systems (5, 6). Moreover, since
coherence is the interesting physical observable, � plays a role
that is more analogous to a wave function than a density, whereas
�2 plays the role of density or probability, again, highlighting
the significance of the composite particles that chase each other
taking on the role of the fundamental unit of the effective theory,
leading to the emergence of an unanticipated polar symmetry.

Materials and Methods

Numerical Simulations. Simulations shown in Figs. 1A and 2 have been
performed using a pseudospectral method with periodic boundary conditions.
The algorithm combines the evaluation of linear terms in Fourier space and
nonlinear terms in real space in order to obtain a stable solution of the nonlinear
partial differential equations; more details can be found in ref. 20. We use a
backward Euler–Maruyama method to perform the time integration (49). The
noise fields are generated at each point of the lattice and each time-step from a
Gaussian distribution with zero mean and unit width.
Static correlation functions. We initialize the system with a periodic pattern of
minimum wave-number qmin = 2�/L along the x direction. After a transient
period of thermalization, we compute the fluctuations �J⊥(x, t) and �s(x, t),
and we measure the correlations in Fourier space by averaging over time.
Dynamical correlation functions. We perform this study ind = 1. To maximize
a good resolution in ! space for the dynamics, we initialize the system with
a larger value of q0, which we chose as q0 = 0.15625. This is relevant for
obtaining the results shown in Fig. 2 for two practical reasons. First, the inverse
of q0 sets a minimum length scale under which we cannot evaluate the scaling
hypothesis; therefore, we have to restrict to q < q0 to capture the collective
effects. Second, as the analytical calculations show, the value of q0 crucially
determines the width of the bare dynamical correlation functions throughΓ0 as
well as the value of the coupling constant g.

We probe fluctuations in frequency and wave-vector space �s(q,!). To
ensure correct results in frequency space, we apply a windowing procedure
with a Hanning function to the nonperiodic time signals. We then compute
C(q,!) = 〈�s(q,!)�s(−q,−!)〉 and average over 800 independent noise
realizations. The results are curves which peak at! = vgq, which represents the
sound mode of our system. Before testing the dynamical scaling hypothesis, we
shift the curves to this value, so that they are symmetric around zero and we can
focus on the scaling of the characteristic frequency. This procedure corresponds
to the passage to the comoving frame used in the analytical calculations. After
the shifting we can test the dynamical scaling hypothesis (50):

C(q,!)

C(q)
∼

1
qz
F(!/qz), [19]

whereF is a universal shape-function. Note that to have a good resolution in!
space, we need to run long simulations at large tmax, which becomes critical for
resolving the narrow divergence for small wave-numbers.

Noise for the SlowModeDynamics. Eq.4 represents the noise corresponding
to the polar order parameter and the amplitude, as derived from the conserved
additive noise of Eq. 1. Since the derivation of our effective field theory involved
analytical manipulations of a field theory that is described in terms of one set
of fields and the corresponding coordinate transformation to another set of
fields, which involves frequent usage of the chain rule, we chose to perform
our calculations using the Stratonovich convention, to be able to implement
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the standard chain rule for derivatives without the need for an additional term
arising form the Ito calculus (51). However, we also checked that the results are
not affected by this choice as expected.

In order to determine the relevant noise contributions to the linear dynamics
of �� and �J, we expand the conserved multiplicative noise of Eq. 4 around the
traveling wave state �a = �̄a(x, t) + ��a(x, t), with �̄1 = �0 cos �0(x, t)
and �̄2 = �0 sin �0(x, t). For fluctuations of the polar order parameter we
obtain

�J =
√

2D["ab∇�̄b∇ · �a + "ab�̄a∇(∇ · �b)],

which we can subsequently project onto the perpendicular and longitudinal
directions, as follows

�J‖ =
√

2D["ab(∂‖�̄b)∇ · �j + "ab�̄a∂‖(∇ · �j)],

�J⊥ =
√

2D"ab�̄a∇⊥(∇ · �b),

while for the amplitude fluctuations, we obtain

�� =
√

2D(�̄a/�0)∇ · �a.

In Fourier space, the main effect of the spatiotemporal oscillations is to translate
wave-number and frequency by the selected q0 and!0. Mean values are null,
and the variances for the longitudinal fast fields become,

〈��(q,!)��(q′,!′)〉 = 2D(q2
0 + q2)�q+q′�!+!′ ,

〈�J‖(q,!)�J‖(q
′,!′)〉 = 8D�2

0q
4
0�q+q′�!+!′ + 2D�2

0q
2
0(4q2 + 9q2

‖

+ q2q2
‖
/q2

0)�q+q′�!+!′ ,

We note that the leading contributions are nonconserved. However, they cancel
in the definition of �s producing conserved noise for the longitudinal and
transverse slow modes:

〈�s(q,!)�s(q′,!′)〉 = 2D�2
0q

2
‖
(q2

0 + q2)�q+q′�!+!′ ,

〈�J⊥ i(q,!)�J⊥ j(q
′,!′)〉 = 2D�2

0q⊥iq⊥j
(
q2

0 + q2
)
�q+q′�!+!′ .

At the leading order, these are conserved additive noise terms with amplitudes
of order∼ q2. At large momenta the conservation law produces an order∼ q4

behavior.

Wave-Number Selection. We assumed the existence of a finite wave-number
q0 throughout our calculations. This assumption is justified by our observation
of a wave-number selection mechanism when nonreciprocity takes over and the
ordered pattern is formed (see numerical simulations of refs. 20 and 39). To
understand this observation, we can perform a calculation in which we rewrite
Eq. 1 in complex notation� = �1 + i�2, and then solve for the dynamics for
the structure factor Sq(t) = 〈�q(t)�∗q(t)〉. At the linear level, we obtain

∂tSq(t) = 2q2(1− Kq2)Sq(t) = L(q)Sq(t). [20]

Importantly, the functionL(q) goes to zero for q→ 0 because of the particle
number conservation law. The maximum of L(q), namely qmax = 1/

√
2K,

corresponds to the fastest growing mode, which is therefore finite. In the absence
of the conservation law, the maximum would be at vanishingq, meaning that the
system relaxes to the minimum wave-number∼ 1/L (52). However, the linearly
predicted value qmax is above the Eckhaus threshold (40) and hence not stable.
We expect the nonlinearities to lower the value of the spontaneously selected
wave-number to a value that lies in the stable region, while the conservation law
would ensure that it would stay finite in the infinite size limit.

Justification for the Number of Slow Modes. The model of Eq. 1 describes
twoconservedparticledensities,whicharethereforeslowmodesof thedynamics.
When performing the calculation to rewrite the linearized dynamics in terms of
the amplitude and the phase of the traveling band solution Eqs. 6–8, we have
made the assumption to consider a constant phase shiftΔ = �/2 between the
�1 and�2 oscillating profiles.

To be certain to have included all the relevant slow modes of the theory, we
can relax this constraint and analyze the dynamics of phase shift fluctuations.
To simplify our argument, we neglect the amplitude fluctuations and consider
a general solution in the form of two coexisting smectics with two independent
displacement fields, namely

�1(x, t) =
1
2

[
�0e

i�0(x,t)+iq0u1(x,t) + c.c.
]
,

�2(x, t) =
1
2

[
�0e

i�0(x,t)+iq0u2(x,t) + c.c.
]
, [21]

where �0 = q0 · x − !0t, and �0 = �0e
i�0 is the background solution

corresponding to J0. In these terms, Δ(x, t) = q0(u1 − u2) represents the
relative phase fluctuations between the two smectics layers, while q0u1 =
h(x, t). We thus write Δ(x, t) = �/2 + �Δ(x, t) and derive the dynamics of
the phase shift fluctuations by neglecting the coupling with h. At zeroth order in
gradients, we obtain

∂t�Δ = −
(
�q2

0 tan �0

)
�Δ− �2

0q
2
0 (1− cos 2�0) �Δ, [22]

after dividing both sides of the equation by cos �0. Assuming that the fluctuations
relax on temporal scales that are sufficiently longer than the period of the
oscillations of the background phase �0, we can further use a separation of time
scale. Integrating over the fast oscillations yields

∂t�Δ = −�2
0q

2
0�Δ. [23]

We thus conclude that the additional mode related to phase-shift fluctuations
is a fast mode of the dynamics, which can therefore be neglected as it does not
change the long-wavelength physics of the system presented in the main text.

Data, Materials, and Software Availability. The data supporting the main
findings of this study are available in the paper and/or SI Appendix.
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