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Parahydrogen-enhanced magnetic  
resonance identification of intermediates in 
[Fe]-hydrogenase catalysis
 

Lukas Kaltschnee    1,2,7, Andrey N. Pravdivtsev    3, Manuel Gehl4, 
Gangfeng Huang    4,8, Georgi L. Stoychev    5,6, Christoph Riplinger    6, 
Maximilian Keitel1,2, Frank Neese    5,6, Jan-Bernd Hövener    3, 
Alexander A. Auer5, Christian Griesinger    1 , Seigo Shima    4  & 
Stefan Glöggler    1,2 

Hydrogenases are widespread metalloenzymes used for the activation 
and production of molecular hydrogen. Understanding the catalytic 
mechanism of hydrogenases can help to establish industrial (bio)catalytic 
hydrogen production and conversion. Here we show the observation of 
so-far undetectable intermediates of [Fe]-hydrogenase in its catalytic 
cycle. We observed these intermediates by applying a signal-enhancing 
NMR technique based on parahydrogen. Molecular hydrogen occurs as 
orthohydrogen or parahydrogen, depending on its nuclear spin state. We 
found that catalytic conversion of parahydrogen by the [Fe]-hydrogenase 
leads to notably enhanced NMR signals (parahydrogen-induced 
polarization, PHIP). The observed signals encode information about how the 
[Fe]-hydrogenase binds hydrogen during catalysis. Our data support models 
of the catalytic mechanism that involve the formation of a hydride at the iron 
centre. Moreover, PHIP enabled studying the binding kinetics. This work 
demonstrates the hitherto unexploited power of PHIP to study catalytic 
mechanisms of hydrogenases.

A central challenge in using hydrogen (H2) as an energy carrier is to 
find suitable noble metal-free catalysts for efficient H2 evolution and 
conversion1,2. As an alternative to synthetic noble metal-free catalysts3,4, 
hydrogenases, which are widespread in nature5–7, can perform these 
tasks with high turnover rates in water and at ambient temperature8,9. 
In addition to their use in electrochemical devices10, hydrogenases 
can also be used in suitable microorganisms, coupling H2 evolution or 
conversion to fermentation11,12 or photosynthesis13–19.

Hydrogenases are grouped into three different evolutionary types, 
that is, [NiFe]-, [FeFe]- and [Fe]-hydrogenases5,20. While intermediates 
in the catalytic cycle of [NiFe]- and [FeFe]-hydrogenases have been  
studied by Fourier transform infrared spectroscopy21,22, electron para-
magnetic resonance23,24, high-resolution X-ray diffraction25, nuclear  
resonance vibrational spectroscopy26,27 and nuclear magnetic reso-
nance spectroscopy (NMR)28, intermediates of the catalytic cycle  
of [Fe]-hydrogenases were thus far undetectable. [Fe]-hydrogenases 
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Results and discussion
Identification of enhancement effects on reaction products
We first observed 1H-NMR signals that transiently appear after treating 
solutions of reconstituted Hmd holoenzyme from Methanocaldoc-
occus jannaschii ( jHmd) and its substrate (methenyl-H4MPT+) with 
p-H2 (Fig. 2, Supplementary Methods and Supplementary Fig. 1). For 
a comparison, these experiments were also performed with normal 
hydrogen (n-H2), which refers to H2 with its nuclear spin states in room 
temperature thermal equilibrium. In the control experiment with n-H2 
(Fig. 2b), only the singlet of thermally polarized free dissolved H2 was 
visible, whereas the triplet for free dissolved HD, which was expected 
according to Fig. 1c when working in deuterated buffer, is below the 
noise level. If p-H2 was used instead (Fig. 2a), signal enhancement lifts 
the HD triplet above the noise and a signal with a mixed signal phase 
is observed for H2.

The PHIP experiments can be repeatedly performed with the 
same sample (Supplementary Discussion, Supplementary Figs. 10–12 
and Supplementary Tables 1 and 2). Signal enhancement for both H2 
and HD was sufficiently strong to be observed in a single scan at 1 µM 
jHmd concentration, which demonstrates the high sensitivity of PHIP.

Enhancement only occurs in the presence of jHmd and methenyl- 
H4MPT+ (Supplementary Fig. 9). Moreover, temperature and pD 
dependence of the PHIP effects coincide with the regions of high 
enzyme activity (Supplementary Figs. 14 and 15). The deuterium 
cation based pH is pD = −log10 a(D+), with a(D+) as the D+ activity. The 
PHIP effects are quenched if His14 (Fig. 1a) is mutated to alanine (see 
H14A-jHmd mutant in Supplementary Fig. 13 and Supplementary 
Table 3). This confirms the link of PHIP creation to Hmd catalysis, for 
which His14 is essential.

Isotope labelling studies (2H, 13C and 57Fe) support PHIP mecha-
nisms involving only the two spins originating from p-H2 (Supplemen-
tary Fig. 13 and Supplementary Table 3). The PHIP effects on H2 and 
HD originate from two mechanisms that are both driven by coherent 
spin evolution. The minimum mechanistic model that is required to 
explain the hyperpolarization of H2 and HD is given in Supplementary 
Fig. 22b and schematically summarized in Fig. 2c. For both the H2-PHIP 
and the HD-PHIP, p-H2 needs to add to the catalytic site to create an 
enzyme-bound state in which the two hydrogen atoms are inequivalent 
and still J-coupled.

The H2-PHIP effect is created through reversible binding of H2 
into such an enzyme-bound state, resulting in a so-called partially 
negative line shape (PNL) effect48. From the phase of the signal, it can 
be concluded that the two protons originating from H2 must have a 
positive mutual JHH-coupling in the bound state producing the PNL48. 
While coordinated to the complex, parahydrogen converts into ortho-
hydrogen. The NMR signal of the latter is then observed as a signal- 
enhanced PNL.

The HD-PHIP is also caused by spin evolution under strong 
J-coupling in a transiently formed enzyme-bound state, but in this 
case, hydrogen isotope exchange with the solvent is further required 
(Fig. 2c). The field dependence of the effect at low magnetic fields 
(Supplementary Discussion and Supplementary Figs. 8 and 23) is con-
sistent with a strong J-coupling-mediated mechanism, referred to as 
oneH-PHIP51 or NEPTUN52–54, that dominates in the 1 mT to 7.1 T range 
(Supplementary Discussion). The match to the field profile expected 
for the J-coupling-mediated mechanism (Supplementary Discussion 
and Supplementary Fig. 23b, blue trace) is better than to the steeper 
profile expected for the alternative mechanism. The alternative mecha-
nism could create polarization on HD through coherent evolution 
under residual dipolar couplings (RDCs)55–57 under self-alignment 
(Supplementary Discussion, Supplementary Fig. 23b, orange trace and 
Supplementary Table 21), related to the SWAMP effect58. With increas-
ing field, the RDC-driven mechanism should take over at some point, 
yet the data we collected (up to 21.1 T) can be well described considering 
only the J-coupling-mediated mechanism (Supplementary Discussion).

contain a single iron atom at the active site that maintains the diamag-
netic Fe+II state throughout the catalytic cycle29. The iron is complexed 
in an iron-guanylyl pyridinol (FeGP) cofactor (Fig. 1a, magenta)29–31. 
Upon binding of the substrate methenyl-tetrahydromethanopterin 
(methenyl-H4MPT+, also CH≡H4MPT+) (Fig. 1a, green), the protein 
changes from an open to a closed conformation, thereby bringing 
together FeGP and CH≡H4MPT+ to form the active site (Fig. 1a). In the 
active site, H2 is heterolytically cleaved (H2 ⇄ H+ + H−) and the hydride 
(H−) is stereo-specifically transferred to the Hpro-R position of the methyl-
ene carbon (C14a) of methylene-H4MPT (CH2=H4MPT) (Fig. 1b)32. Owing 
to this heterolytic reaction, [Fe]-hydrogenase is also referred to as 
H2-forming methylene-H4MPT dehydrogenase (Hmd). Hmd catalyses 
isotope exchange between water and dissolved hydrogen, where both 
single- and double-isotope exchange can take place in one binding 
event (Fig. 1c)33. Computational models suggest multiple iron hydrogen 
species along the Hmd catalytic cycle29,34,35. However, none of these 
species have yet been characterized experimentally29–32,36–39.

To characterize these bound hydrogen species, we studied Hmd 
using sensitivity-enhanced NMR based on parahydrogen (p-H2). p-H2 
stands for H2 that is enriched in its antisymmetric nuclear spin state, 
the para-state. Upon contact with a H2-activating catalyst, p-H2 can 
create strong NMR signals via parahydrogen-induced polarization 
(PHIP) effects40–44. Thereby, PHIP effects make it possible to charac-
terize transiently bound hydrogen species with strongly enhanced 
sensitivity45–50. We demonstrate that PHIP can be used to study the H2 
catalysis of metalloenzymes.
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As implied in Fig. 2c, observation of the HD-PHIP effect should be 
accompanied by the hyperpolarization of water. This effect becomes 
apparent at higher Hmd concentrations and temperatures (Fig. 3, 
Supplementary Fig. 10 and Supplementary Table 1), in particular when 
using an experiment with presaturation of the thermal water signal 
(Supplementary Fig. 2). Negative hyperpolarization is observed on 
HDO (Fig. 3), with the expected opposite sign to the HD-PHIP hyper-
polarization. Heterolytic cleavage of p-H2 by Hmd thus produces 
positive polarization on the hydride (H−), which can react with D+ to 
form HD, and negative polarization on the proton (H+), which diffuses 
out of the enzyme into the bulk water. If it is the closed active site 
bearing methenyl-H4MPT+ (Fig. 1a) that produces this PHIP effect, 
the hyperpolarized H− should also reduce the substrate according 
to Fig. 1b, leading to methylene-H4MPT selectively hyperpolarized 
at the (C14a)Hpro-R position. Indeed, the expected positive hyper-
polarization can be observed at the 1H chemical shift (δH) and with 
the 1JCH reported for the (C14a)Hpro-R (δ(1HC14a,pro-R)lit = 4.9–5.05 ppm  
(refs. 32,39,59), 1J(C14a,Hpro-R)lit = 158 Hz (ref. 59)) (Fig. 4). Transfer of  
hyperpolarization from the (C14a)Hpro-R to the 13C-labelled C14a posi-
tion further yields the corresponding hyperpolarized 13C signal (Fig. 5  
and Supplementary Fig. 16), close to the literature-reported 13C chemi-
cal shift (δC) (δ(13C14a)lit = 69.87 ppm)60. This suggests that an inter-
mediate along the Hmd catalytic cycle acts as the common source 
of hyperpolarization on HD, HDO and methylene-H4MPT. Since 
all PHIP effects disappear in the absence of methenyl-H4MPT+ and 
methylene-H4MPT, this intermediate must be formed by the intact 
enzyme–substrate complex allowing the catalytic reaction.

Analysis of field-dependent H2-PHIP and HD-PHIP effects
For the H2-PHIP and HD-PHIP effects, which can easily be observed 
in single scan experiments, measurements were performed at three 
different static magnetic fields (B0), in an attempt to characterize 
the bound-state intermediate creating these effects. For analysis of 
this data, we aimed at matching the experimental NMR data in spin 
dynamics simulations (Supplementary Methods and Supplementary 
Discussion). Here, we restrained the kinetic parameters used for the 
simulations by the experimentally observed isotope exchange kinet-
ics (Supplementary Discussion) and we compared them with 1H NMR 
parameters computed for different structural models29,35 (Supplemen-
tary Methods and Supplementary Discussion) to check for consistency 
with previously proposed mechanistic models.

Hydrogen isotope exchange kinetics (Supplementary Discussion, 
Supplementary Figs. 17–20 and Supplementary Table 4) were analysed 
using a model that assumes only one bound-state geometry (Fig. 2c and 
Supplementary Fig. 17). As compared with the model chosen by Leroux 
et al.61, we explicitly chose a model in which the two hydrogen atoms 
are distinguishable in the bound state, since this is required for the 
occurrence of PHIP effects. For Hmd, multiple isotope exchange events 
can happen for one H2 binding event (Fig. 1c)33. In our kinetics models, 
we implemented multiple isotope exchange events by assuming that 

isotope exchange (H+ ⇄ D+) occurs at only one of the hydrogen posi-
tions in the bound state and that mutual exchange between the two 
hydrogen positions is possible, which enables us to estimate upper 
bounds for the rate of mutual exchange (kex). For simplicity, hydrogen 
isotope exchange kinetics were characterized at pD 6.0, where net 
kinetic isotope effects for this reaction are small33. During analysis, we 
therefore neglected kinetic isotope effects.

Structural models for Hmd were optimized at a combined 
quantum-mechanics/molecular-mechanics (QM/MM) level of the-
ory, and 1H chemical shifts (δH) and mutual 1H–1H J-couplings (JHH) for 
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the hydrogen atoms within the active site were computed (Supple-
mentary Discussion, Supplementary Figs. 38–44 and Supplementary  
Tables 13–20). The QM/MM models were based on the crystal struc-
ture of the substrate-bound closed state of Hmd29, as well as on the 
closed-state structural model by Finkelmann et al.35, derived from 
the open-state crystal structure of a C176A mutant31, by aligning the 
subunits using the crystal structure of the closed state apoenzyme62. 
For the catalytic cycle proposed in ref. 29, the results are summarized 
in Fig. 6 (see also Supplementary Table 14). We also investigated the 
scenario where H2 activation proceeds via the thiol position rather 
than the oxypyridine pathway shown in Fig. 6, using the models by Fin-
kelmann et al.35 and models based on the most recent crystal structure 
(Supplementary Fig. 39 and Supplementary Table 16).

Spin dynamics simulations were performed under quasi-lossless 
conditions (slow relaxation and no competing reactions) (Supplemen-
tary Methods, Supplementary Discussion and Supplementary Table 9) 
providing the expected PHIP signal shapes for H2 and HD, the effects 
from varying B0 and an upper-bound limit for the intensity expected. 
During all analyses (Supplementary Discussion), we therefore only 
put restraints on the underestimation of PHIP intensities, not on the 
overestimation.

Modelling of the PHIP effects for H2 (Supplementary Discussion, 
Supplementary Figs. 22a and 24–27 and Supplementary Tables 5–7) 
indicates that the average chemical shift of the two hydrogen atoms in 
the bound state is in the range of δav = 3.5–5.0 ppm, with the best fits 
obtained for δav = 4.3 ppm and with chemical shift differences around 
Δδ = 6–12 ppm (Supplementary Figs. 26 and 27). The time-averaged 
JHH-coupling in the bound state should be ̄JPNL ≥ 10Hz, with best fits 
obtained for couplings in the range of ̄JPNL = 50 − 300Hz (Supplemen-
tary Fig. 26 and Supplementary Table 7). The constraints obtained by 
analysing PNL and HD-PHIP in the model with one bound-state geom-
etry (Fig. 2c and Supplementary Fig. 22a,b) are summarized in Fig. 2d.

To reproduce the PNL data in our simulations, a rapid exchange 
between an enzyme-bound ensemble in which the two atoms from p-H2 
are distinguishable and an ensemble in which they are indistinguishable 
by NMR (either dissolved H2 or an enzyme-bound ensemble in which 
the two atoms are rapidly exchanging on the microsecond timescale) is 
required (Supplementary Discussion, Supplementary Fig. 26 and Sup-
plementary Table 6). Herein, we use the term ‘ensemble’ for a group of 
reaction intermediates that interconvert rapidly enough to be indistin-
guishable on the NMR timescale (that is, microsecond to millisecond). 
The interconversion rates between these ensembles need to be much 
faster (~104-fold) than the apparent rate constants for association (ka) 
and dissociation (kd) for the net hydrogen isotope exchange reaction 
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(Supplementary Table 4 and Supplementary Figs. 25 and 26), result-
ing in a lifetime for the enzyme-bound ensemble with distinguishable 
hydrogen positions in the range of τPNL ≈ 1 µs to 100 µs.

The most reasonable structural explanation for the enzyme-bound 
ensemble with distinguishable hydrogen positions causing the PNL 
are iron hydrides such as structure 4 (Fig. 6, Supplementary Table 14, 
model A2, and see also models C/G3 and C/G4 in Supplementary Fig. 39 
and Supplementary Table 16). The scenario that H2 is activated by the 
oxypyridine rather than the SCys176 is hereby clearly favoured due to the 
larger JHH-couplings and the better fit to the required chemical shift 
range in the computed structures. Moderate agreement between the 
experimentally observed and the simulated spectra is obtained for 
example for model A2, corresponding to structure 4, when assuming 
intermediate lifetimes around 16 µs (Supplementary Table 5).

For model A1 (Supplementary Table 14), corresponding to struc-
ture 3 in Fig. 6, the best-fit ranges for the PNL perfectly match the NMR 
parameters computed. Consequently, a perfect fit of simulated and 
measured spectra can be obtained for this model (Supplementary 
Table 5). Despite this finding, it appears unlikely that Fe-η2-H2 species 
such as structure 3 are causing the PNL, since fast mutual exchange 
of the hydrogen atoms in dihydrogen ligands63–65 should suppress 
the evolution of PHIP effects within these ligands. Interaction of the 

dihydrogen ligand with the oxypyridine base in structure 3 (Supple-
mentary Table 14, A1) considerably raises the barrier of rotation as 
compared with the case where the base is protonated (Supplementary 
Table 16, C1, and compare Supplementary Figs. 41 and 42), yet it still 
appears unlikely that the rotation is sufficiently hindered that PHIP 
effects can evolve in structure 3. Electronic structure simulations 
suggest that the rate for mutual site exchange for the η2-H2 ligand (kex) 
is reduced from the single-digit THz range for C1 to around 1 GHz for 
A1 (Supplementary Discussion and Supplementary Figs. 41 and 42). 
To produce the observed PHIP signals, however, kex must not exceed 
100 kHz (Supplementary Table 6).

Thus, iron hydrides such as structure 4 (Fig. 6) are the most likely 
candidates for causing the PNL effect observed. Our data suggest that 
formation of the iron hydride involved is not rate limiting for substrate 
reduction, in line with earlier studies of kinetic isotope effects, which 
indicated that a reaction step other than H2 activation is rate-limiting 
for CH≡H4MPT+ reduction by Hmd66.

The HD-PHIP is created in a transiently formed intermediate with 
a lifetime of τHD-PHIP ≈ 100 µs–10 ms (Supplementary Discussion, Sup-
plementary Figs. 28 and 29 and Supplementary Table 8). In general, a 
JHH-coupling of small amplitude (|J| > 3 Hz) and small chemical shift dif-
ferences (0.1 ppm ≤ |Δδ| ≤ 1 ppm) are sufficient to create the observed 
effects (Fig. 2d). Spectra can be reproduced in simulations using the 
kinetic parameters extracted from the net isotope exchange (Sup-
plementary Discussion and Supplementary Fig. 28), suggesting that 
the intermediate creating the HD-PHIP is the one accumulating right 
before the isotope exchange step. For mechanisms with JHH evolution 
and isotope exchange happening in the same bound state (for example, 
Fig. 2c and Supplementary Figs. 21 and 22b), simple rules relate the 
sign of the HD-PHIP signal to the signs of Δδ and JHH (Supplementary 
Discussion), which favour the scenario where JHH < 0.

Among the computed structural models, structure 5 is compat-
ible with a JHH < 0 according to our J-coupling computations (0 ± 3 Hz;  
SI 2.15). Another reasonable explanation may be that the hydride in 
structure 4 recombines with a D+ to form an Fe-η2-HD species, in which 
the H+ from p-H2 is still bound to the pyridinol position. Structural 
modelling suggests that the time-averaged JHH-coupling within such 
a complex could be slightly negative (−1 ± 3 Hz, see structure C1 in 
Supplementary Table 16, Supplementary Fig. 41 and Supplementary 
Discussion). With the differences in kinetics and the preference for dif-
ferent signs for JHH, the separate modelling of PNL and HD-PHIP provides 
clear evidence that more than one bound-state ensemble is contribut-
ing to the two PHIP effects. This is underlined by the fact that different 
parameter sets need to be used for the model with one bound-state 
geometry (Fig. 2c and Supplementary Fig. 22b) to reproduce the PNL 
or the HD-PHIP (Fig. 2d). Considering the facile reversibility of the cata-
lytic reactions and the flat free energy profiles predicted for Hmd20,29,34 
(Supplementary Figs. 43 and 44), it is unsurprising to find that multiple 
bound-state intermediates must be populated substantially.

When two bound-state ensembles are included, HD-PHIP and 
H2-PHIP signals (Fig. 7b) and isotope exchange kinetics (Fig. 7c) can 
be simultaneously reproduced. A schematic representation of the 
model with two bound-state geometries is given in Fig. 7a and the 
full model is shown in Supplementary Fig. 22c (compare with Fig. 2c 
and Supplementary Fig. 22b). Due to the very different kinetics, the 
J-coupling causing the PNL must be present in a different ensemble than 
the H+ ⇄ D+ exchange (Supplementary Discussion and Supplementary 
Fig. 25). To reproduce both, we place the J-coupled intermediate caus-
ing the PNL in the early bound-state ensemble (ensemble 1), separated 
from the isotope exchange reaction in the later bound-state ensemble 
(ensemble 2). Different modelling scenarios for the HD-PHIP are com-
patible with the data (Fig. 7, Supplementary Discussion, Supplemen-
tary Tables 9–11 and Supplementary Figs. 30–32), indicating that it 
could be the same or two different J-coupled intermediates causing 
the PNL and the HD-PHIP. The model outlined reproduces key features 
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expected from the mechanism shown in Fig. 6, such as the creation of 
a short-lived intermediate compatible to an iron hydride (structure 4)  
upon hydrogen activation, which further reacts to an intermediate 
(structure 5) that is expected to be longer lived (Supplementary Fig. 43) 
and which can perform hydrogen isotope exchange to form hyperpo-
larized HD and HDO.

Characterization of bound states by saturation transfer
The PHIP effects described thus far are observed on product species 
that are released from the catalytic cycle and detected in solution. 
From these signals, information about the hydrogen-bound states can 
be obtained because the PHIP effects are created while the hydrogen 
atoms are bound to the active site. Products with slow 1H relaxation 
provide the highest sensitivity due to a narrow linewidth for detection 
and because the hyperpolarized species can be effectively accumu-
lated in solution.

Direct detection of the bound intermediate states themselves 
should generally be possible. This is, however, more challenging 
because of the small enzyme concentration and because the bound- 
state signals are expected to be much broader. Fortunately, PHIP experi-
ments provide an elegant way of observing bound intermediates with 
outstanding sensitivity.

PHIP experiments can be combined with the chemical exchange 
saturation transfer (CEST) approach67–69, a method we refer to as 
PHIP-CEST48. CEST indirectly detects transiently formed species of 
low concentration through their chemical exchange with an abundant 
species68,69. In our case, saturation is transferred from the bound-state 
intermediates onto the easily detectable reaction products. The inher-
ently high detection sensitivity of the CEST experiment is further 
boosted through hyperpolarization48,70,71.

Using PHIP-CEST48 for the Hmd system (Supplementary Figs. 6  
and 7), we observed CEST effects in the form of altered signal inten-
sities for H2 and HD signals, and altered shape of the H2 signal, as a 
function of the CEST irradiation frequency (Fig. 8 and Supplementary 
Figs. 33–35). The H2 signal shape changes from the PNL shape to an 
in-phase signal undergoing a switch of sign and then back to the PNL 
(Fig. 8b, inserts). The CEST effects saturate at spin-lock fields between 
0.5 and 1 kHz (Supplementary Figs. 34 and 35), thus providing an esti-
mate for the lifetime of the intermediates of τPHIP-CEST ≈ 1−2 ms.

Two CEST effects are observed at similar positions for detection on 
the H2 and the HD-PHIP signals. The CEST effect at 10.5 ppm (±0.5 ppm) 
is particularly well resolved in the HD-PHIP-CEST experiment (Fig. 8a), 
falling into the chemical shift range of acidic protons. The position of 
the second effect can only roughly be estimated (around 3 ± 3 ppm) 
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due to its proximity to the on-resonance saturation for free hydro-
gen (at 4.6 ppm). Notably, no PHIP-CEST effects were observed in the 
δH < −10 ppm region, which is characteristic for metal hydrides. This is 
well in line with the computed chemical shifts for hydride species (Fig. 8 
and Supplementary Tables 14 and 16), for which in all cases, δH > −7 ppm.

The PHIP-CEST curves can be reproduced qualitatively in simula-
tions, assuming a single bound-state ensemble with chemical shifts of 
10.5 ppm (±0.5 ppm) and 4 ppm (±2 ppm) and with hydrogen isotope 
exchange with D2O happening at 10.5 ppm (Supplementary Discussion 
and Supplementary Table 12), using kinetic parameters that reproduce 
the measured hydrogen isotope exchange (Supplementary Table 12 
and Supplementary Fig. 36). The 10.5 ppm fall into the chemical shift 
range estimated for the pyridinol position of FeGP, as well as for previ-
ously suggested thiol-ligand intermediates (H–S–Cys176) (see ranges 
indicated in grey in Fig. 8a; see also Supplementary Discussion, Sup-
plementary Tables 14 and 16)30,34. Considering the 100-fold reduction in 
H+ ⇄ D+ exchange activity in the H14A-jHmd mutant30 (Supplementary 
Table 3), the assignment to the pyridinol position appears reason-
able. For the 4 ppm position, the (C14a)Hpro-R position of CH2=H4MPT in 
structure 5 falls into the expected range, which agrees with the model 
shown in Fig. 6.

To reproduce the PHIP-CEST data, a negative mutual JHH-coupling 
between the two atoms originating from p-H2 needs to be assumed 
(Supplementary Fig. 37). An intermediate with JHH < 0 thus clearly has 
to participate in the Hmd catalytic mechanism, and it appears likely that 
this PHIP-CEST and the HD-PHIP are probing the same intermediate. 
The lifetime estimate from PHIP-CEST (τPHIP-CEST ≈ 1–2 ms) matches the 
best-fit estimate for the bound-state lifetime from isotope exchange 
notably well (τisotope exchange = (kd + kHD + kex)−1 ≈ 1.7 ms), suggesting that 
the intermediate probed is the intermediate accumulating before the 
isotope exchange step.

Considering the good match of the computed chemical shifts 
with the positions of the PHIP-CEST effects, the compatibility of the 
computed couplings with a negative JHH-coupling between the pyridinol 
position and the (C14a)Hpro-R position of CH2=H4MPT and considering 
the computed reaction trajectory (Supplementary Fig. 43), the inter-
mediate probed by PHIP-CEST is most probably structure 5 of Fig. 6.

Conclusions
Here, we demonstrate that sensitivity-enhanced NMR can be used to 
study bound hydrogen intermediates in hydrogenase catalysis. The 
NMR technique first applied here to study a diamagnetic metalloen-
zyme is particularly suitable for investigating transient hydrogen inter-
mediates during catalysis because it selectively enhances the signals 
of bound hydrogen species. Studying these bound hydrogen species, 
particularly in diamagnetic intermediates, remains a challenge for 
established techniques. Our approach therefore bridges a substantial 
gap in biophysical characterization abilities.

The PHIP effects on H2, HD, HDO and at the (C14a)Hpro-R position of 
methylene-H4MPT are only observed if the active enzyme–substrate 

complex forming the active site is used. Thus, these PHIP effects 
emerge from the active catalytic cycle of Hmd. Highly sensitive 
PHIP-CEST experiments enabled us to directly observe the hydro-
gen atoms stemming from p-H2 in an active-site bound state under 
turnover conditions. Comparison of the experimental data with NMR 
spectrum simulations, using parameters from measured kinetics 
and QM/MM structural modelling, enabled us to characterize two 
intermediates along the Hmd catalytic cycle, which had previously 
not been characterized experimentally. The two intermediates fit the 
iron hydride (structure 4) and the enzyme-bound reduced substrate 
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(structure 5), with hydrogen activation proceeding with the oxypyri-
dine as the active base, supporting the previously proposed mecha-
nism29 (Fig. 6).

The techniques used here can now be used as a general approach 
for unravelling the catalytic mechanisms of hydrogenases and their 
model catalysts. In addition, given the high sensitivity of this technol-
ogy, it holds promise regarding its application to microbial cells, and 
with regard to exploring hydrogen metabolism in vivo. Ultimately, we 
have established an approach for studying the catalytic mechanisms 
of hydrogen activating enzymes, which could help tailoring hydrogen 
converting (bio)catalysts towards higher productivity in hydrogen 
production or conversion.

Methods
Cultivation of M. marburgensis
Methanothermobacter marburgensis was cultivated anaerobically in 
a 10 l fermenter under continuous flow of a gas mixture composed of  
H2/CO2/H2S (80%/20%/0.1%)72. The medium consisted of 40 mM NH4Cl,  
50 mM KH2PO4, 24 mM Na2CO3, 0.5 mM nitrilotriacetic acid, 0.2 mM 
MgCl2 6 H2O, 1 µM CoCl2 6 H2O, 1 µM Na2MoO4 2 H2O, 50 µM FeCl2, 5 µM 
NiCl2 and 20 µM resazurin (final concentrations)72. To isolate H4MPT 
from the cells, M. marburgensis was cultivated in the full medium. In 
the case of Hmd purification, M. marburgensis was cultivated under 
nickel-limiting conditions, where NiCl2 was omitted from the medium. 
In the nickel-limiting culture, a trace amount of nickel is supplied by 
erosion from the metal parts of the fermenter. For the preparation 
of 57Fe-enriched FeGP cofactor, 50 µM [57Fe]-FeCl2 was added to the 
medium instead of non-enriched FeCl2. [57Fe]-FeCl2 was prepared by 
the treatment of 57Fe-enriched metal (96% enrichment) in 38% HCl 
solution. In the nickel-sufficient culture, when the culture reached 
an optical density (OD) of ~6−7 at the late exponential growth phase, 
the cells were collected. In the case of nickel-limiting condition, the 
culture growth, which started from 5% inoculation of pre-culture, 
became slower after overnight culture at OD ~4. The slow growth of 
the culture with doubling time of ~11 h under the nickel-limiting condi-
tions continued until OD ~5−6. The culture in the fermenter was cooled 
down by circulating ice water and then anaerobically collected via 
continuous-flow centrifugation and the cells were stored at −75 °C. 
Chemicals were purchased from Sigma-Aldrich or Carl Roth.

Purification of Hmd from M. marburgensis
Purification of Hmd from M. marburgensis (mHmd) was performed 
under strictly anaerobic conditions in an anaerobic glove box (Coy 
Laboratories). Centrifugation was performed using a plastic tube with 
a screw cap and a rubber O-ring. Around 100 g of M. marburgensis cells 
were suspended in 200 ml of 50 mM potassium phosphate buffer pH 
7.0 and sonicated (80% power of 100 W for six times of 8 min on/7 min 
off cycles) with a SONOPULS HD 200 from Bandelin using a VS 70T 
tip. The crude extract was centrifuged for 30 min at 140,000g and 
4 °C. Ammonium sulfate powder was added to the supernatant until 
60% saturation. After 20 min incubation on ice, the supernatant was 
centrifuged for 20 min at 13,000g and 4 °C, and then ammonium sul-
fate powder was added to the supernatant until 90% saturation. After 
another 20 min incubation on ice, the suspension was centrifuged 
for 20 min at 13,000g and 4 °C. Afterwards, the pellet was suspended 
in 15 ml of 50 mM 3-(N-morpholino)propanesulfonic acid (MOPS)/
KOH pH 7.0. The suspension was dialysed at 4 °C overnight against 
50 mM citrate/NaOH pH 5.0. The dialysed solution was centrifuged 
for 20 min at 17,000g and 4 °C, and the supernatant was applied to a 
Source 30Q column (300 ml column volume) equilibrated with 50 mM 
citrate/NaOH pH 5.0. The column was washed with 50 mM citrate/
NaOH pH 5.0 containing 200 mM NaCl. Elution took place with a linear 
gradient from 200 mM to 500 mM NaCl in 500 ml. Fractions of 10 ml 
were immediately neutralized with 1.0 ml of 1 M MOPS/KOH pH 7.0 
and 0.06 ml 1 M NaOH. Fractions containing mHmd were pooled and 
concentrated via an Amicon ultrafilter (30 kDa cut-off). Afterwards, 
the concentrated solution was applied to a HiPrep 26/10 desalting 
column equilibrated with H2O. The elution was carried out with H2O 
and the fractions containing mHmd were pooled and concentrated 
with an Amicon ultrafilter (30 kDa cut-off). Finally, purified mHmd 
was flash frozen in liquid nitrogen and stored at −75 °C. Chemicals were 
purchased from Sigma-Aldrich or Carl Roth. The enzyme activity assays 
are described in Supplementary Methods.

Extraction of the FeGP cofactor
The FeGP cofactor was extracted from 100 mg of mHmd by incuba-
tion in 60% MeOH, 1 mM 2-mercaptoethanol and 1% NH3 in a final vol-
ume of 12 ml for 15 min at 40 °C. Subsequently, the FeGP cofactor 
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Fig. 8 | Hyperpolarized CEST experiments for the identification of reaction 
intermediates. PHIP-CEST experiments performed at 309 K and 14.1 T 
(600 MHz), with sample conditions as for Fig. 2. a, The HD-PHIP-CEST profile 
obtained from multiple quantum-filtered experiments (Supplementary Fig. 7), 
using an 8 s saturation with γB1 = 666 Hz (γ, gyromagnetic ratio). The HD signal 
integral, normalized to the off-resonance integral, measured at −36 ppm, is 
shown in orange. Data from five samples were averaged, collecting one single-
scan spectrum per offset and per sample. The error bars indicate s.d. A simulated 
HD-PHIP-CEST profile (Supplementary Discussion and Supplementary Table 12) 
is overlaid. In grey, the ranges of computed chemical shifts (δCALC) for hydrogen 
species obtained from multiple different QM/MM models (Supplementary 
Discussion and Supplementary Tables 13–16) are indicated. b, The H2-PHIP-
CEST experiment according to Supplementary Fig. 6, using a 2 s saturation with 
γB1 = 1,333 Hz. The H2 lineshape observed after irradiating at different offsets and 
the corresponding H2 line integral (polarization × concentration), normalized by 
sample activity for hydrogen isotope exchange (activity range of 68–41 U mg−1). 
The average from three samples is shown with s.d. as error bars. A simulated 
profile obtained using the same simulation parameters as in a is shown in green. 
Simulated data are upscaled tenfold for better visualization of the qualitative 
agreement obtained.
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was separated from the denatured protein through filtration with an 
Amicon filter (10 kDa cut-off). The filtrate was collected and evapo-
rated at 4 °C. The concentrated FeGP cofactor solution (~50 µl) was 
diluted to 1 ml with 10 mM ammonium carbonate pH 9 containing 1 mM 
2-mercaptoethanol. The five aliquots of 200 µl were stored in liquid 
nitrogen. Chemicals were purchased from Sigma-Aldrich or Carl Roth.

Production of jHmd apoenzyme
The apoenzymes of Hmd from M. jannaschii ( jHmd), the wild type 
and the H14A mutant were produced in E. coli BL21(DE3)38. For a 
pre-culture, 100 ml Luria-Bertani medium with 30 µg ml−1 kanamy-
cin were inoculated with a frozen glycerol stock of the E. coli cells 
harbouring the corresponding plasmid. The pre-culture was shaken 
at 37 °C overnight and used to inoculate 2 l of tryptone-phosphate (TP) 
medium73, which contained 30 µg ml−1 kanamycin. When the culture 
reached an OD600 of 1, the expression of jHmd was induced with a final 
concentration of 1 mM isopropyl β-d-1-thiogalactopyranoside. After 
3 h of expression, the cells were collected by centrifugation for 20 min 
at 13,000g and 4 °C. The cells were suspended in 50 mM MOPS/KOH 
pH 7.0 containing 1 mM dithiothreitol (DTT) and disrupted by sonica-
tion (80% power of 100 W with five times of 4 min on/4 min off cycles) 
using an MS 72 tip. The debris was removed via ultracentrifugation 
for 40 min at 130,000g and 4 °C, and the supernatant was heated for 
15 min at 70 °C to denature the E. coli proteins. By centrifugation for 
20 min at 13,000g and 4 °C, the denatured proteins were removed. 
Afterwards, ammonium sulfate powder was slowly added to a final 
concentration of 2 M. Then, the precipitated proteins were removed 
again via centrifugation for 20 min at 13,000g and 4 °C. The superna-
tant was applied to a Phenyl-Sepharose column (50 ml column volume) 
equilibrated with 50 mM MOPS/KOH pH 7 containing 1 mM DTT and 
2 M ammonium sulfate. The proteins were eluted with a 200 ml linear 
gradient from 2 M to 0 M ammonium sulfate. Each 10 ml was fraction-
ated and analysed by sodium dodecyl sulfate–polyacrylamide gel 
electrophoresis. The fractions containing jHmd were pooled and 
concentrated to 10 ml with an Amicon ultrafilter (30 kDa cut-off). 
Then, the solution was desalted by a HiPrep 26/10 desalting column 
equilibrated with 50 mM MOPS/KOH pH 7.0 containing 1 mM DTT. The 
apoenzyme was flash frozen and then stored at −75 °C. Chemicals were 
purchased from Sigma-Aldrich or Carl Roth.

Reconstitution of the jHmd holoenzyme
To reconstitute the jHmd holoenzyme, 125 µM of the apoenzyme (either 
wild type or H14A mutant) were mixed with 175 µM of the purified 
FeGP cofactor. To get rid of the non-incorporated FeGP cofactor, the 
solution was applied to a HiPrep 26/10 desalting column equilibrated 
with 10 mM MOPS/KOH pH 7.0. All procedures were performed under 
yellow light in an anaerobic tent. Chemicals were purchased from 
Sigma-Aldrich or Carl Roth.

Purification of H4MPT and conversion to CH2=H4MPT, 
13CH2=H4MPT and CD2=H4MPT
For the purification of H4MPT, 130 g of M. marburgensis cells 
(nickel-sufficient growth condition) were suspended in 130 ml of 
50 mM MOPS/NaOH pH 6.8 and heated to 60 °C in a water bath. N,
N,N-trimethylhexadecan-1-aminium bromide was added to a final 
concentration of 1%, and the suspension was incubated for 6 min at 
60 °C. Afterwards, the suspension was cooled down in an ice bath 
for 30 min. In an anaerobic chamber, the pH was adjusted to 3 using 
100% formic acid and the suspension was centrifuged for 60 min at 
6,800g and 4 °C. The supernatant was separated from the pellet and 
put on a Serdolit PAD II column (Serva) equilibrated with XAD buffer 
(H2O-formic acid buffer (69:1), pH 3 adjusted by NaOH). The column 
was washed with XAD buffer and eluted with 15% methanol in XAD 
buffer. The H4MPT-containing fractions were pooled and evaporated. 
Subsequently, the lyophilized preparation was solubilized in 50 ml 

of H2O and pH was adjusted with 100% formic acid to 3. The solution 
was loaded on a Serdolit PAD I column (Serva) equilibrated with XAD 
buffer. The column was washed with 0.1% formic acid in H2O and 
eluted with 30% methanol containing 0.1% formic acid in H2O. The 
H4MPT-containing fractions were pooled, lyophilized and the con-
centration was adjusted by adding H2O. For the conversion of H4MPT 
to CH2=H4MPT, 13CH2=H4MPT and CD2=H4MPT, 500 µl of 2 mM H4MPT 
was mixed with 15 µl 200 mM HCHO, [13C]-HCHO or [2H2]-HCHO. The 
conversion to CD2=H4MPT took place in D2O. The converted solutions 
were evaporated and the concentrations were adjusted with H2O or D2O. 
[13C]-HCHO or [2H2]-HCHO and D2O were purchased from Cambridge 
Isotope Laboratories.

NMR sample preparation
NMR samples were prepared by mixing stocks of the corresponding 
forms of Hmd and methylene-H4MPT with D2O-buffer inside 5 mm 
NMR tubes under a stream of N2 or Argon. All stocks were handled in 
brown-glass vials under inert atmosphere, using microlitre syringes. 
All sample handling was performed in the dark. Used sample con-
centrations are stated in the figure and table captions. After mount-
ing the samples to the systems for bubbling NMR samples inside the 
NMR spectrometers, all samples were bubbled with N2 for at least 
1 min to convert the methylene-H4MPT used for sample preparation 
to methenyl-H4MPT+ in situ.

Deuterated 120 mM potassium phosphate buffers containing 1 mM 
EDTA were prepared at varying pD (see figure captions) and degassed 
before use by bubbling with N2.

D2O (99.9%), K3PO4, 3-(trimethylsilyl)-1-propansulfonic acid and 
EDTA-dianhydride were purchased from Sigma-Aldrich. KD2PO4 was 
either also purchased from Sigma-Aldrich or prepared from KH2PO4 
(Carl Roth) using isotope exchange with D2O.

NMR instrumentation
NMR experiments were performed on four different liquid state spec-
trometers operating at 600 MHz (14.10 T, 5 mm cryoprobe), 900 MHz 
(21.15 T, 5 mm cryoprobe) or 300 MHz (7.05 T, 5 mm room temperature 
probes) 1H resonance frequency. For instrument specifications and 
detailed instrument settings, see Supplementary Methods. Spectrom-
eters were equipped with home-built bubbling set-ups for handling 
the samples under inert atmosphere and for saturating the solutions 
with different gases by gas bubbling while the sample resides inside 
the spectrometer. The bubbling set-ups were equipped with three 
gas channels (N2, p-H2 and n-H2 or mixtures of N2 and n-H2) with flow 
control by needle valves and magnet valves switched during the NMR 
pulse sequence using the spectrometer’s transistor-transistor-logic 
outputs. Gas pressure inside the sample volume was cycled between 
room pressure and 7 bar (gauge pressure), using pressure regulators 
at the inlets and a backpressure regulator at the gas outlet. Mixtures of 
N2 and n-H2 were prepared by pre-mixing at defined ratios in a storage 
container. p-H2 was produced from n-H2 by two different parahydrogen 
generators (Supplementary Methods). Measured p-H2 enrichments 
are provided with all figures showing PHIP data. Chemical shifts were 
referenced against 3-(trimethylsilyl)-1-propansulfonic acid and concen-
trations were referenced using EDTA as internal standard, as described 
in Supplementary Methods.

NMR experiments
NMR experiments were performed according to the experiment 
schemes in Supplementary Figs. 1–8. Towards the start of all experi-
ments, the samples were bubbled with N2 for 30 s and subsequently with 
p-H2, n-H2 or mixtures of n-H2 and N2 for bubbling periods of τbubbling of 8 s 
(7 T instruments) or 15 s (14 T and 21 T instruments), with intermittent 
pressure release to atmospheric pressure. Sample pressure was main-
tained constant at 7.0 bar during acquisition. Detailed description of 
NMR measurement parameters is provided in Supplementary Methods.
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NMR data representation
NMR data in this study are represented on field-independent absolute  
scales. We use c × P for integrals and c × P × ν−1 for intensities (where  
c is the analyte concentration and P is the nuclear spin polarization and  
ν is the frequency in Hz). For more details, see Supplementary Methods.

Characterization of hydrogen isotope exchange kinetics
Hydrogen isotope exchange kinetics (H+ ⇄ D+ exchange) was char-
acterized by bubbling neat n-H2 or mixtures of n-H2 and N2 through 
samples with deuterated buffers (>96% 2H) containing Hmd and 
methylene-H4MPT, and monitoring the H2 and HD signal integrals with 
the experimental scheme shown in Supplementary Fig. 1. Numerical 
fitting was performed in MATLAB74, as described in ‘Fitting of Enzyme 
kinetics’ in Supplementary Discussion, assuming the kinetic model 
shown in Supplementary Fig. 17.

To obtain restraints for the kinetic parameters in the model with 
two bound states (Fig. 7a) from the kinetic parameters fitted to the 
model with one bound state (Fig. 2c and Supplementary Fig. 17), 
steady-state analysis of simplified kinetic models (Supplementary 
Fig. 18) was performed (Supplementary Discussion).

Simulation of NMR spectra and PHIP-CEST curves
Nuclear spin dynamics calculations were performed in MATLAB74, 
using the MOIN spin simulation library75. The details of the simulations 
(equations and explanatory illustrations) are given in the Supple-
mentary Discussion (sections ‘Spin Dynamics Models for Numerical 
Simulations’ through ‘Simulation of PHIP-CEST curves’). Chemical 
kinetics models assumed for numerical simulations are graphically 
summarized in Supplementary Fig. 22. Simulation parameters used 
are summarized in Supplementary Tables 9–12 or provided within the 
corresponding figures and tables.

For fitting the manual field-cycling data (Supplementary Fig. 23b), 
an analytical description of the simplified kinetic model in Supplemen-
tary Fig. 21 was derived (Supplementary Discussion).

Structural modelling and chemical shift calculation
Chemical shifts and J-couplings were computed for a series of QM/MM  
models derived from two different sources: first, QM/MM models 
were constructed based on the high-resolution closed-conformation 
crystal structure (PDB: 6hav) published in ref. 29. Second, the QM/MM 
models published in figures 9 and 11 of ref. 35, which are derived from 
molecular dynamics (MD) simulation snapshots, were used, which 
were kindly supplied by the authors. The QM/MM models from both 
sources were (re)optimized and used to construct a series of possible 
hydrogen-bound intermediates of the Hmd active site (Supplementary 
Tables 13–16).

The QM region used is sketched in Supplementary Fig. 38. It 
includes the FeGP cofactor up to the phosphate linker, the side chain 
of Cys176 coordinating to Fe of FeGP, the pterin, imidazoline and phenyl  
part of the methenyl-H4MPT+/methylene-H4MPT, as well as the hydro-
gens originating from H2, which are modelled into the active site. This 
equals the QM region previously used in ref. 35. For the models based on 
the crystal structure (models E and G), the His14 residue was included 
into the QM region due to the close proximity of the Nε of this residue 
to the oxygen at the 2-oxypyridine position of FeGP (3.3 Å).

The active region for geometry optimization was built around 
the Fe centre. It includes all atoms that have a distance of less than 
5 Å to the iron centre of FeGP, plus the backbone or side chain (for 
proteic residues) or full molecules (for non-proteic groups) that these 
atoms belong to. For the crystal structure-derived models E and G, this 
includes full molecules of FeGP, methenyl-/methylene-H4MPT and 
waters Wat598 and Wat731; the full residues of Cys176, Pro202, Val205 
and Pro206; and the side chain atoms of His14, Trp148 and His201. For 
the MD-derived models A and C, this includes the full molecules of 
FeGP, methenyl-/methylene-H4MPT and waters Wat1344 and Wat1070; 

the full residues of Pro202 and Val205; and the side chain atoms of 
Trp148, Cys176 and His201.

QM/MM calculations were carried out using the ORCA software76. 
ORCA’s default QM/MM settings were used: additive QM/MM with 
electrostatic embedding77, link atom approach and using the charge 
shifting scheme78 to avoid overpolarization of the electron density 
at the QM/MM boundary. For the MM, part of the AMBER topology 
published in ref. 35 was used for models A and C, and was prepared 
using the open forcefield toolkit for models D to G (after conver-
sion to the prms format as required by the ORCA software using the 
orca_mm module).

During geometry optimization, only the atomic positions of the 
active region were optimized, while the positions of all other atoms 
were kept frozen. The TPSS (Tao, Perdew, Staroverov and Scuseria) den-
sity functional79 together with Grimme’s D3BJ dispersion correction80,81 
was used in conjunction with the def2-TZVP basis set82 and the def2/J 
auxiliary basis83.

NMR shielding calculations were performed at the density func-
tional theory level84, using the TPSS functional79, the pcSseg-2 basis 
set85 (abbreviated to ‘pS2’ below) and the def2/JK auxiliary basis83. Only 
atoms in the QM region were treated at this level, while the MM region 
was included as point charges. The 1H chemical shifts were calculated 
with respect to tetramethylsilane, whose geometry was optimized at 
the TPSS-D3BJ/def2-TZVP/CPCM(water) level and NMR shieldings cal-
culated at the TPSS/pS2/CPCM(water) level. Gauge-including atomic 
orbitals were employed in all shielding calculations and the ad hoc 
gauge-invariant treatment of the kinetic energy density τ was used 
(ORCA keyword ‘Tau=GI’)86.

Indirect nuclear spin–spin coupling constants were calculated 
using the PBE0 hybrid functional87 and the pcJ-2 basis set88 (abbrevi-
ated to ‘pJ2’ below), together with the def2-TZVPP basis set82 for Fe. 
The isotropic parts of the full coupling tensors are reported as scalar  
J-couplings. Once again, electrostatic QM/MM embedding was applied. 
All contributions to the spin–spin coupling (Fermi contact, spin–
dipole, diamagnetic and paramagnetic spin orbit) were included in 
the calculations.

To gauge the uncertainty of the calculated NMR properties, sev-
eral calculations using different density functionals, basis sets and 
treatments of the environment on a few arbitrarily chosen models 
were performed, as described in Supplementary Discussion ‘NMR 
parameter calculations: accuracy benchmark’ (Supplementary 
Tables 17–20).

Constrained relaxed surface scans (Supplementary Figs. 41 and 42)  
were performed as described in Supplementary Methods.

Estimation of magnetic field alignment
Effects of self-alignment of Hmd in the magnetic fields and the result-
ing RDCs were estimated, as described in Supplementary Methods.

Reporting summary
Further information on research design is available in the Nature 
Portfolio Reporting Summary linked to this article.

Data availability
The data supporting findings of this study are available within the paper 
and its Supplementary Information, or from the authors on reason-
able request. The crystal structures of closed state jHmd (6hav) was 
downloaded from the RSCB Protein Data Bank (www.rcsb.org/). QM/
MM-optimized structures and NMR parameter computation outputs 
are available in Supplementary Data 1.
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