
Application of the Time-Domain Multichromophoric Fluorescence
Resonant Energy Transfer Method in the NISE Programme
Kai Zhong, Vesna Eric,́ Hoang Long Nguyen, Kim E. van Adrichem, Gijsbert A. H. ten Hoven,
Marick Manrho, Jasper Knoester, and Thomas L. C. Jansen*

Cite This: J. Chem. Theory Comput. 2025, 21, 254−266 Read Online

ACCESS Metrics & More Article Recommendations

ABSTRACT: We present the implementation of the time-domain multichromophoric fluorescence resonant energy transfer (TC-
MCFRET) approach in the numerical integration of the Schrödinger equation (NISE) program. This method enables the efficient
simulation of incoherent energy transfer between distinct segments within large and complex molecular systems, such as
photosynthetic complexes. Our approach incorporates a segmentation protocol to divide these systems into manageable components
and a modified thermal correction to ensure detailed balance. The implementation allows us to calculate the energy transfer rate in
the NISE program systematically and easily. To validate our method, we applied it to a range of test cases, including parallel linear
aggregates and biologically relevant systems like the B850 rings from LH2 and the Fenna-Matthews-Olson complex. Our results
show excellent agreement with previous studies, demonstrating the accuracy and efficiency of our TD-MCFRET method. We
anticipate that this approach will be widely applicable to the calculation of energy transfer rates in other large molecular systems and
will pave the way for future simulations of multidimensional electronic spectra.

1. INTRODUCTION
In supramolecular chromophore systems, after excitation by
light, the excitation energy funnels through a network of
different molecular structures.1−3 Transient absorption4 and
two-dimensional electronic spectroscopy experiments are used
to map the energy transfer pathways within such systems.5,6

The presence of many interactions in such complex systems
leads to spectral congestion, requiring advanced computational
models for detailed interpretation of the mentioned experi-
ments.7 Such interpretation can answer key questions on the
energy pathways and mechanisms utilized in biological and
artificial systems for efficient energy transfer. The importance
of understanding energy transfer in different materials inspired
the development of several theoretical models.8−19 Only a few
software packages are available that allow the simulation of
two-dimensional electronic spectra,20,21 and these have a
limited choice of energy transfer models available. Here, we
will report on implementing the recently developed time-
domain multichromophoric fluorescence resonant energy

transfer (TD-MCFRET) approach18 in the publicly available
Numerical Integration of the Schrödinger Equation (NISE)
program.20 Our method does not rely on specific assumptions
or models for the spectral density since it uses trajectories for
the time-dependent Hamiltonian created from stochastic
models or extracted from molecular dynamics simulations.7

While in the examples we will present, we will only apply
simple Brownian oscillator models that can also be used in
more exact approaches, the current implementation is not
limited to such models, and trajectories are allowed with
arbitrary bath dynamics, which even may be different for
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different chromophores. As such, our method provides a
means for including the effects of structural and functional
dynamics of molecular systems on the energy transfer process.
Natural light-harvesting systems and their synthetic

analogues keep attracting notable attention due to their
efficient excitation energy transfer (EET).22−25 The natural
systems show a significant variation in pigment composition,
organization, and size, depending on their environments or
even light conditions.26 They are typically composed of tens of
pigments, like in the bacterial light-harvesting complexes, Light
harvesting 2 (LH2), and the Fenna−Matthews−Olson (FMO)
complex. Both systems have attracted much attention because
of the EET process within and between them.27−30 In green
plants and algae, the photosynthesis supercomplex system
includes the photosystem I (PSI) and II (PSII) complexes.
The EET within the PSII system has been studied a lot, both
theoretically and experimentally.31−40

Still, the complexity and size of natural systems present a
substantial challenge for creating theoretical models describing
energy transfer processes. A number of techniques exist to
describe the EET process. The Förster resonant energy transfer
theory calculates the EET rate based on the overlap between
the single donor emission spectrum and single acceptor
absorption spectrum and is inversely proportional to the sixth
power of the donor−acceptor distance.41,42 In the 1990s, this
theory was extended to describe EET between multi-
chromophoric43,44 subsystems, denoted as the multichromo-
phoric fluorescence resonant energy transfer (MCFRET)
method, which can describe the transfer pathways between
multiple coupled donors and/or acceptors. The Redfield
theory45 and modified Redfield theory46 are popular methods
to describe the EET process in photosynthetic systems
applicable in the weak system bath coupling limit. The
hierarchical equations of motion (HEOM)14,47 and hierarchy
of pure states (HOPS)48 methods are formally exact methods
for predicting EET. However, these methods are very
demanding computationally. Here, we will focus on a recently
developed trajectory-based version of TD-MCFRET18 and a
user-friendly implementation in an existing spectral simulation
program. The TD-MCFRET method can simulate the EET
rate for large systems with high accuracy and computational
efficiency,18 which is important for photosynthetic systems.
The NISE program49,50 is a trajectory-based program

originally developed for simulating absorption and two-
dimensional infrared spectra51,52 and later extended to other
(nonlinear) electronic spectroscopies50,53 and two-dimensional
infrared-Raman spectroscopy.54 The program also contains
modules for studying energy transfer by solving the time-
dependent Schrödinger Equation directly to obtain the
population relaxation, which can describe the coherent and
incoherent transfer process.55,56 In this paper, we report on
implementing the recently developed TD-MCFRET ap-
proach18 and its application to relevant example systems.
In the following, we will first give a summary of the

implemented method and the relevant analysis methods. Next,
in the Results and Discussion section, we will demonstrate the
applicability of the program by examining several examples of
high relevance for electronic energy transfer. We will further
discuss several implementation details and the possibilities for
performing parallel computations. Finally, we will provide a
conclusion and outlook.

2. METHODS
The essence of the (TD-)MCFRET method is to divide a large
system into smaller segments, where the energy transfer within
the segments may be coherent, while the transfer between
segments must be incoherent (see Figure 1). In the following,

we will largely follow the description of the TD-MCFRET
method from ref 18 with some generalization of the notation.
The detailed steps of the derivation are given in ref 18. The
Hamiltonian of a segment Si of our system is given by

H t t n n J t n m( ) ( ) ( )S
n S

n
n m S

nm
,

i

i i

= | | + | |
(1)

where n and m represent different molecules in segment Si,
ϵn(t) is the time-dependent transition energy of molecule n,
and Jnm(t) is the resonance coupling between the two
molecules n and m. The parameters ϵn(t) and Jnm(t) fluctuate
in time quasi-stochastically due to interactions between the
chromophores and their dynamic (thermal) environments.
The time-trajectories for these quantities can be generated in
different ways, for instance, by using molecular dynamics
simulations combined with mappings57 or first-principles
calculations,58 or by using a stochastic model, such as the
Brownian oscillator model.53 Furthermore

H J n mS S
n S m S

nm
,

i j

i j

= | |
(2)

describes the resonant interactions between the molecules in
different segments. Si and Sj (i ≠ j) denote the two interacting
segments, Jnm is the resonance coupling between two specific
chromophores. We will assume this coupling to be time-
independent.18

In the NISE method, the time-evolution operator for the
quantum states of segments Sj during the time step [t, t + Δt]
is given by

Figure 1. Example of the segmentation of large system into four
individual segments labeled from S1 to S4. The chromophores are
illustrated as small circles and solid black lines connect strongly
coupled chromophores within the same segment, while weak
couplings leading to energy transfer between segments are illustrated
with pink arrows. Different segments are initially excited by photons
(pink waves) from a light source illustrated with the sun.
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U t t t
i

H t t( , ) exp ( )S Sj j
+ = i

k
jjj y

{
zzz (3)

The time-evolution for longer times is obtained by multiplying
consecutive time-evolution matrices, leading to the expression

U t U j t j t( , 0) ( , ( 1) )S
j

t t

S
1

/

j j
=

= (4)

In the MCFRET method, the transfer rate between two
segments is obtained using the time-dependent perturbation
theory in HS diS dj

illustrated by the double-sided Feynman
diagram in Figure 2. Each Feynman diagram can be connected

with the rate response function from segment Si to segment Sj,
which is defined as18

r t H E t H I t( ) Tr ( ) ( )S S
S SS

S
S

Sj i
j i

i
i j

j= [ ] (5)

where the trace is over the space of all (single-)exciton states in
segment Sj. Here, ISj(t) and ESi(t) are absorption and emission
matrices, respectively, with their elements defined by

I t n U t m( ) ( , 0)nm S
Sj

j
= | | (6)

and

E t n U t m( ) (0, )nm S
SS

eq
i

i
i= | | (7)

where the outer angular brackets ⟨···⟩ denote the ensemble
average over the (thermal) bath fluctuations. The thermal
equilibrium density matrix, ρeq

Si , for segment Si is

H t

H t

exp( ( ))

Tr exp( ( ))
S S

S
eq

i i

i

=
[ ] (8)

with
k T

1

B
= , where kB is the Boltzmann’s constant and T is

the temperature. This, thus, implies the assumption of
thermalization within the segments before the transfer takes
place. We will discuss the high-temperature limit as the
situation where the density matrix has an equal population for
all sites within a given segment. The transfer rate from segment
Si to Sj is given by the integral of the rate response function
from time zero to infinity. In practice, the response function
will lose coherence and decay to zero within a short time,
typically in the order of one ps. This allows us to replace the
upper integration boundary by a fixed maximal coherence time
tc, which yields the energy transfer rate from segment Si to Sj
with the expression43,44,59

k r t t
2Re

( )dS S

t
S S

2 0j i

c
j i=

(9)

Since the MCFRET method only deals with incoherent
processes, we introduce the decoherence rate to determine
quantitatively whether this transmission process is incoherent
or not. In the MCFRET implementation, the decoherence rate
between segment Si and Sj is calculated from the absolute value
of the rate response function as

r

r t t

(0)

( ) d
S S

S S

t S S
0

j i
j i

c j i
= | |

| | (10)

This heuristic definition can be justified by considering an
exponentially decaying rate response function. The integral in
the denominator will equal the time scale of the rate response
decay times a prefactor that depends on the couplings. The
numerator cancels this prefactor, leaving the rate as the inverse
of the time scale of the exponential decay. This is a measure of
how long the coherence in the rate response function persists.
When the decoherence rate ΓSjSi is higher than the transfer rate
kSjSi between the segments, it can be justified to assume the
transfer to be incoherent.18 We do note that this is only a test
of whether the transfer is incoherent; it does not test the
validity of the other approximations of the TD-MCFRET
method, as will be discussed later. A more rigorous criterion
may be possible to derive from proceeding to higher-order
perturbation theory.60,61

The TD-MCFRET method itself as derived in ref 18 does
not ensure detailed balance. While accounting for the quantum
nature of the environment can fix this,44,62,63 the NISE
approach relies on a classical bath approximation. Therefore,
we implemented the standard thermal correction,64,65 where
the thermally corrected rate is given by

k k
2

1 e
S S
tc

E E S S( )j i Sj Si
j i

=
+ (11)

This thermal correction was defined to ensure detailed balance
while keeping the rate of equilibration between the two
segments involved constant. Here, the expectation value for the
energy of segment Sj is determined by the ensemble average
(in time) over the full trajectory

E H
H

H
Tr

exp( )

Tr exp( )S S
S

S
j j

j

j

=
[ ]

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑ (12)

This thermal correction can be applied independently of the
high-temperature approximation for the equilibrium density
matrix. When the thermal effects are already (partially)
accounted for in the lineshapes, TD-MCFRET already
accounts for part of the thermalization effects. To avoid
overcorrection, the segment energies used in the thermal
correction can be adjusted by ΔESdj

= kBT lnNPS dj
/DSdj

, which
ensures the segment equilibrium populations fulfill the detailed
balance. Here, PSdj

is the equilibrium population of segment Sj
predicted by the rates of eq 9 and DS dj

is the number of sites in
segment Sj, ensuring that ΔESdj

= 0 when the rates are obtained
in the high-temperature limit, where PSdj

= DS dj
/N. We chose this

rather simple thermalization scheme as it allows imposing the
Boltzmann distribution on the segments. This and other
similar schemes were previously compared in many different

Figure 2. Double-sided Feynman diagrams for the time-dependent
perturbation theory governing the MCFRET method. |i⟩ symbolize
the initial state on segment Si, ρeq

Si = |i⟩⟨i|, while |f⟩ is the final state on
segment Sj. The arrows symbolize the couplings between the two
segments, which drive the transfer between them.
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parameter regimes.66 It may be interesting to explore other
alternatives11,12,67,68 in the future, which will require
comparison with formally exact methods.
The determined rate matrices, k, can be used to predict the

population on different segments as a function of time given an
initial population vector, P⃗(0).

ktP t P( ) exp( ) (0)= (13)

the matrix elements of k can be given by the rates determined
with or without thermal correction. The diagonal elements are
given by minus the sum of the transfer rates away from the
given segment, which ensures the preservation of the total
population

k kS S
i j

S Sj j i j
=

(14)

Assigning segments may be a bit of an art that can require
different combinations of segmentation schemes. Segments
may be defined explicitly by the user of the program. However,
an automatic scheme was added based on cluster analysis of an
absolute value density matrix (ADM) defined by the elements

c t c t( ) ( )nm
a

na ma
ADM = | * |

(15)

Here, cna(t) is the full system wave function coefficient on site
n for eigenfunction a. The average is taken over all disorder
realizations along a trajectory. The absolute value kills the
interference between the off-diagonal elements (coherences),
which in a normal density matrix would make all coherences
average to zero. If there are no eigenstates that spans both sites
n and m, the ADM coherence is zero, and it is reasonable to
consider the sites as belonging to different segments. In the
ADM, coherences for pairs of sites contributing to the same
eigenstates will be nonzero and even comparable in magnitude
to the diagonal elements (populations), when the eigenstates
have comparable wave function coefficients on the sites. We
use cluster analysis to then assign all pairs of sites where

nm nn mm
ADM ADM ADM> to the same segment. Here, ϵ is a
truncation parameter. It can be adjusted to impose a looser or
stricter requirement of delocalization for defining the seg-
ments. To perform cluster analysis and define distances
between clusters, one may define an equivalent criterion
defining the distance between two sites to be
p ln( / )nm nn mm pnm

ADM ADM ADM= < , where the truncation
parameter is now ϵp = −ln(ϵ). A similar clustering scheme was
previously defined69 based on the participation ratio matrix
(PRnm = ∑a|cna|2|cma|2). Automatic segmentation schemes such
as the one provided here will always have a heuristic element
and depend on the choice of the truncation parameter. While
such automated schemes are useful, it is, however, important
for the user to validate the physical soundness of the resulting
segmentation.
The overall workflow of the TD-MCFRET implementation

is illustrated in Figure 3. Some tasks can be performed
independently. For example, if the calculations are very time-
consuming, the absorption matrix, the emission matrix, and the
intersegment couplings can be determined independently of
each other before the final rate calculation. For standard
calculations, the program can automatically do all the needed
parts sequentially. For special applications, where, for example,
only the intersegment couplings differ between different

calculations, those can be updated independently and only
the final rate calculation needs to be repeated. This is, for
example, useful for studying the distance dependence of
transfer between molecular aggregates, as in such cases, only
the intersegment couplings change with aggregate distance.
The TD-MCFRET method is expected to predict the

transfer rate accurately when the following assumptions are
met:18 (i) we assume the bath fluctuations on different
segments to be uncorrelated, (ii) the method for calculating
the line shape functions is sufficiently accurate, (iii) the
population relaxation within the segments is faster than the
transfer between segments, (iv) the coupling between
segments is constant, and (v) the decoherence between
segments is faster than the transfer between them, resulting in
incoherent transfer.

3. RESULTS AND DISCUSSION
In this section, we demonstrate the application of the
implemented computer program by calculating the EET rate
in a number of simple model systems and common systems of
interest. With each system, we focus on one specific question
and the analysis needed to answer it. The initial condition for
the results part presented here is temperature dependent, as
described by eq 8.

3.1. Parallel Linear Aggregates. The exciton transfer
between parallel linear aggregates was previously studied in a
systematic way, comparing classical Förster theory with
MCFRET.70 It was also found that the transfer rate depends
as R−2 on the distance R between the aggregates at short
distances and as R−6 at long distances. At short distances,
exciton coherence thus leads to supertransfer.71 Here, we will
instead examine the effect of slip on the transfer between two
parallel J-aggregates as illustrated in Figure 4. The distance
between the molecules inside each chain was set to a = 0.95
nm, while the distance between the linear chains was set to 1.5

Figure 3. Outline of the workflow of the program. Each box
represents an action that can be performed independently when the
actions providing input for the box are completed. In the standard
workflow, the tasks are performed in the order from top to bottom.
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nm. The slip (defined as the lateral displacement of the two
nearest molecules in both chains) between the two aggregates,
varied between 0a and 0.5a (0 to 0.475 nm).
Pairs of parallel J-aggregates were created. The dye

molecules were given a 11.4 D transition dipole typical of
cyanine dyes,72 all aligned along the aggregate axes. Couplings
between all molecules were determined through the point-
dipole coupling model. The resulting nearest neighbor
coupling within one chain is −1526.1 cm−1, and the maximum
interaction coupling between two chains without slip is 193.8
cm−1, while it is 122.0 cm−1 for 0.5a slip. We performed the
simulations with different amounts of static disorder to
illustrate the impact of the static disorder on the transfer
rate. In all the model systems, all site energies were given a
dynamic Gaussian dynamic disorder component with a
standard deviation of (σdyn) 1500 cm−1 and a correlation
time of (τdyn) 6 fs. This dynamic disorder is consistent with a
dephasing rate of, Γ = 2πσdyn2 τdyn = 2531 cm−1, comparable in
magnitude to the intra-aggregate nearest-neighbor coupling,
but much larger than the interaggregate coupling ensure that
the transfer process remains incoherent. An additional slow
(static) component was added with three different choices of
standard deviation (σstatic): 750, 1500, and 3000 cm−1, and a
much slower correlation time of (τstatic) 10 ps. We denote these
three models with different static disorder the small- medium-
and large-disorder models. The disorder correlation time scales
are consistent with typical values observed in cyanine
aggregates.72,73 Disorder trajectories of 600 ps were generated
with 200 molecules in each J-aggregate. The time step in the
simulations was set to 3 fs and the maximal coherence time was
set to tc = 72 fs. We averaged over 10,000 equidistantly spaced
disorder realizations along the generated trajectories for
calculating the absorption and emission matrices along the
trajectory. A temperature of 300 K was used during the
simulation process.
Figure 5a shows the effects of the slip on the transfer rate for

several magnitudes of the static disorder. For each disorder
case, the EET rate is seen to decrease with the growing value of
the slip (until the maximum slip of 0.5a). This simply results
from the fact that a larger slip leads to larger intermolecular
distances between the closest molecules in the two aggregates,
which in turn leads to smaller interactions. A slip of 0.5a results
in a reduction of the transfer rate by about 25, 29, and 35%
compared to no slip for the large, medium, and small disorder
cases, respectively.
The results also reveal the effects of static disorder on the

energy transfer between the two chains. In general, the
increasing static disorder causes the system to become more
localized, leading excitons to become confined to individual
sites or small clusters of neighboring molecules. In this large-
disorder case, the transfer is expected to be in the conventional

Förster limit, with the transfer occurring predominantly
between independent chromophores. In that case (i.e.,
ignoring exciton delocalization within the aggregates), the
transfer rate should be described by the sum of the
conventional Förster energy transfer rates and is thus
proportional to the average of the sum of the squares of the
couplings of one site in one aggregate with all the
chromophores on the other J-aggregate70

J
N

J1S

S m S n S
nm2
2j

i i j

=
(16)

To characterize the effect of delocalization, we evaluated the
ratio between the transfer rate and this quantity. In Figure 5b,
one sees the variation in the ratio (k/J2

Sj) with the increase in

Figure 4. Illustration of two parallel linear J-aggregates. (a, b) show parallel aggregates with the slip between the two aggregates of 0a and 0.5a,
respectively.

Figure 5. (a) Slip-dependent rate between two J-aggregates separated
by 1.5 nm with different degrees of disorder. (b) The transfer rate
divided by the sum of the squared couplings between a site in one
aggregate and the sites in the other aggregate varies with slip.
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slip. As anticipated, the large-disorder case, where the excitons
are more localized, tends to follow the relationship of the rate
being proportional to the sum of the squares of the couplings
more closely compared to the other disorder cases resulting in
a horizontal line in Figure 5b. For smaller static disorder, the
effect of supertransfer71 is seen, and the transfer rates do not
follow the conventional Förster behavior. At large aggregate
separations, one would expect the transfer rate to be
independent of the slip in all cases.
In general, one will expect that when the static disorder is

increased, the EET rate will decrease. However, when the
disorder amplitude is comparable to the coupling strength in a
large molecular system, the dynamics become more nuanced.
At zero slip (Figure 5a), the transfer rates in the small- and
medium-disorder cases are quite similar, with the small
disorder case showing only a slightly faster rate than the
medium disorder. As the slip increases, the transfer rate in the
medium disorder case surprisingly becomes faster than in the
small disorder case. This interesting effect must arise from the
complex interplay between changing the delocalization along
the chains and increasing the disorder between chains. We find
that for slips of 0.2a and larger all couplings between the two
aggregates except the largest one are negative. In particular for
zero slip, the second largest coupling is 16.5 cm−1 while it is
−31.3 cm−1 for the slip of 0.5a. This suggests that there may be
an effect of destructive interference in the supertransfer,71

which is larger for the slipped configurations. Such an effect is
expected to be enhanced by increasing delocalization. The
delocalization length using the inverse participation ratio
measure74 for the given parameters was found to be 3.8, 7.0,
and 10.2 molecules within each individual aggregate for large,
medium, and small disorders, respectively. For the small
disorder, the effect of destructive interference between transfer
pathways can thus be expected to be larger. This may be an
interesting topic for further study.
In practice, a wider variety of stacking arrangements can be

found in, for example, two-dimensional films.75 This is beyond
the scope of the present paper, but the above example
illustrates the variations of slip on the transfer rate between
two parallel J-aggregates with the TD-MCFRET method and
how it can be analyzed with the new program.

3.2. Transfer between Rings. The energy transfer
between the LH2 rings of purple bacteria76 has previously
been studied with different methods,27,28,77 including other
MCFRET implementations.18 Here, we will apply the
Hamiltonian used in our previous paper.18 We increase the
ring-to-ring distance, r, from 75 to 600 Å and examine the
short-range breakdown of the conventional Förster transfer
regime, which would predict a simple 1/r6 scaling of the energy
transfer rate. The typical center-to-center distance between
neighboring LH2 complexs in a natural system is 75 to 80
Å.78,79 Each LH2 system consists of two rings of bacterio-
chlorophyll (BChl) molecules, which are named the B850 ring
and B800 ring based on the absorption wavelength of the two
resulting bands.53,81 The high-frequency ring contains 8 to 12
BChl molecules depending on the bacterial species, leading to
the B800 band. The low-frequency ring contains twice as many
BChl molecules as the high-frequency ring, and its absorption
is red-shifted to 850 nm, resulting in the B850 absorption
band. Here, we focus on the Rhodoblastus acidophilus
(previously known as Rhodopseudomonas acidophila76) bacteria
and the B850 rings depicted in Figure 6, which only contain 18
B850 BChl molecules.

We focused on the transfer between the B850 rings, and we
employed the simplest possible Frenkel exciton Hamiltonian
for these chromophores while neglecting the B800 chromo-
phores. The general form of the Hamiltonian is shown in eqs 1
and 2. The parameters were identical to those used in ref 18.
We began with the crystal structure taken from the 1kzu
protein data bank file.82 The B850 chromophores were given
an average transition frequency of 11,955 cm−1.18 All
chromophores were coupled to an overdamped Brownian
oscillator bath with a 150 fs correlation time and disorder
magnitude σ = 256 cm−1. The time step was set to 3 fs and the
length of the trajectories was 200 ps. The resonant couplings
were determined using the TrEsp model with the transition
charges calculated by the TDDFT/B3LYP method.83−85 We
included a scaling factor in the couplings resulting from the
dielectric screening of 1/εr = 0.55 as previously used.18 The
expectation value for the energy of the two rings was identical;
therefore, the thermal correction was neglected in this case (eq
11). The temperature for the thermal equilibrium of the
emission was set to 300 K.
In Figure 7a, one can see that the EET rate scales according

to 1/r10 at the shortest distances, while it is proportional to 1/
r6 at distances beyond 200 Å, as expected in the Förster
limit.41,42 The reason for this difference can be understood in
the following way. The distance between two neighboring
B850 pigments is ∼9 Å,18,86 resulting in strong delocalization
of the exciton states in the B850 ring. For long distances, one
may apply the point-dipole approximation to the entire
aggregate, meaning that only superradiant states matter. This
indeed results in a 1/r6 behavior for the incoherent energy
transfer rate. However, at short distances, comparable to the
diameter of the ring, the optically dark excitons also affect the
transfer process. Higher-order multiples will then start to play a
role. The lowest-order correction will be of dipole−quadrupole
nature, which would give a 1/r8 behavior for the rate.87,88 The
next order is due to quadrupole−quadrupole interactions,
which would agree with the observed 1/r10 short-distance
dependence of the rate.89,90 The fact that the fit only shows
that the latter may be a consequence of the limited fit range,
but may also be a real effect. For ordered ring aggregates
dipole−quadrupole interaction connects states in the two rings
that are not resonant with each other, which will reduce the
transfer rate, while quadrupole−quadrupole interactions are
resonant.
In Figure 7(b), we compare the room temperature (RT)

results with the high-temperature (HT) limit results. In the
HT limit, the EET rate is slower. We simply compare where
the rates for the shortest distance considered, 75 Å, the EET
rate at RT is 0.191 ps−1 while it is 0.117 ps−1 in the HT limit.

Figure 6. Schematic overview of B850 chromophores in two LH2
complexes of R. acidophilus. In each complex, the B850 bacterio-
chlorophylls form a ring of diameter ∼60 Å. In our calculation, the
center-to-center distance of the two LH2 complexes, r, was varied
from 75 to 600 Å. The picture was rendered using VMD.80
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This can be understood from the fact that at RT, the
equilibrium population in each ring has a larger weight on low-
energy superradiant states than at HT. Furthermore, dark
states (relatively) contribute, which have a higher population

in the HT limit.91 The observed behavior is similar to that
previously reported in refs 91−93, where rates in the order of
0.1−0.4 ps−1 were found for closely packed LH2 complexes,
depending on the choice of variation of parameters and
temperature. These studies further provided insight into the
optimal disorder and symmetry for the transfer.

3.3. Coherent vs Incoherent Transfer in FMO. The
energy transfer processes in the Fenna-Matthews-Olson
(FMO) complex were studied in detail experimentally.5 For
this system, the long-standing debate on the role of coherent vs
incoherent transfer has essentially settled the transfer as being
predominantly incoherent, at least at physiologically relevant
temperatures.1 Here, we demonstrate how this transfer can be
examined theoretically using the MCFRET method. To
achieve this, we used the seven-site exciton Hamiltonian
from ref 5 and the Brownian oscillator model for the disorder
from ref 94, which demonstrated good agreement with 2DES
experiments.95

We first considered the situation where all sites are treated as
independent segments. The decoherence rate (according to eq
10) between individual sites is ∼14.3 ps−1 for all pairs. This is a
result of the sites all having the same disorder. The resulting
transfer rate between the different Bchl molecules is reported
in Table 1. Comparing the predicted transfer rates clearly
shows that the transfer between the pairs (4,7) and (1,2) must
have a significant coherent contribution, as the downward
transfer rate is larger than or the same as the decoherence rate.
For the pair (5,6), the transfer rate is also quite close to the
decoherence rate, justifying treating these two sites as a
segment. The pair (4,5) also has a large transfer rate compared
to the decoherence, which will be discussed later.
The ADM (eq 15) for the FMO model is presented in

Figure 8 together with a dendrogram analysis. This illustrates
which sites are most strongly connected. We then defined four
segments numbered from one to four, sorted by the
expectation value for the energy for the segment. For this,
we used a cutoff of ϵp = 0.4, resulting in BChl molecules
assigned as strongly coupled in agreement with the assignment
in ref 5, which is assigned as a canonical segmentation scheme.
Segment 1 contains BChl 3, segment 2 BChl 4 and 7, segment
3 BChl 1 and 2, while segment 4 contains BChl 5 and 6. This
assignment is also in line with our findings above; even from
that, one could also consider treating sites 4 through 7 as one
segment. One could choose a larger cutoff, which would merge
segments 2 and 4.
Table 2 shows the transfer between the defined segments.

For the transfer from segment 4 to segment 2, the decoherence
is, however, only slightly faster than the transfer, consistent
with the above comment that a slightly larger cutoff distance in
the ADM would merge these two segments. At physiologically

Figure 7. Double-logarithmic plot of the transfer rate as a function of
the distance between two B850 rings. (a) RT (300 K) data along with
straight lines corresponding to 1/r6 and 1/r10 scaling with distance in
the long- and short-distance regimes, respectively. (b) A comparison
of the EET transfer rate as a function of distance at RT and HT limit.

Table 1. Thermally Corrected Transfer Rates in ps−1 for FMO at 77 K with All Sites Defined as Individual Segmentsa

BChl From 3 From 4 From 7 From 1 From 5 From 6 From 2

To 3 −0.240 6.650 0.098 0.015 0.000 0.005 0.023
To 4 0.239 −11.053 17.147 0.111 14.216 0.502 0.016
To 7 0.001 3.392 −18.061 0.092 0.024 4.823 0.002
To 1 0.000 0.015 0.063 −2.987 0.215 0.347 34.592
To 5 0.000 0.980 0.008 0.109 −18.741 9.672 0.019
To 6 0.000 0.015 0.745 0.078 4.284 −15.689 1.032
To 2 0.000 0.000 0.000 2.581 0.003 0.341 −35.683

aThe sites are sorted according to their average exciton energy.
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relevant temperatures, the frequency fluctuations are much
larger, and therefore, the decoherence rates are faster.
The observed decoherence rates in Table 3 are not

symmetric. The decoherence calculated between emission of,
for example, site 3 with absorption of site 2 is not identical to
decoherence between emission from site 2 and absorption
from 3. This asymmetry arises from the assumption of
thermalization within the segments before the transfer takes
place, as accounted for by the density matrix in eq 8.
The transfer pathway revealed from the calculations is in

accordance with the experimental observations,5 where the
excitation reaches segments 3 and 4 from the baseplate,76 and

is transferred through segment 2 or directly to segment 1
following a downhill energy transfer pathway1 as illustrated in
Figure 9.

The exciton transfer paths in FMO are illustrated in Figure
9. For further analysis, the thermally corrected transfer rate
matrix was diagonalized. This gives four eigenvectors, where
the one connected with an eigenvalue near zero contains the
information on the equilibrium populations on the segments.
In Figure 10, these populations are shown, and it is clear that
the vast majority will end up in segment 1 at equilibrium,
which has the lowest energy and is closest to the reaction
center. The populations predicted by the Boltzmann
distribution are also illustrated. As expected, these are seen
to match with the values coming from the thermally corrected
rate matrix, as this was imposed with the thermal correction
procedure of eq 11.
The three remaining eigenvectors reveal the possible

relaxation pathways back to equilibrium and the eigenvalues
are the corresponding relaxation rates, which are the rates that
can be experimentally observed. These processes are shown in
Figure 10. The fastest process brings the population from
segment 1 and 4 to segment 2 (or vice versa). This process has
a 13.4 ps−1 rate constant. The next process predominantly
brings the population from segment 2 to segment 1 (or vice
versa) and does so with a rate of 6.51 ps−1. The slowest process

Figure 8. (a) The ADM for the FMO model normalized to the
diagonal values. (b) A dendrogram based on the ADM using the
criterion of segment distances. The cutoff parameter, indicated by the
dashed vertical line, ϵp = 0.4, was used to define the clusters
considered to obtain the results in Table 2.

Table 2. Thermally Corrected Transfer Rates in ps−1 for
FMO at 77 Ka

segment From 1 From 2 From 3 From 4

To 1 −0.493 6.627 0.223 0.001
To 2 0.491 −7.246 0.035 11.890
To 3 0.002 0.006 −0.330 0.296
To 4 0.000 0.612 0.072 −12.187

aThe segments were identified using the dendrogram of Figure 8b
and are sorted according to their average exciton energy.

Table 3. Decoherence Rates in ps−1 for FMO at 77 K

segment From 1 From 2 From 3 From 4

To 1 0.0 17.2 16.7 14.2
To 2 18.4 0.0 21.4 16.2
To 3 20.1 13.5 0.0 20.2
To 4 15.3 16.4 20.5 0.0

Figure 9. Predicted energy transfer between the four canonical
segments of FMO. The protein scaffold is shown with β-sheets as
yellow arrows and α-helices as purple coils. The BChl molecules are
illustrated in colors indicating their segment. Different sites are
labeled from site 1 to site 7. The arrows show the largest rates
connecting the different segments.
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takes the population from segment 3 to segment 1 (or vice
versa). This happens at a much slower rate of 0.33 ps−1.
Energy transfer in FMO has been studied very extensively,1

both theoretically and experimentally. Recent theory demon-
strated picosecond scale decay of energy transfer similar to
ours even though no explicit rate matrices were provided,
preventing a more direct comparison.93,96 A recent publica-
tion1 similarly suggests the presence of both fast ∼10 ps−1 rates
as well as slower relaxation through segment 3 to the lowest
energy segment 1 while using a more detailed spectral density

for the bath than employed here. Compared with recent
experiments,97 our theory also gives reasonable rates. Both
referenced theoretical predictions1 and experimental97 results
indicate that sites 1 and 2 (referred to here as segment 3) are
the weakest connected with the rest of the system. Our rate of
decay out of this segment is 0.33 ps−1, while 0.83 ps−1 is
reported from the experiment. The fastest rate in the
experiment is 16 ps−1, which is only slightly faster than we
find for the reequilibration between segment 2 and segments 1
and 3. The reported fits to the recent experimental data97 do
give significant deviations from previous fits to experimental
data98 and variation between experiments can be expected
depending on fitting procedures, bacterial species, growth
conditions, and isolation techniques. For a direct comparison it
would be more instructive to calculate actual time dependent
spectra and compare the spectral evolution directly.99

In summary, the FMO simulations show that energy transfer
between sites 1 and 2, between sites 5 and 6, and between sites
4 and 7 must be treated as being coherent at 77 K. The
division of sites 4, 5, 6, and 7 into two separate segments (here
segments 2 and 4) is on the edge and the transfer between
these segments is only about 3 times slower than the dephasing
between them. The cutoff in the dendrogram (Figure 8b) also
shows that merging sites 4 through 7 in one segment would be
reasonable. Overall, the analysis does show the expected
transfer from the segments with the highest energy, which are
closest to the baseplate, down to the segment with the lowest
energy, which is also closer to the reaction center, where the
energy eventually has to go. This is in line with previous
findings.1,5 At physiological temperatures, the energy disorder
is about twice as large and the transfer is significantly more
incoherent.38

4. IMPLEMENTATION DETAILS
The TD-MCFRET implementation uses openMP paralleliza-
tion for the propagation needed in eqs 6 and 7, where
consecutive matrix multiplications are needed. For large
systems, this means that the propagation for each site can be
treated on a separate CPU. The number of sites should thus
preferably be divisible by the number of openMP threads. The
matrix products in eq 5 are running over the number of sites
and these matrix multiplications are also made parallel with
openMP. The LAPACK library100 is used for the matrix
diagonalization needed to determine the density matrices. This
matrix diagonalization can, therefore, also be done in parallel
using the LAPACK openMP settings.
The numerical integration of the rate response function was

analyzed by both using the trapezium sum and the Simpson 1/
3 rule for the function R(t) = exp(−t2)cos(t), which resembles
a typical rate response function shape, but where the exact
integral is known. It was found that the trapezium sum is
converging faster than the Simpson 1/3 rule for this integral.
Furthermore, the cutoff of the integral at a finite time instead
of at infinite time can be partially compensated by using a
weight of one for the last data point instead of one-half as given
by the trapezium sum. The implemented program both
calculates the trapezium sum and the Simpson 1/3 rule and
provides a warning when the difference between these is larger
than a few percent. Possible integration issues can be solved by
using smaller timesteps.
The rate matrix predicted by the program may have complex

eigenvalues. This corresponds to the presence of an
(unphysical) circular current, which can occur for three or

Figure 10. First three panels show the three relaxation processes
through the normalized eigenvectors connected with each of the three
nonzero eigenvalues of the rate matrix. The bottom panel shows the
predicted equilibrium populations for the four segments identified in
the FMO complex after the thermal correction, which was calculated
at 77 K. The crosses in the bottom panel indicate the predictions
using the Boltzmann distribution.
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more segments when detailed balance is not fulfilled. We found
that averaging over more samples typically solves this issue. An
eigenstate analysis is implemented in the program, and the user
is issued a warning if complex eigenvalues are detected. If the
imaginary components are small enough to be considered
numerical noise, it may still be sensible to use the resulting rate
matrices with caution.
In the present calculations, we treated static disorder as slow

dynamic disorder. This approach simplifies the calculations,
however, when the static disorder is significantly large
compared to the coupling and dynamic disorder, this approach
will predict a single average rate, while in reality, there will be a
broad distribution of rates. Strong static disorder can, however,
still be treated using the implemented code. This requires the
user to generate a large number (in the order of 1000) of
trajectories with explicit static disorder. A separate rate is then
calculated for each trajectory. The rate distribution can then be
analyzed. Furthermore, if integrating with the CG-2DES
spectral calculation scheme previously implemented in
NISE,99 spectra can be calculated for each disorder trajectory
before averaging the spectra. In this limit, one also needs to be
cautious with the segment definition, which one may want to
adapt for each disorder trajectory. The developed automatic
segmentation scheme may come in particularly handy in this
case.

5. CONCLUSIONS
We have demonstrated the implementation of the TD-
MCFRET algorithm in the NISE program for the calculation
of exciton energy transfer rates. The important functionalities
include the ability of the program to help define physically
meaningful segments using the absolute value density matrix,
the calculation of transfer rates between segments, and the
ability to help judge to what extent the transfer is actually
coherent. The program provides postprocessing options that
allow the imposing of a thermal correction to make the
equilibrium populations obey the Boltzmann distribution.
Furthermore, an analysis of the transfer pathways through the
eigenvalues and eigenvectors of the rate matrix is provided.
The overall implementation of the TD-MCFRET method in
the NISE program allows the users to calculate the EET rate
and analyze the EET process systematically and efficiently.
The new program was first demonstrated on a parallel linear

aggregate system, where we examined the effect of slip and
disorder strength on the transfer rate. Subsequently, we
investigated the excitation energy transfer rate between two
B850 rings and studied its variation with distance. Further
exploration of the FMO complex at low temperatures
underscores the efficacy of our approach in capturing
incoherent energy transfer processes within the FMO complex
employing a segmentation scheme. The findings were
demonstrated to be in agreement with previous calculations
and experiments. The provided analysis further connected well
with physical intuition. In particular, a scheme for automati-
cally assigning segments was demonstrated, and a test was
provided for the applicability of the incoherent approximation.
The presented implementation of the TD-MCFRET

program provides a way of determining rates and segments
needed for newly developed coarse-grained computational
spectroscopic methods for two-dimensional spectroscopies.7,99
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