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Abstract Large‐scale re‐/afforestation projects afford sizable atmospheric CO2 removals yet questions
loom surrounding their potentially offsetting biogeophysical radiative forcings. Forest area change alters not
only the surface albedo but also heat, moisture, and momentum fluxes, which in turn modify the atmosphere's
radiative, thermodynamical, and dynamical properties. These so‐called radiative forcing “adjustments” have
been little examined in re‐/afforestation contexts, and many questions remain surrounding their relevance in
relation to the instantaneous forcing from the surface albedo change—and whether they can affect Earth's
radiative energy balance in regions remote from where the re‐/afforestation occurs. Here, we quantified
biogeophysical radiative forcings and adjustments from realistically scaled re‐/afforestation in Europe at high
spatial resolution and found that adjustments with high signal‐to‐noise were largely confined to only a few
months and to the region of re‐/afforestation. Adjustments were dominated by perturbed low‐level clouds and
rarely exceeded ±25% of the annual albedo change forcing.

Plain Language Summary Increased forest area can boost carbon stores in the terrestrial biosphere
and benefit global climate. At the same time, this modifies several biogeophysical properties of the surface that
impact Earth's energy balance. The extent to which these so‐called “biogeophysical” radiative forcings are
important has not been comprehensively evaluated, with much of the research focusing on only a single
mechanism—or the change to the surface's reflective properties (i.e., its albedo). Other mechanisms can dampen
or reinforce the albedo change forcing and can even lead to remote effects, but these are much less understood.
Focusing on Europe, we used a regional climate model combined with other analytical tools to quantify these
additional mechanisms and understand their relevance in relation to the local forcing caused by surface albedo
changes. We found that these other mechanisms rarely manifested in regions outside the region of re‐/
afforestation, and further, that they are far less important than the forcing attributable to the surface albedo
change.

1. Introduction
Enhancing carbon dioxide removal (CDR) through re‐/afforestation (henceforth afforestation) is now widely
considered necessary to combat residual emissions and meet ambitious global warming mitigation targets
(Griscom et al., 2019; Griscom et al., 2017; Seddon et al., 2020). Current estimates of the mitigation potential of
large‐scale forestry projects are restricted to carbon cycle impacts (Bastin et al., 2019; Cook‐Patton et al., 2020;
Griscom et al., 2017; Roebroek et al., 2023; Walker et al., 2022), yet changes to both the vegetation composition
and its structure at the land surface alter fluxes of heat, moisture, and momentum—which in turn modify the
radiative, thermodynamical, and dynamical properties of the atmosphere resulting in additional so‐called “bio-
geophysical” (BGP) climate forcings (Bonan, 2008; Mahmood et al., 2013; Pielke Sr. et al., 2011). These
additional and often non‐trivial BGP climate forcings can either enhance or counteract CDR benefits, and
excluding them from impact assessments risks the promotion of forestry projects yielding undesirable (at worst)
or sub‐optimal (at best) climate outcomes.

Empirical investigations of large‐scale afforestation have only recently started including BGP forcings by
considering the instantaneous shortwave radiative forcing connected to a surface albedo change (Hasler
et al., 2024; Rohatyn et al., 2023). However, additional radiative flux perturbations at the top‐of‐the‐atmosphere
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(TOA) arising from changes to atmospheric temperatures, humidities, and clouds remain largely excluded or
overlooked. These so‐called radiative forcing “adjustments” (P Forster et al., 2021; Myhre et al., 2013) are
important to consider since they can either dampen or reinforce the instantaneous radiative forcing (IRF) that is
attributable to the surface albedo change (Andrews et al., 2017; Smith, Kramer, & Sima, 2020). Insights from
recent empirical analyses have implicated forests, for instance, as being important controls of low‐level
convective cloud cover in many regions (Cerasoli et al., 2021; Duveiller et al., 2021; Xu et al., 2022), sug-
gesting that forest area expansion in these regions might lead to cloud adjustments and hence impacts on Earth's
radiative energy balance above and beyond that from a perturbed surface albedo (L’Ecuyer et al., 2019).

Yet large knowledge gaps surrounding the forcing adjustments in the context of large scale afforestation exist—
including the relative importance of differing physical mechanisms underlying them, their magnitudes relative to
the (albedo change‐driven) forcing, and whether they manifest in regions that are remote from the region of
afforestation.

Within the climate science community, the classical framework for understanding climate change involves an
external forcing, a climate system response that opposes the forcing to regain equilibrium, and feedbacks that
dampen or amplify the response (Sherwood et al., 2015). The definition of “external forcing” in this framework
has rapidly evolved over the past 10 years in favor of the “effective radiative forcing” (ERF) in which the ad-
justments are defined as part of the forcing rather than as a feedback (P Forster et al., 2021; Myhre et al., 2013;
Quaas et al., 2024). Compared to other definitions based on the IRF or the stratospherically adjusted radiative
forcing (SARF), the ERF is thought to be a better indicator of the climate response over the longer‐term (Hansen
et al., 2005; Joshi et al., 2003; Richardson et al., 2019). However, ERFs from land use/land cover change forcings
(like afforestation) have received little scientific attention relative to other forcing agents (e.g., CO2 and other
well‐mixed greenhouse gases, sulfate aerosols, black carbon, etc.) (P Forster et al., 2021).

Coupled land‐atmosphere (or climate) models are seen as useful tools for addressing these gaps because of their
ability to resolve changes to thermodynamical, dynamical, and radiative processes in the atmosphere that
accompany the surface biogeophysical property changes. Regional studies in particular are attractive since they
permit models to be run in high spatial resolution which is critical for resolving convective‐driven cloud for-
mation processes. Here, we employ a convective‐permitting version of the RegCM5 regional climate model
(Giorgi et al., 2023) together with a suite of radiative kernels (Soden et al., 2008) to diagnose radiative forcings
and adjustments (collectively as ERF) connected to realistically scaled afforestation in Europe. Specifically, we
seek answers to the following questions: Where and when are the adjustments statistically robust? What are the
most important adjustment types or mechanisms? What are their magnitudes relative to the IRF? What is the
relevance of dynamical adjustments leading to remote (non‐local) radiative forcing?

2. Methods and Data
2.1. Climate Modeling

Simulations were executed using the non‐hydrostatic version of the regional climate model RegCM5 (Giorgi
et al., 2023), driven at its lateral boundaries in a one‐way nesting setup using a 6‐hourly time series of sea surface
temperature, surface pressure, wind, temperature, and specific humidity on pressure levels from ERA‐5 reanalysis
at 0.25° resolution (Hersbach et al., 2020). The grid was defined in Cartesian coordinates at 5 km horizontal
resolution, chosen because the model was demonstrated to sufficiently resolve convective cloud processes in
Europe at this resolution (Giorgi et al., 2023). Lateral boundary conditions were implemented using an expo-
nential relaxation procedure with a buffer zone width of 40 grid points (Giorgi et al., 1993) without internal
nudging. The model used the Zeng Ocean Air‐Sea scheme (Zeng et al., 1998) to parametrize air‐sea exchanges,
while clouds were explicitly simulated using the Single‐Moment 5‐class microphysics scheme of the WRF model
(Skamarock et al., 2008). For the representation of land surface processes, RegCM5 was fully coupled to CLM 4.5
(Oleson et al., 2013) and run with prescribed phenology based on MODIS products (Lawrence & Chase, 2007).
Integration time steps were 30 s while outputs were written and saved at a bi‐hourly frequency. The model was
initialized with ERA‐5 meteorological fields on 1 October 2003; the first 3 months (October‐December) were
treated as a spin‐up period and discarded from the ERF calculation and subsequent analysis of forcing adjustments
(Section 2.3).

Geophysical Research Letters 10.1029/2024GL112739

BRIGHT ET AL. 2 of 12

 19448007, 2025, 1, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024G

L
112739 by M

PI 322 C
hem

ical E
cology, W

iley O
nline L

ibrary on [07/01/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



2.2. Experimental Set‐Up

We executed two simulations: (a) a control run (CTL) with land cover prescribed as the state in 2005 (Lawrence &
Chase, 2007), and (b) a second run (FOR) where forest cover on the vegetated land unit was increased at the
expense of other vegetation, maintaining the relative percentages of forest plant functional types (PFTs). In the
event a grid cell had no forest cover, we extrapolated the relative percentages from the nearest grid cell, removing
grass, crop, shrub, and bare soil PFTs prioritized in that order. Forest cover increases (∆FC) were capped at 30%
of the vegetated land unit area unless the forested area already exceeded 70% of the vegetated unit (common in
northern Europe) in which case the full extent became a forest. The 30% cap was deemed a good balance between
a magnitude needed to generate a sizable signal and that which might be feasible given the general trend in
agricultural land abandonment throughout Europe (Ceauşu et al., 2015). Because we preserved the current
vegetation cover distribution in CTL and capped ∆FC in FOR, we deemed this set‐up to be more realistic than
idealized afforestation studies in which the entire vegetation extent is changed from pure non‐forest to pure forest
(e.g. (Davin et al., 2020),).

Because of our interest in remote forcings—that is, to TOA radiative perturbations over grid cells with no
afforestation—∆FC was limited to every other grid cell and implemented in a checkboard‐like pattern (i.e., 0%–
30%–0%–30% etc.). However, several of the 0% grid cells ended up acquiring small amounts of forest cover
change due to unanticipated spatial re‐projections occurring within RegCM5 prior to simulation. We therefore
defined grid cells with ∆FC < 1% as those where only the remote effects were present.

2.3. Effective Radiative Forcing (ERF) and Forcing Adjustments

Standards to diagnose ERF from climate model output (for example, RFMIP (Pincus et al., 2016);) involve
differencing monthly averaged TOA radiative fluxes between a perturbation and a control simulation in which sea
surface temperatures and ice fractional coverages are prescribed identically in both:

ERF = ∆N = ∆LW + ∆SW (1)

where ∆N is the net monthly radiative flux difference at TOA (positive downward) or the sum of the long‐ (∆LW)
and shortwave (∆SW) radiative flux differences between FOR and CTL.

Simulation (or integration) length is often 30 years, although shorter periods are deemed acceptable if the inte-
gration length can constrain forcing uncertainty to ∼0.1 W m− 2 (P M Forster et al., 2016). Our goal was to carry
out simulations at a costly convection‐permitting spatial resolution for a large domain, and an 11‐year integration
length was found to be a reasonable compromise yielding an uncertainty (as defined in Forster et al., 2016) of
0.13 W m− 2 for our domain.

The difference between ERF and IRF represents the net forcing adjustment, where IRF was defined as the
instantaneous shortwave radiative forcing from the surface albedo change (∆α) following Smith et al. (2020).
Radiative kernels (Shell et al., 2008; Soden et al., 2008)—which relate the change to Earth's radiative balance at
TOA to some atmospheric state change—were used to quantify IRF and the individual forcing adjustments (Ax):

Ax = Kx∆x (2)

where the adjustment attributable to the state change in x–or Ax–was the product of its radiative kernel (Kx) and the
state change (∆x). The IRF summed with the adjustments yields the ERF:

ERF = IRF + Ata + Ats + Awv + Acld + ϵ (3)

where Ata, Ats, Awv, and Acld are the adjustments due to changes in atmospheric temperature, surface temperature,
water vapor, and clouds, respectively. Kernel unit changes are 1 K for temperature, the change in specific hu-
midity that maintains constant relative humidity for a temperature increase of 1 K for water vapor, and 1% ad-
ditive for surface albedo. For water vapor, state differences are taken for the logarithm of water vapor
concentration following (Sanderson & Shell, 2012; Smith et al., 2018).
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Cloud adjustments are estimated using a kernel masking approach because the radiative effect of vertically
overlapping cloud fields is too non‐linear for the kernel method (Shell et al., 2008; Soden et al., 2008):

Acld = (ERF − ERFclr) − ( IRF − IRFclr) − ∑
X∈[ta,ts,wv]

(Ax − Aclrx ) (4)

where the subscript “clr” denotes a forcing or adjustment in clear‐sky conditions.

The final term seen in Equation 3–or ϵ–is a residual term assumed to represent nonlinearities within individual
processes or nonlinear interactions among different processes (Feldl & Roe, 2013).

Several kernels exist and differ by their spatial and horizontal resolutions, their underlying radiative transfer
modeling, and the background climate states applied in their derivation. Chung & Soden (2015) highlighted how
differences in the modeling of radiative transfer can lead to discrepancies among kernels, while more recent
analysis pointed to a kernel's state‐dependency as a source of discrepancy (H. Huang and Huang, 2023). To
minimize the impact of these uncertainties on the results, we employed nine comprehensive (i.e., all adjustments)
and two additional ∆α‐only kernel data sets (Table S1 and Text S1 in Supporting Information S1).

Prior to application, the kernels native horizontal and vertical resolutions (pressure levels) were linearly inter-
polated to match those of the RegCM5 grid.

2.4. Identifying Robust Forcing Signals

When it comes to diagnosing forcings and adjustments from small perturbations like realistically scaled affores-
tation, a challenge is to distinguish real forcing signals from noise related to internal climate variability (Winckler
et al., 2017). To help overcome this, we followed the guidance provided by Lorenz et al. (2016) when assessing the
statistical significance of climate change signals obtained from climate modeling experiments. This entailed a two‐
step procedure using a one‐sample paired t‐test to first test the null hypothesis formulated as a >5% probability that
the net adjustment in any given grid cell and month was zero. We then evaluated the field significance of all rejected
null hypotheses in our domain by assessing the false discovery rate (FDR) at a q‐value of 5% (i.e., 5% of rejected
nulls were truly null) (Benjamini & Hochberg, 1995; Storey, 2002). FDR is robust to spatial correlations in the data
(Ivanov et al., 2018; Lorenz et al., 2016; Wilks, 2006). When assessing field significance, we divided our domain
into “local” and “remote” regions, defined as all grids cells having ≥1% and <1% ∆FC, respectively.

We diagnosed (net) adjustments prior to significance testing as the differences between monthly ∆N and spatially
optimized monthly IRF estimates based on one of 11 possible all‐sky ∆α kernels (see Text S1 for details). The
optimization procedure was motivated by the desire to minimize bias introduced by any one (or means of
multiple) ∆α kernels when computing IRF since we were unable to execute offline (i.e., “double call”) radiative
transfer calculations to diagnose IRF (Chung & Soden, 2015; P M Forster et al., 2016).

3. Results
3.1. Which Adjustment(s) Dominated?

Disregarding the distinction between local and remote grid cells, on an annual mean basis SW cloud adjustments
(Figure 1a) were the largest in magnitude followed by LW cloud adjustments (Figure 1b), although lower
tropospheric warming led to a non‐negligible negative adjustment (more outgoing LW radiation to space)—
particularly over east‐central Europe and the Balkans (Figure 1c). Annual surface temperature (Figure 1d) and
water vapor adjustments (Figure 1e) played lesser roles, where Awv was mostly positive and dominated by LW
(not shown), and where the sign of Ats followed the spatial pattern of the (sign‐reversed) surface temperature
change (not shown).

The largest net adjustment on the order of 2 W m− 2 annually occurred over the alpine regions of Norway and
central Europe (Figure 1f; ∑A), where signs of both LW and SW cloud adjustments agreed (Figures 1a and 1b;
both positive). Large positive ∑A on the order 1 W m− 2 annually was also found in patches of central, southern,
and western Europe, whereas the largest negative ∑A on the order of − 1 W m− 2 was found over the British Isles,
northern central, and northeastern Europe (Figure 1f). For most of these regions the signs of the two cloud ad-
justments also tended to align (Figures 1a and 1b).

Geophysical Research Letters 10.1029/2024GL112739

BRIGHT ET AL. 4 of 12

 19448007, 2025, 1, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024G

L
112739 by M

PI 322 C
hem

ical E
cology, W

iley O
nline L

ibrary on [07/01/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



The annual IRF (Figure 1g; from ∆α) was mostly positive and largest in regions experiencing high annual solar
insolation and long snow cover seasons, such as in eastern Europe and the higher altitude regions. Generally,
annual IRF exceeded 1.5 W m− 2 when the perturbed forest area exceeded 10% (Figure 2a). The largest

Figure 1. Annual mean: (a) Shortwave (SW) adjustments to cloud property or area changes; (b) Longwave (LW) adjustments to cloud property or area changes; (c) LW
adjustments to column air temperature changes; (d) LW adjustments to surface temperature changes; (e) LW and SW adjustments to column water vapor changes;
(f) Sum of panels (a)–(e); (g) IRF from ∆α; (h) ∑A/IRF. Refer to Figure 2A for the underlying forest area perturbations. The colorbar in panel (d) is valid for panels
(a)–(f).
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magnitudes of annual ∑A relative to IRF on the order of − 200% were found over the British Isles and north-
eastern Europe (Figure 1h).

3.2. Where and When Were Adjustments Statistically Robust?

The spatial extent of adjustments occurring over water bodies in Figure 1 would tend to suggest that afforestation
non‐negligibly affected atmospheric dynamics. Field significance testing, however, indicated that most of these
remote adjustments (i.e., where forest cover perturbations were not imposed or were less than 1%) were simply
modeling noise (Figure 2b). Further, field significance testing revealed that most of the adjustments occurring in
regions where afforestation had been imposed in the model (∆FC≥ 1%) were also not statistically robust. Despite
relatively homogeneous changes to forest area in most of the land portion of our domain (mean = 10.4%;
Figure 2a), statistically robust adjustments (i.e., as ∑A=∆N ‐ IRF) were found in only∼9% of all grid cells in the
domain and were relatively heterogeneously distributed and confined largely to just one or two months of the year
(Figure 2b, colored grid cells). Statistically robust ∑A occurring remote from the local afforestation was seen in
only 152 grid cells (0.03% of domain area). Local surface radiative flux changes and IRF explained ∼97% of the
temporal‐spatial variation in statistically robust ∑A (Text S2 and Table S2 in Supporting Information S1)—
including in regions like northeastern Europe with a high concentration of proximal non‐perturbed area—
reinforcing the finding from the field significance testing that adjustments were highly localized.

Surprisingly, statistically robust ∑A were largely confined to months and locations where transpiration played
little role, such as January—March for eastern Europe, January—April for the alpine regions of central Europe,
and February—May for alpine Norway (Figure S3 in Supporting Information S1). 85% of all statistically robust

Figure 2. (a) Perturbed forest area as a percentage of grid cell area (land median = 13%; land mean = 10.4%); (b) Spatial distribution of monthly ∑A signals found
statistically robust; (c) Annual mean of statistically robust ∑A/IRF; (d) Annual mean of statistically robust adjustments by mechanism for all afforested grids cells with
positive annual ∑A; (e) Same as in (d) but for afforested grid cells with negative annual ∑A. Boxes in (d) and (e) are interquartile ranges and solid hashes are medians.
Yellow bands indicate confidence in the reconstructed ERF—or the sum of the means of all terms in panels (d) and (e) except for the residual term (ϵ).
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adjustments occurred in January, February, and March. Only for the southern portion of the Iberian peninsula did
we find statistically robust ∑A in summer (i.e., July).

3.3. How Did the Statistically Robust Adjustments Scale With IRF?

Keeping our attention only on the locations where statistically robust adjustment signals were identified in at least
1 month (Figure 2b, orange‐to‐green pixels), their importance annually could be gauged after normalizing to the
annual mean IRF upon setting months with non‐statistically robust ∑A equal to zero. No clear spatial pattern in the
sign of the annual ∑A/IRF emerged (Figure 2c); positive and negative values occurred at 47% and 53% of sta-
tistically robust adjustment locations, respectively. Although small area patches having negative ∑A/IRF could be
found sporadically distributed throughout the domain, the largest continuous areas were found in eastern‐
northeastern Europe, which also contained some of the largest magnitudes approaching − 25%; the largest posi-
tive annual ∑A/IRF magnitudes emerged in the Scandic Alps, central, and southeast Europe, where values
approaching 25% were found. While positive ∑A/IRF values were found in fewer grid cells, their magnitudes were
generally greater than at negative ∑A/IRF locations, made visible by comparing panels D and E in Figure 2 where
annual local adjustments were on average 0.30 W m− 2 (9% of annual IRF) and − 0.16 W m− 2 (− 5% of annual IRF),
respectively. However, in the months they occurred ∑A could exceed ±100% of the IRF (Text S3 and Fig. S5).

Figures 2d and 2e also reveal that SW cloud adjustments (Acld‐SW) dominated the annual mean ∑Awhile the other
adjustments emerged as relatively negligible and partially offsetting of each other, some of which (e.g., Awv) being
smaller than the median ϵ—or the proportion of ∑A (as ∆N ‐ IRF) that could not be explained by kernel
reconstruction. Median positive Acld‐SW was larger than median negative Acld‐SW thus explaining why positive
∑A/IRF magnitudes were generally larger.

3.4. What Explained the Sign of the SW Cloud Adjustments?

Changes to cloud area (∆CLD) at lower altitudes were associated with Acld‐SW, where Acld‐SW decreased by
∼1 W m− 2 for every ∼1% increase in low‐level CLD (Figure 3b)—although changes to cloud optical depths also
likely played a role. When binning Acld‐SW into 1 W m− 2 bins, we found that positive Acld‐SW bins were associated
with large decreases in low‐level cloud area close to the surface which could not be compensated by increases to
cloud area at higher altitudes (i.e., at lower pressure levels; Figure 3a). While negative Acld‐SW bins were also
associated with decreased cloud area lower in the planetary boundary layer, these were mostly over‐compensated
by increases at higher altitudes.

While all bins were found to be associated with cloud gains at higher altitude levels, gained clouds tended to be
deeper for the negative Acld‐SW bins, with bases starting lower around the 900 hPa level as opposed to around
850 hPa for the positive Acld‐SW bins (Figure 3a). Low level ∆CLD patterns mirrored the changes to relative
humidities (∆RH; Figure 3e), where for the locations experiencing net increases in low‐level clouds (i.e., an
integral exceeding zero for levels >680 hPa) a larger positive ∆RH was generally associated with lower warming
(Figure 3c, purple) and greater moistening (Figure 3d, purple) relative to locations experiencing net reductions
(Figures 3c–3e, orange).

4. Discussion
4.1. Local Forcings Dominate

When implemented at realistic spatial patterns and intensities within RegCM5‐CLM4.5, we found little evidence
that European afforestation led to radiative forcings outside the region (i.e., grid cell) of implementation when
filtering out modeling noise related to internal climate variability. Robust adjustment signals manifesting
remotely from the location of afforestation were identified in only 0.09% of the “remote” area or 0.03% of the total
domain area. While this result could have been sensitive to the local significance testing method and the definition
of “remote” grid cells, results did not change when basing the local significance testing on Wilcoxian signed rank
tests instead of paired t‐tests, nor when relaxing the “remote” grid cell definition threshold from ∆FC < 1% to
∆FC < 5% in an effort to increase the abundance and extent of remote region area. We believe this to be a robust
finding, supported by the additional finding that local surface energy balance changes could alone explain ∼97%
of the spatial‐temporal variation in (statistically robust) ∑A throughout the domain (Supporting Text S2 in
Supporting Information S1). One would expect this to be lower if perturbations to heat and moisture transport
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driving remote signals had played a larger role. The finding that (statistically robust) adjustments—which were
dominated by SW cloud adjustments (Figure 2) linked to low‐level cloud changes (Figure 3)—occurred mostly
over afforested areas aligns with findings reported elsewhere surrounding the high spatial congruity between
convective cloud prevalence and the pattern of land cover on the landscape (Duveiller et al., 2021; Lyons, 2002;
Rabin et al., 1990; Ray et al., 2003; Xu et al., 2022; Zhong & Doran, 1997). The finding that adjustments were
negligible in regions remote from the afforested regions in our domain aligns well with the results reported in
Andrews et al. (2017) for the same domain (see Figure 3 therein).

4.2. IRF Dominates ERF

Forcing adjustments were dominated by Asw‐cld during winter and spring whose signs and magnitudes were
deemed robust when considering the low magnitude of the residual term (ϵ) seen in Figures 2d and 2e. As for the
sign of Asw‐cld, locations with positive Asw‐cld were associated with negative low‐level ∆CLD and vice versa
(Figure 3a). Surprisingly, Asw‐cld were found neglible during the summer growing season and confined to southern
Europe during July, which is incongruent with the inferences drawn in recent observational studies about forests'
impact on low‐level cloud cover during summer months in many European regions (Duveiller et al., 2021;
Teuling et al., 2017; Xu et al., 2022). One possible explanation is that the BGP effect is secondary to the role of
biogenic volatile organic compounds in determing cloud fractions over forests (Blichner et al., 2024; Petäjä
et al., 2022), which was excluded from our modeling but which is inherently included in the observational studies.
It is important to point out, however, that results from these and other studies (e.g., Caporaso et al. (2024))
employing space‐for‐time attribution methods are difficult to compare to our simulated ∆CLD results given the

Figure 3. (a) Mean cloud area fraction changes (∆CLD) following afforestation at altitude levels up to 200 hPa per 1 Wm− 2 Acld‐SW bin; (b) Acld‐SW as a function of low‐
level ∆CLD; Mean changes to temperature (∆T; (c)), specific humidity (∆q; (d)), and relative humidity (∆RH; (e)) at altitude levels up to 680 hPa for bins of net positive
and net negative ∆CLD at levels >680 hPa.
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differences in temporal scoping (i.e., full diel cycle vs. specific points in time) and afforestation magnitudes (i.e.,
∆FC = ∼12%‐16% vs. ∆FC = 100%).

Although Asw‐cld was found to dominate the sign and magnitude of ∑A, their confinement to only one or 2 months
of the year (Figure 2b)—and largely to winter/early spring (Figure S3 in Supporting Information S1) when
incoming solar radiation was weak—reduced its contribution to the annual ERF (Figures 2c–2e). For locations
where robust adjustment signals were identified (∼9% of domain area), the mean annual local ∑A was
0.09 W m− 2 or ∼3% of the annual ERF, indicating that surface albedo changes (as IRF) were far more important
in determining the sign and magnitude of ERF.

4.3. Limitations and Future Directions

While we employed multiple kernel data sets and a novel IRF method to reduce uncertainty surrounding forcing
adjustment quantification and their spatio‐temporal significance (Text S1 and Figures S2 and S6 in Supporting
Information S1), the state changes behind them originated from a single climate model and configuration. While
the model we employed (RegCM5) demonstrates good performance in capturing temperature and precipitation
patterns across Europe (Coppola et al., 2024), future study with other models is desirable—particularly those that
are convection‐permitting since these likely confer greater confidence when estimating cloud adjustments. The
convection‐permitting configuration of RegCM5 we employed, for instance, exhibits improved accuracy in
predicting precipitation frequency, intensity, and diurnal cycle relative to a configuration with parameterized
convection (Coppola et al., 2024), which is likely owed (in part) to improvements in resolving low‐level clouds
(Caporaso et al., 2024).

Strong feedbacks between cloud fields (i.e., through cloud cover, cloud base, diabatic processes within the PBL)
and the surface energy budget (Betts, 2004; Betts & Viterbo, 2005; Ek & Holtslag, 2004; Santanello et al., 2011;
Santanello et al., 2018) complicated our attribution of ∆CLD (and hence Asw‐cld) to the perturbed surface fluxes
(i.e., the changes to sensible and latent heat fluxes). Attribution efforts using mixing diagrams (Betts, 1992; Betts
& Viterbo, 2005; Santanello et al., 2011) or other established metrics of local atmospheric coupling (Santanello
et al., 2018) are required to gain better insight into the links between forest cover expansion, perturbed surface
energy fluxes, and clouds, and may benefit from working with higher temporal resolution model output data
(Findell et al., 2024). Whether sign differences in ∆CLD were related to differences in the turbulent heat fluxes
and their underlying biophysical controls at the surface—as opposed to differences in ambient meteorological
forcing (Zhong & Doran, 1997)—requires future study.

5. Summary and Conclusions
We carried out convection‐permitting regional climate model simulations to quantify the BGP‐mediated effective
radiative forcing (ERF) of spatially extensive yet realistically constrained re‐/afforestation in Europe. We then
employed radiative kernels to diagnose forcing adjustments and screened for field significance to identify lo-
cations and time periods exhibiting robust adjustment signals. From this analysis we conclude the following:

‐ Robust adjustment signals are highly restricted to the geographic location of afforestation.
‐ These are dominated by shortwave cloud adjustments, confined to only one or two months during the winter

and/or spring.
‐ Instantaneous radiative forcings (IRF) from surface albedo change largely dictate the sign and magnitude of the

annual ERF.

These findings fill a large gap surrounding the relevance of the BGP‐mediated radiative forcing adjustments in
relation to IRF from surface albedo change linked to afforestation, affirming the importance of sustained research
efforts directed toward quantifying albedo change IRF while strengthening the merits of recent works comparing
IRF with carbon sequestration (Bright, Cattaneo, et al., 2024; Hasler et al., 2024).
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Data Availability Statement
Atmospheric state change variables (i.e., RegCM5 output) used to assess the statistical robustness of remote
adjustments as well as to quantify radiative forcings and adjustments (i.e., as kernel inputs) are available through a
Zenodo repository at DOI: 10.5281/zenodo.13847720 (Bright, Caporaso, et al., 2024). See Table S1 in Sup-
porting Information S1 for details surrounding the radiative kernels, including references providing access
information.
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