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A B S T R A C T

Differentiating letter shapes accurately is a core competence for any reader. Are letter shapes as distinctive as 
they could be? The visual shapes of letters, contrary to the phonemes of spoken languages, lack a unified 
description — an equivalent of the phonological features that describe most phonemes in the world’s languages. 
Using a gamified crowdsourcing approach, we elicited thousands of letter descriptions from lay people for the 
sets of letter shapes (the scripts) used in 43 diverse writing systems. Using 19,591 letter classifications, 
contributed by 1,683 participants, who were asked to sort the letters of each script repeatedly into two groups, 
we extracted a sufficient number of binary classifications (features) to provide a unique description for all letters 
in the 43 scripts. We show that scripts, compared to phoneme inventories, use more features to produce similar 
sets of distinct elements. Compared to the phoneme inventories of a large sample of the world’s languages 
dataset (the P-base dataset, collected by another team), our 43 scripts have lower feature economy (fewer 
symbols for a given number of features) and lower feature informativeness (a less balanced distribution of feature 
values). Compared to phonemes, letter shapes require more binary features for a complete description. These 
features are also less informative in letters than in phonemes: the chances that two random letters in a script 
differ on any given feature are low. Letter shapes, which have more degrees of freedom than speech sounds, use 
those degrees of freedom less efficiently.

Introduction

The various codes that we use to communicate and store informa-
tion, from speech to writing, rely on symbols such as phonemes, words, 
or letters. These symbols need to be distinguished from one another for 
us to be able to use them. These symbols are transmitted through noisy 
environments where they may become distorted: they need to be suffi-
ciently distinctive from one another in order to carry information effi-
ciently (Dautriche et al., 2017; King, 2018; Köhler, 1987; Levy, 2008).

Distinctiveness can be achieved in two compatible ways. The first is 
to have symbols differ along multiple dimensions of variation. For 
instance, in every one of the world’s languages, we find consonants that 
differ from one another on more than one dimension. Some consonants, 
like /b/ or /m/, are voiced, because producing them requires us to 
vibrate our vocal cords; others, like /p/, are not voiced (voiceless). Some 

consonants are plosives, like /p/ or /b/, being produced by letting a lot 
of air out in one burst. To be voiced (or voiceless) or to be a plosive (or 
not): such properties are phonemic features (Ladefoged, 2000). One of 
phonology’s major discoveries is the fact that most of the phonemes of 
the world’s languages can be described as a series of feature values: for 
instance the English phoneme /p/ is a voiceless bilabial plosive, /b/ a 
voiced bilabial plosive, etc. A relatively small set of binary features 
suffices to describe most of the phonemes in most of the world’s lan-
guages (Mielke, 2008, Dunbar & Dupoux 2016). In spite of this, most 
languages possess many distinctive phonemes. This is possible because 
two phonemes can be identical for several features but not all.

The second path to distinctiveness is to use the features that char-
acterize symbols informatively, meaning that the symbols exhibit as 
much variation as is possible on the features that describe them. Opti-
mally, there should be an equal number of symbols exemplifying each 
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possible value that a feature can take. For instance, optimal informa-
tiveness would imply that an equal number of vowels in a language take 
the value “voiced” and the value “voiceless”. A lack of symmetry in 
either direction (too many voiced relative to voiceless sounds) implies 
that the feature “voiced vs. voiceless” is not used to its full potential. It is 
not, in other words, as informative as it could be. This property has been 
studied and measured under various names, using various constructs, 
such as symmetry (Dunbar & Dupoux, 2016), combinatoriality 
(Changizi & Shimojo, 2005; Kirby et al., 2015; Verhoef et al., 2014; 
Zuidema & de Boer, 2009), or optimal dispersal (Liljencrants & Lind-
blom, 1972; Vaux & Samuels, 2015).

These two paths to distinctiveness — getting symbols to differ on a 
multitude of features, and making these features optimally informative 
— are compatible but different. One strategy for achieving distinctive-
ness consists in going far on the first path but not on the second: that is, 
in having a large number of features, each of them poorly informative. A 
set of symbols can be highly distinctive if the symbols within it vary on a 
very large number of features, even if each feature is not highly infor-
mative, that is to say, even if the vast majority of symbols are identical 
on any given feature. The opposite strategy does not go far on the first 
path but goes all the way on the second one. It consists in having a few 
features, but using them in an optimally informative way.

Spoken language is highly combinatorial

In the phonemes of spoken languages, distinctiveness is mostly 
achieved by means of the second strategy. Phonemes tend to possess no 
more than the number of features that is strictly necessary to differen-
tiate each phoneme from all the others — a property known as feature 
economy or efficiency (Clements, 2003; Dunbar & Dupoux, 2016; 
Mackie & Mielke, 2011). Feature efficiency is not optimal in phonemes, 
but it is substantially higher than a range of credible random baselines 
would predict. Feature economy has been explained as a result of a 
general pressure for efficiency, including greater learnability and ease of 
pronunciation (Martinet, 1971). It can also be linked to a pressure for 
compressibility, thought to influence language evolution (Kirby et al., 
2015; Verhoef et al., 2016). High feature economy minimizes the min-
imal description length of phonemes by making it possible to encode 
each phoneme as a short set of feature values.

If phoneme inventories indeed tend to possess only a small number of 
features, this means they can only achieve distinctiveness by making 
each feature as informative as possible. Do they? There is evidence that 
phoneme inventories are close to optimal in this respect. Optimal vowel 
dispersion theory, based on the premise that vowels are as widely 
dispersed as possible in the space defined by two formant frequencies, 
predicts what sounds enter vowel inventories across the world’s lan-
guages relatively well, in spite of known shortcomings (Liljencrants & 
Lindblom, 1972). Optimal vowel dispersion can be seen as one mani-
festation of the more general property of symmetry, whereby phoneme 
inventories tend to balance the number of phonemes taking a given 
feature value (Dunbar & Dupoux, 2016). In keeping with previous work 
on dispersion, symmetry in phoneme inventories is high (though falling 
short of perfect optimization).

The use of a small number of features to produce a much larger 
number of highly distinctive symbols is a form of combinatoriality. 
Combinatoriality is often seen as involving combinations of discrete 
elements, temporally or spatially distinct: for instance, the combination 
of phonemes into words (Hockett, 1966; Martinet, 1971; Zuidema & de 
Boer, 2018). However, combinatoriality does not have to depend on the 
addition of discrete elements. It can rely on combinations of features, 
also known as signal dimensions, which are ways in which signals (or 
symbols) can be differentiated from one another: for instance, the 
combinatorial sound signals studied by Little et al. (2017) combine two 
dimensions, volume and duration. Visual symbols are particularly likely 
to use combinations of features in this way. Sign languages have a 
combinatorial phonology based on features such as handshape or hand 

position (van der Hulst & van der Kooij, 2020); heraldic emblems 
combine visual dimensions such as motifs and colors (Morin & Miton, 
2018).

This study measures the combinatoriality of linguistic symbols, 
considering combinatoriality as a continuous quantity. Combinatoriality 
is often thought of as an all-or-nothing property. Seeing it in this way is 
especially useful in discussions of language evolution, since human 
language is exceptional in its capacity to combine meaningless symbols 
(phonemes) into meaningful ones (words). Much attention has thus been 
paid (rightly) to the question whether a given system of communication 
is combinatorial or not (Tamariz & Kirby, 2015; Zuidema & de Boer, 
2018). Yet, a more graded view of combinatoriality can be of use too. 
There is more than one sense in which a system of symbols can be 
combinatorial (Engesser & Townsend, 2019), and even if we keep to one 
definition of combinatoriality, there are quantifiable differences be-
tween different systems of symbols (Galantucci et al., 2010). This paper 
will propose a definition of combinatoriality as consisting of two 
continuous dimensions. To simplify, a system of symbols is combinato-
rial to the extent that it uses a small number of features to generate a 
large number of highly distinctive symbols.

What letter shapes combinatoriality can teach us

Here, we compare the combinatoriality of phonemes with the com-
binatoriality of letter shapes in the scripts used by writing systems. A 
script is a repertoire of visual shapes used by a writing system: Latin 
letters are a script, as are Arabic letters, or the letter shapes that make up 
the Tagbanwa alphabet. A given script can be used by several different 
writing systems: for instance, Latin letters are a script, used by several 
writing systems, from Vietnamese to English.

Measuring and explaining the combinatoriality of scripts is an 
interesting question for at least two reasons. First, answering it helps us 
understand how letter shapes can be distinguished from one another. 
Visually similar letters are more confusable than visually dissimilar ones 
(Lally & Rastle, 2023; Marcet & Perea, 2017; Perea et al., 2018, 2024, 
Wiley et al., 2016). Having access to a repertoire of clearly distinctive 
letter shapes is key for cognitive and social development, given the 
increasing importance of literacy in our societies and the impact of letter 
confusion on a broad range of issues ranging from harmful reading 
disorders (Dehaene, 2010; Lachmann & Geyer, 2003) to lethal errors 
caused by doctors’ bad handwriting (Bruner & Kasdan, 2001).

Second, assessing the combinatoriality of letter shapes provides a 
new angle from which to consider the evolution of combinatorial 
structure, a major puzzle of language evolution (Hockett, 1960; Little 
et al., 2017; Nowak et al., 1999; Zuidema & de Boer, 2009, 2018). One 
important mechanism for the emergence of combinatorial signals is the 
pressure for signals to be numerous and distinctive (Kirby & Tamariz, 
2021; Scott-Phillips & Blythe, 2013). But, as we saw, combinatoriality is 
but one path leading to the creation of a large number of distinctive 
symbols. So why are spoken languages combinatorial? Three explana-
tions are generally given.

Three possible reasons why speech is combinatorial

The first explanation is that spoken language requires the production 
of a large number of distinct words by a relatively simple and restricted 
tool: the human vocal apparatus has relatively few degrees of freedom, 
compared for instance to hand movements (Hockett, 1960; Little et al., 
2017; Sandler et al., 2011). In this hypothesis, the pressure to produce 
combinatorial signals is related to the size of the space of possible signals 
(often called the signal space). When this space is small, signals are 
under greater pressure to occupy it efficiently, and thus re-use features 
productively. The human vocal apparatus is complex and comprises 
many articulator muscles, but these do not function independently of 
one another: instead, speech is controlled via a much smaller number of 
muscle groups (Pouplier, 2020; Sanguineti et al., 1997). In contrast, sign 
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languages can avail themselves of many degrees of freedom (combining, 
in the case of sign language, all the possibilities of hand and arm shape, 
location, movement, orientation, etc. — van der Hulst & van der Kooij, 
2020; Sandler, 2008). Accordingly, authors who venture to give esti-
mates for the number of phonological features available for sign lan-
guages tend to give figures that are markedly higher than those for 
speech’s phonological features (Mielke 2008). It should be noted, 
however, that we lack clear experimental evidence for a link between 
combinatoriality and the size of the space of possible signals. Little et al. 
(2017) found that increasing the dimensionality of the signal space in an 
artificial language evolution experiment increased combinatoriality in 
some respects, although the chief aim of their experiment was to explore 
the role of iconicity on combinatoriality (see also Verhoef et al., 2016).

Another favoured account of combinatoriality sees it as a result of 
loss of iconicity. Iconicity is widely thought to interfere with the evo-
lution of combinatoriality, since combinatorial structure favors the 
creation of multiple random forms, while iconicity requires symbols to 
be motivated, thus predictable (Little et al., 2017; Roberts et al., 2015; 
Verhoef et al., 2016). In such accounts, loss of iconicity removes an 
obstacle to the evolution of combinatoriality, but it does not, on its own, 
explain why iconicity should evolve.

Lastly, combinatoriality has been explained as a response to the 
ephemeral nature of spoken sounds — speech’s rapidity of fading 
(Galantucci et al., 2010). The fact that sounds vanish quickly after they 
are emitted arguably limits the possibility of forming complex holistic 
signals with interdependent parts; instead, it may encourage the pro-
duction of symbols made of discrete, independent elements.

Each of the three factors just listed — a small signal space, low 
iconicity, rapidity of fading— can be plausibly related to the fact that 
speech is based on transient sounds. The possibility that the combina-
toriality of linguistic symbols may be constrained by modality has long 
been entertained in the literature. Newly emerging sign languages like 
the Al Sayyid Sign language have been claimed to lack duality of 
patterning (Sandler et al., 2011), leading Little et al. (2017) to suggest 
that the gestural modality, with its many dimensions and large signal 
space, puts less pressure on hand signs to become compressible, 
compared to the sounds of language. The study of mature sign languages 
does not contradict this view, even though there is no consensus on the 
nature of sign languages’ phonological features (or parameters) as 
distinct from phonemes, or on their number (van der Hulst & van der 
Kooij, 2020).

Letter shapes can inform this debate, since, of the three main factors 
thought to influence combinatoriality (a small signal space, low 
iconicity, rapidity of fading), two of them at least affect letter shapes 
quite differently than speech sounds. Regarding rapidity of fading, the 
difference between writing and speech is massive and straightforward: 
writing outlasts speech. As for signal space, the many degrees of freedom 
available to letters can be used to create highly distinctive shapes, 
without requiring a combinatorial structure. Even a highly simplified 
model of 2D shape generation, the LOGO model (Sablé-Meyer et al., 
2021), yields an extremely high number of possible shapes—and for 
most of them real equivalents can be found in human cultures, showing 
that human hands can move freely enough to produce them. A pen or a 
brush’s trajectory across a 2-D space can begin anywhere in the space, 
and change course at any point, each time in a wide range of possible 
directions, each bifurcation adding a new dimension to a vast space of 
possible signals.

Previous literature thus suggests that, with their higher signal space 
and permanent nature, letter shapes may not need to be as combinatorial 
as speech sounds; but we do not know of any attempt to answer this 
question. The answer is far from obvious. Some combinatorial structure 
is apparent in most scripts: basic shapes get reused in distinct letters (like 
the arch in n and h or the dot in i and j) (Changizi & Shimojo, 2005; 
Ladd, 2014; Meletis, 2020). And there exist a few writing systems that 
were explicitly (like Congolese Mandombe—Sarró, 2023) or implicitly 
(like Evans’ syllabary for Cree) designed on the basis of combinatorial 

principles. Only a systematic, quantitative study can tell us to what 
degree the formation of letter shapes relies on combinatorial principles.

Identifying graphic features for letter shapes

We predicted that combinatoriality would be lower in scripts 
compared to phonemes. We used feature economy and feature infor-
mativeness to measure combinatoriality; each measure indexes a 
different aspect of combinatoriality. Feature economy measures the 
extent to which a system of symbols can generate many distinctive 
symbols from a small set of features; feature informativeness measures 
to what degree the symbols use the possibilities afforded by each 
feature, in order to make themselves distinctive from other symbols.

Testing our prediction requires extensive data on the features that 
characterize letter shapes in a broad range of writing systems. Yet 
research on the distinctiveness of letter shapes is overwhelmingly 
restricted to the study of a few important and famous scripts, in sharp 
contrast with phonology, where most language families can be 
compared systematically using standardized quantitative data. Cross- 
linguistic studies of letter shapes either chose to focus on a restricted 
set of geometrical properties (e.g. topology in Changizi & Shimojo 2005, 
orientation in Morin, 2018, complexity in Miton & Morin, 2021), used 
non-transparent manual methods that hinder replication (e.g. Changizi 
& Shimojo 2005), or relied on data that cannot be obtained from his-
torical sources (e.g. stroke order in Lake et al., 2015). Attempts to build a 
complete descriptive vocabulary for letter shapes are restricted to one or 
a few writing systems and lack generalisability (e.g. Chandra et al., 
2015; Primus, 2004).

This study combined the strength of all the approaches already cited 
by crowdsourcing a typology of letter shapes, using a white-box 
approach that maximises the tractability, transparency, and replica-
bility of the visual features that characterise letter shapes. We designed 
Glyph, a web interface presented as a gaming applet. Thanks to exten-
sive media coverage in several countries, it attracted a relatively diverse 
set of participants, overall speaking 17 different native languages 
(counting languages with n > 2 participants). They proposed motivated 
and reproducible features for letter shapes in 43 scripts. Out of those, we 
selected, using a decision tree algorithm, 43 sets of features sufficient to 
describe each script. This approach combines the granularity, tracta-
bility, and psychological plausibility of human coding with the gener-
ality and reproducibility of algorithmic approaches.

The complete data and code needed to replicate our results can be 
found at https://osf.io/ewp68/. This repository contains the raw data, 
the processed data, the results, the figures, and the code required to 
generate them.

Methods

This is a study of phonemic and graphemic features. For our pur-
poses, a phonemic feature is a difference between some phonemes in a 
phoneme inventory and other phonemes; a graphemic feature is the 
same thing for the letters of a script. For example, in many languages, 
some consonants are sibilants while others are not; in many writing 
systems, some letters are symmetrical, others not. To simplify the 
analysis, and to align with the most complete phonological dataset at 
our disposal, we made the decision to consider binary features exclu-
sively. A binary feature is a difference that separates two (and only two) 
sub-groups of phonemes (or letters). Although, in formal terms, the 
classification is created by labelling some phonemes (or letters) with the 
value 1 and others with the value 0, for our purposes these 0/1 labels are 
meaningless in themselves, and the feature is not changed by swapping 
all the 1s to 0s and all the 0s to 1s. The only thing that matters is the 
existence of two (arbitrarily labelled) groups of phonemes or letters. 
Such features are the basis for the two measures of combinatoriality used 
in our study: feature economy and feature informativeness. We first 
describe how these two measures were computed for phonemes, then 
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explain how we used them to analyse letter shapes. Unless otherwise 
specified, phonemes and letters were analysed in the exact same way. 
Fig. 1 provides a graphic illustration of feature economy and informa-
tiveness, also showing the resulting measures for scripts.

P-base: An inventory of phoneme inventories

In order to compare feature economy and feature informativeness in 
scripts and phoneme inventories, we used a dataset of phoneme in-
ventories that was close in format to our Glyph data, and had already 
been used for similar measures. The P-base dataset (Mielke, 2008) 
provided us with phoneme inventories for 516 languages, describing 
each phoneme as a set of binary feature values. P-base is strictly a 
dataset of phoneme inventories: it contains no information about 
writing systems or numerical notations. In the version we accessed (from 
Dunbar & Dupoux, 2016), it consists of four datasets for (1) all the 
phonemes in each language, (2) consonants only, (3), vowels only, (4) 
stops/affricates only (in this paper, stop/affricates are called “non- 
continuants”). Which of these phoneme inventories we considered 
depended on the measure we took. Of the 536 languages in P-base, we 
excluded four languages because they were improperly encoded in the 
dataset (with incorrectly formatted names). We also excluded the Taa 
language (also known as Southern Khoi San, ISO code nmn), due to a 
very large inventory size that made it a complete outlier and caused our 
decision tree algorithm to crash. We finally removed 15 languages 
because the Glottolog inventory (which we use to establish phylogenetic 
relationships) either did not contain them (n = 8) or did not assign them 
to a family (n = 7). The resulting dataset comprised 516 languages, 
assigned to 73 families.

Feature economy

In its simplest expression (Clements, 2003), feature economy is the 
ratio of the number of phonemes (or sounds, noted S) in a phoneme 
inventory, to the number of features (F) used to describe those pho-
nemes: S/F. Instead of Clements’s original formula, we used Mackie & 
Mielke’s Relative Efficiency measure (or RE: Mackie & Mielke, 2011). 
Like Clement’s feature economy, Relative Efficiency compares the 
number of symbols in a symbol set with the number of features used to 
describe them, but unlike Clements’ measure, it does so in a way that 
controls for important artefacts linked to variation in the absolute size of 
S. Mackie & Mielke’s RE is given by equation (1): 

RE = 1 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
F − Fmin

Fmax − Fmin

√

(1) 

where F is the number of features used to describe a phoneme inventory, 
Fmin and Fmax being defined as follows:

Fmin = ⌈log2(S)⌉ (2) 

Fmin is the theoretical minimum for the number of features that would be 
needed to describe the number of phonemes S in the inventory, 
assuming an optimally efficient inventory. The formula is rounded up to 
the highest integer because the number of features cannot be a fraction.1

Fmax = S − 1 (3) 

Fmax is the theoretical maximum for the number of features needed to 
describe the number of phonemes S in the inventory. This corresponds to 
using one feature for the first two symbols, then adding one feature for 

every additional symbol (assigning it the value 1 for the novel symbol, 
0 for all other symbols).

We considered all the symbols in Glyph scripts or in the P-base in-
ventories: i.e., all the letters shown to participants for Glyph scripts, and 
all the phonemes contained in the complete phoneme inventory of each 
P-base language. The number of symbols (letters or phonemes) was our 
inventory size, S. To obtain F, the total number of features needed to 
describe the full inventory of symbols, we used the Best Set of features 
for Glyph scripts (i.e., the smallest set of features capable of giving a 
complete description of every phoneme in that inventory—see below). 
To keep the P-base and Glyph data comparable, we did the same with the 
P-base phoneme inventories: we ran our decision tree algorithm to 
determine the Best Set of features for that inventory. In both cases, the 
size of the Best Set was our F. For 96 languages, the P-Base features were 
insufficient to completely describe all the phonemes in the inventory: 
those were discarded (remaining n = 420 languages).

Feature informativeness

Feature informativeness, a concept close to Dunbar & Dupoux’s 
global symmetry (Dunbar & Dupoux, 2016), measures the extent to 
which each feature is used in such a way as to maximize the distinc-
tiveness of phonemes (or letters) for this particular feature. For example, 
if a language has six vowels, three of which are closed and three of which 
are open, the open/close feature is optimally informative for this lan-
guage’s vowels. Feature informativeness was calculated using the 
Shannon entropy of the corresponding binary string (Shannon, 1948): 

H(p) = − p⋅log2(p) − (1 − p)⋅log2(1 − p) (4) 

where p is the proportion of letters (or phonemes) taking the value 1 (or 
+, in P-base) for the feature being measured. Intuitively, informative-
ness is at its highest when a feature cuts an inventory of symbols in half 
(with 50 % symbols coded as 1 and the rest as 0). In this case, the odds 
that any two random symbols in the inventory present different values 
on this feature are maximally high. Informativeness is at its lowest when 
a rule singles out one symbol (with 1 symbol coded as 1 and the rest 
coded as 0, or vice-versa). In this case, the odds that any two symbols 
differ on the feature are maximally low.

When measuring feature informativeness, we want to make sure we 
consider only features that could logically take two values for the 
symbols we consider. This is not always true with P-base data: many 
phonological features characterize certain phoneme types but not others 
— for instance, being a sibilant is a feature that meaningfully differen-
tiates affricate consonants, but not vowels or other consonants (as noted 
by Dunbar & Dupoux 2016). Computing the informativeness of features 
over all the phonemes in a language, or for overly broad categories like 
consonants, would result in many features not being meaningfully 
applicable to most sounds. For this reason, when computing feature 
informativeness, we only considered sets of phonemes for which we 
could make sure that all features took meaningful values for all pho-
nemes. This excluded consonants and whole inventories; hence our 
preregistered decision to only compute informativeness on non- 
continuants and vowel inventories.

For each script and phoneme inventories, the Best Set of features 
required to describe it was computed. In a few cases (n = 30 for non- 
continuants, 48 for vowels), P-base features cannot give a complete 
description of the phoneme inventory. Those inventories were 
discarded.

Equation (4) was applied to each feature in the Best Set, and the 
measure was averaged over all features in the Best Set, yielding our 
measure of average feature informativeness for each inventory.

The Glyph applet

The gaming applet Glyph invited participants, who play for free and 

1 The fact that we round up Fmin to the highest integer in equation (2)
(following Mackie & Mielke) does not impact our results in any way. All our 
analyses can be replicated without rounding, by changing lines 696 and 1081 of 
our code to remove the ceiling() clauses, without any notable impact on the 
results.
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for fun, to devise letter shape classifications for 43 scripts representing a 
broad range of linguistic, semiological, and historical variation — from 
alphabets to syllabaries and from Indo-European languages to Sino- 
Tibetan. These writing systems were selected based on the following 
criteria (see supplementary materials for more detail on script selec-
tion). First, relative obscurity. We wanted participants to classify letter 
shapes based purely on their visual appearance, which they could not do 
if they were literate in the script in question. We therefore chose to 
exclude most of the world’s widely known scripts (including Latin, 
Cyrillic, Arabic, etc., the Greek script being used only for the tutorial 
phase). A few relatively well-known scripts were included, such as 
Hangul, due to their theoretical importance (Hangul being of interest as 
a de novo invention and as a putative featural script). We systematically 
removed from analysis all the classifications proposed by participants 
literate in the script they sorted. Second, we only selected scripts that 
could be entirely sorted manually by a human being in a reasonable 
amount of time, excluding all very large scripts such as Chinese logo-
graphic symbols, the Cree syllabary, and others. Lastly, we strove to 
build a dataset of scripts that were as phylogenetically independent from 
one another as was possible, in order to maximise the independence of 
data points. No two scripts in our dataset have a direct ances-
tor–descendant relationship, and we minimized the number of scripts 
having a common ancestor in their genealogy. We also prioritised de 
novo inventions such as Hangul, Shavian, or Bamum. Such inventions 
are visually quite distinct from surrounding scripts (even though in-
fluences can never be completely excluded), unlike standard scripts, 
which usually bear clear marks of ancestral influences. A few de novo 

scripts are inventions that never came into frequent use (e.g. Shavian, an 
unrealised attempt at replacing the latin script for writing English). 
Although they may appear anecdotal, such scripts provide us with a 
unique window into the genesis of letter shapes and increase the di-
versity of datasets otherwise dominated by the descendants of a few big 
scripts (see Kelly et al., 2021 on the importance of de novo inventions for 
studying script evolution; also Roberts & Galantucci 2012 make a par-
allel case for de novo evolving languages).

After a brief tutorial explaining the basic principle of the game, 
Glyph participants were invited to produce two classifications for the 
Greek script, as a way to ensure they understood how the applet worked. 
After this, they were shown the full list of scripts available for playing, 
among which they were free to pick a choice. (The supplementary ma-
terials include a full description of the applet from the user’s point of 
view, with screen captures.) To earn points, participants have to select a 
script and propose a binary classification of letters for that script (Fig. 2). 
Each selected letter is marked as having value 1 for the relevant classi-
fication, the other letters having the value 0. To form a classification, a 
player may select as few as two letters and as many as half the total 
number of letters in the script.

Once done, the player is asked to gloss the classification they have 
proposed with a short text. Entering this text starts a three-minute 
countdown, at the end of which the player is allowed to try and vali-
date the classification they proposed earlier. To validate a classification, 
the player is invited to replicate it on the exact same letters, presented in 
a different, randomized order. The text they wrote at the previous step is 
presented as a prompt. The player must reproduce the exact same 

Fig. 1. Feature informativeness and feature efficiency. Panel (a): An illustration of informativeness and efficiency. The plot shows four (fictional) symbol 
systems A, B, C, and D, containing six or twelve symbols differing on either four or five graphic features (shown on the left). In the most informative systems (C and 
D), each feature value is instantiated in exactly half of the symbols, this balance being less perfect in the less informative systems. The most efficient system (D) uses 
only four features to generate 12 different symbols: this system is perfectly efficient since it is impossible to use fewer features and generate as many distinct symbols. 
The least efficient system (A) uses five features to generate six symbols, the lowest possible number of symbols that can be generated from five features. As systems B 
and C show, it is possible for two systems to be equally efficient but differ in feature informativeness. Panel (b): Feature efficiency and feature informativeness in 
43 scripts, with four sample scripts illustrating extremes of both measures. Kayah Li and Ogham have roughly equally informative features, but differ starkly in their 
efficiency: a very small number of features suffices to describe Ogham letters, whereas Kayah Li letters differ in many more ways. This pattern is reversed for 
Tagbanwa and Cherokee: those have roughly equal feature efficiency, but the graphic features of Tagbanwa are much more informative than those of Cherokee. As 
the plot shows, feature efficiency and feature informativeness across scripts are almost perfectly uncorrelated (Spearman’s rho = 0.00).
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classification for all the letters in the script. They get three trials for this; 
after three failed trials, a classification can no longer be validated. A 
validated classification earns its creator a number of points equal to the 
number of letters selected by the classification. The number of points is 
doubled if the classification is unique (that is, it has not yet been pro-
posed by any previous player).

To make sure that classifications are based on visual features alone, 
and not on a knowledge of the underlying language, we ask players to 
disclose all the languages they are literate in, and we automatically 
remove all their classifications for the relevant scripts. We also went 
through the Best Set classifications manually to remove all classifica-
tions not based on letter shapes alone.

As of writing this, around 5,000 players registered on the applet and 

produced around 100,000 classifications for our scripts, c. 30,000 of 
them being unique. Following a preregistered cut-off decision, we only 
consider in this study the data obtained between February the 4th and 
August 20th, 2022: 44,911 classifications, 19,591 of them unique, from 
1,683 players. For each individual script, between 169 and 1,660 
distinct classifications were proposed. The Glyph data yields crowd-
sourced typology of letter shapes capable of identifying each individual 
letter in all 43 scripts (Fig. 3).

Glyph-produced features

To match the phonologists’ terminology, the binary classifications 
produced by Glyph players are called, here, “features”. Glyph players 

Fig. 2. The production of letter classifications in Glyph. Players first propose a classification of the letters of a script into two groups, according to some criterion, 
which they have to write down as a text prompt. After a mandatory waiting period of three minutes, they are asked to replicate their classification exactly, on the 
same letters presented in a different, random order, based on the text prompt they wrote.

Fig. 3. The Best Set of classifications, for the letters of the Tagbanwa alphabet. Blue squares correspond to 1 values, white squares to 0 values. (For interpretation of 
the references to colour in this figure legend, the reader is referred to the web version of this article.)
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labeled each of their classifications with a verbal prompt describing the 
letters that the participant selected by clicking on them (e.g. “All sym-
metrical letters”, “All letters without a middle bar”, etc.). Our analyses in 
this paper focus on the underlying classifications. These classifications 
are, from the point of view of feature informativeness and efficiency, 
perfectly reversible. For the set of four letters {A,B,C,D}, the classifica-
tion (A = 0, B = 0, C = 1, D = 1) is considered identical to the classi-
fication (A = 1, B = 1, C = 0, D = 0). In linguistic parlance, the features 
are considered (for the purposes of our analyses) as having no marked 
value. As a consequence, the players’ choices are not limited by the fact 
that we forced them to select at most half the letters in a script. Suppose 
for instance that a player wants to create a rule based on the presence of 
a vertical line, for a script of 20 letters where all letters except two have a 
vertical line. It will not be possible for them to pick all 18 letters with a 
vertical line, but they can pick the two letters without —which amounts 
to the exact same classification. The fact that many features are 
described negatively shows that Glyph players clearly understood this 
simple principle.

In all these respects, Glyph features are similar to the format of the P- 
base data used in this paper’s analysis: P-base features are also analysed 
as simple binary classifications. Glyph features differ in one respect, 
though: the points system encouraged participants to produce infor-
mative classifications (i.e. classifications that come as close as possible 
to splitting the set of letters evenly) and we even made it impossible to 
single out one letter for a classification. One of our study’s goals was to 
see how far we could go in describing letter shapes using a few binary 
features. This objective requires features to be as informative as possible, 
and it rules out singleton classifications which are, informationally 
speaking, trivial — since they merely single out one letter against the 
rest of the script. These decisions bias our methods and our data against 
the hypotheses and results presented here (a consequence we consider in 
the Discussion).

The best sets of features

We need to determine on which features exactly our two measures, 
feature economy and feature informativeness, were to be computed. 
Since one of our datasets (Glyph) contains very large numbers of fea-
tures for each system, some of them of little interest, we rule out 
computing each measure on all features. Also, since feature economy is 
explicitly a measure of the smallest number of features needed to fully 
describe a phoneme inventory (or a script), we decided to find this set, 
which we call the “Best Set”, and make it the basis for our measure-
ments. The following method was used on both P-base and Glyph fea-
tures. We used a decision tree algorithm (rpart package in R, closely 
inspired by the CART algorithm, Therneau et al., 2023) to pick, out of all 
the features proposed for a given script or phoneme inventory, the 
smallest set of features capable of giving a complete description of the 
script or phoneme inventory. A set of features completely describes a 
phoneme inventory when every letter in the script corresponds to a 
different value for the whole set of features—in other words applying the 
features to each letter (or phoneme) produces a different binary string 
for every letter (or phoneme). These Best Sets of features form the basis 
of our analyses for both letters and phonemes (Fig. 4).

Validating Glyph features as measures of similarity

We represent each of our 43 scripts as a set of visual features with 
value 0 or 1, each letter being identified as a unique binary string rep-
resenting feature values. The distance between any two letters can then 
be computed as the Hamming distance between the corresponding bi-
nary strings.

We validated these letter descriptions by showing that they predict 
participants’ judgments of similarity between letter pairs. We chose ten 
Glyph scripts, picked six letter pairs for each script, and ran a prereg-
istered validation experiment, asking 180 US participants recruited from 

Prolific to rate each of the 60 pairs for visual similarity, on a Likert scale. 
We found a substantial correlation between the average similarity rating 
given by participants to a given letter pair, and the Hamming distance 
between the two letters according to Glyph features (Spearman’s rho =
0.75).

Controlling for the non-independence of data points

We complemented P-base data with information on language fam-
ilies from Glottolog (Hammarström et al., 2023) to avoid giving too 
much statistical weight to over-represented families, and to account for 
common ancestry (Mace & Holden, 2005). The 43 scripts included in the 
Glyph dataset were selected to form a representative sample of writing 
systems reflecting their linguistic, geographic, and typological diversity. 
They were selected to avoid any pair of directly related scripts, and to 
include a large number of de novo inventions. This mitigates the need to 
control for ancestry (and makes it difficult to do this, should we want to). 
Therefore, we assigned a dummy family to each script, basically 
considering each script to form its own family.

The methods and measurements used and the sets of languages and 
scripts studied, were preregistered in advance of analysis (see supp. 
mat.). However, the results shown here are part of a broader set of 
preregistered studies, not all of which are shown here, and the theo-
retical interpretation of the results is partly post-hoc. The supplementary 
materials give a complete summary of the preregistration documents.

This research has received the approval of the Ethik-Kommission 
affiliated with Universitatsklinikum (Ethics Committee) at Friedrich 
Schiller University Jena (approval number 2021–2118-Bef). Data 
collection and dissemination was carried out in line with the European 
Union’s GDPR. Participants consented to the study’s terms and 
conditions.

Results

Scripts are weakly combinatorial, compared to phoneme inventories

The number of features required to provide a complete description of 
each script rises linearly with the number of letters in the script (Pear-
son’s r = 0.91). Regressing the number of letters in a script over the 
number of features required to describe it, we find a coefficient of 2.07 
(95 % CI: 1.8/2.3). In other words, for every addition of two letters in a 
script, one new feature is needed to describe the script. In theory, if 
scripts were organized in a maximally efficient way, seven orthogonal 
features would be more than sufficient to describe any script of size 85 or 
less (85 is our maximum script size). In practice, all scripts require about 
half as many features as they have letters. Phonemic inventories are 
much more combinatorial, the regression coefficient (predicting the 
number of phonemes in an inventory over the number of features 
required to describe it) being 3.7 (95 % CI: 3.4/3.9). That is almost 
double the coefficient for scripts. Put differently, the number of extra 
phonemes that would have to be added to a phoneme inventory to justify 
the addition of one extra feature is almost twice higher for phoneme 
inventories compared to scripts.

Feature economy is lower in scripts

We compared two mixed effects models, each designed to predict the 
feature economy of a phoneme inventory or script. Each time, we 
compared two models, a null model predicting each data point’s feature 
economy based on language family (or script) alone, and a test model 
similar to the null but for the addition of our variable of interest: the type 
variable, a categorical variable stating whether the data point is a script 
or a phoneme inventory. The test model was more informative than the 
null model (ΔAIC = 20), and the weight attached by the model to the 
“type = script” variable is negative (β = -0.08, 95 % CI: − 0.10/-0.05). 
Feature economy is lower in scripts compared to phoneme inventories 
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Fig. 4. A schematic presentation of the study’s workflow for analyzing phoneme inventories (top) and scripts (bottom).
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(Fig. 5). Adding a control for inventory size, i.e. the number of letters (or 
phonemes) in a script (or phoneme inventory), produces more infor-
mative models but does not change this effect (see the open code, section 
6.2; https://osf.io/ewp68/ > 2. Code).

Letter features are less informative than phonemic features

We measured the average informativeness of features in scripts 
compared to two types of phoneme inventories — vowels and non- 

Fig. 5. Combinatoriality in scripts and phoneme inventories. (a) The inventory size (number of phonemes or letters) for phoneme inventories or letters (y axis), 
plotted against the number of features required for a complete description of the letters or phonemes (x axis). Scripts require more features per item compared to 
letters. (b) Feature economy, measured as Mackie & Mielke’s relative efficiency, in phoneme inventories (n = 420) and scripts (n = 43). The boxes in the boxplot 
represent the two middle quartiles.

Fig. 6. Feature informativeness in non-continuants or vowels inventories (n ¼ 486 / 468) and in scripts (n ¼ 43). (a) Here, feature informativeness is 
computed over the Best Set of features (the smallest set of features capable of describing all the symbols in a set of symbols) both for phoneme inventories and for 
scripts. (b) The same comparison, using only generalist features, which are in principle applicable to all scripts (our data on phoneme inventories always use such 
features). Here, feature informativeness is computed over all the contrastive features (i.e. features that take more than one value) for a given phoneme inventory or 
script. Boxes represent the two middle quartiles.
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continuants. The data points were individual scripts or phoneme in-
ventories. Each time, we compared two models, a null model predicting 
each data point’s feature informativeness based on family alone, and a 
test model similar to the null but for the addition of the type variable. As 
predicted, the test model was consistently more informative than the 
null model (ΔAIC = 104 for the comparison with non-continuants, 147 
for the comparison with vowels) and the weight associated with the 
“type = script” variable was negative (comparison with non- 
continuants: β = -0.15, 95 % CI: − 0.15/-0.13; with vowels: β = -0.19, 
95 % CI: − 0.19/-0.17). Adding a control for inventory size, i.e. the 
number of letters (or phonemes) in a script (or phoneme inventory), 
produces more informative models but does not change this effect. The 
null model with family and number of items is outperformed by the test 
model (family + inventory size + type) for both comparisons — with 
non-continuants or vowels (ΔAIC = 20 and 32 respectively), with a 
negative effect for “type = script” (β = -0.07, 95 % CI: − 0.07/-0.04, and 
β = -0.09, 95 % CI: − 0.09/-0.07). Graphic features are less informative 
than phonemic features (Fig. 6a.).

Our result on feature informativeness replicates with a general 
classification of letter shapes

One major difference between phonemes (as studied in P-base) and 
letter shapes (as studied here) is the fact that all phoneme inventories 
are described using the same 24 features, whereas the set of graphic 
features used to describe scripts is unique to each script. To address this, 
we sought to replicate our results on informativeness using only graphic 
features that could apply to a broad range of scripts. We picked nine 
generalist criteria chosen among the most common descriptions present 
in the Best Sets of classifications across scripts (Fig. 7). We asked two 
independent coders to apply each of these criteria to all the scripts. For 
each script, we retained a criterion if the two coders agreed over its 
application to that script (Cohen’s kappa > 0.61), which was true in 94 
% of cases. To keep the comparison equal between scripts and phoneme 

inventories, we disregarded cases where the application of a criterion to 
a script yielded only 0 or 1 values, with no contrasting values (e.g., all 
letters are asymmetrical, no letter contains crossing lines, etc.) (21 % of 
remaining cases). Our nine generalist criteria are never sufficient to 
describe all the letters in any script, therefore we cannot use it to test any 
hypothesis related to feature economy.

We replicated our results concerning feature informativeness using 
these general features. This time, script informativeness was calculated 
over all generalist features (not on the Best Set). Symmetrically, for the 
P-base phoneme inventories, feature informativeness was computed for 
all the features that were given two contrastive values for the relevant 
phoneme inventory (rather than computing informativeness on the Best 
Set of features for this inventory). We compared a null model predicting 
each data point’s feature informativeness based on family alone, and a 
test model similar to the null but for the addition of the type variable. As 
predicted, the test model was consistently more informative than the 
null model (ΔAIC = 91 for the comparison with non-continuants, 90 for 
the comparison with vowels) and the weight associated with the type 
variable was negative (comparison with non-continuants: β = -0.24, 95 
% CI − 0.20/-0.27; with vowels: β = -0.24, 95 % CI − 0.20/-0.28). Adding 
a control for inventory size, i.e. the number of letters (or phonemes) in a 
script (or phoneme inventory) does not change this general pattern of 
results (see see the open code, section 5.3; https://osf.io/ewp68/ > 2. 
Code).

We also replicated this result using only seven general criteria that 
are orthogonal to one another, meaning that the value a letter takes for 
one of these criteria is logically independent of its value on the other six. 
For instance, whether a letter contains an enclosed space or not does not 
impact its shape with regard to the other criteria. To get these seven 
criteria, we removed two criteria that overlapped with one other crite-
rion that could be applied consistently to more scripts: the criterion 
“symmetry” (which our participants applied less consistently than the 
criterion “vertical symmetry”), and the criterion “separate parts” (which 
is not orthogonal with the criterion “can be drawn in one stroke” and 

Fig. 7. The nine general classification criteria that we applied to all scripts (left), with example application to the Buginese script. All criteria except the last 
two are orthogonal to one another (“separated parts” is not orthogonal with “one stroke”, and “symmetry” is not orthogonal to “vertical symmetry”).
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applies to fewer scripts). Doing this does not change our results.

Discussion

Letter shapes only have limited combinatoriality

We used a unique dataset built from crowdsourcing letter de-
scriptions across 43 writing systems to produce a comprehensive ty-
pology of letter shapes for these diverse scripts. We managed to extract, 
from the classifications contributed by thousands of Glyph players, 
enough features to provide a unique description of all letters in all the 
writing systems we studied. These features were validated within par-
ticipants; they are extensively glossed in natural language; and they 
predict outside participants’ judgments of similarity between letters. 
The Glyph dataset improves upon previous attempts at establishing 
cross-linguistic typologies of letter shapes in being psychologically valid, 
transparent to a human reader, powerful enough to describe all letter 
shapes, and free of theoretical commitments.

This white-box approach to the typology of letter shapes offers re-
sults that are consistent with previous findings by Changizi & Shimojo 
(2005), the only other comprehensive study to date addressing the 
combinatoriality of letter shapes with a broad comparative dataset. 
Consistent with the results they obtained with extremely different 
methods, we find scripts to be combinatorial only to a limited degree. 
Scripts are even less combinatorial in our estimate than according to 
theirs: they showed that the number of stroke types T used by letters in a 
script increases with script size S according to the function S = T3/2. In 
contrast, we find that the number of features required to completely 
describe a script increases linearly with the number of features in the 
script, the relationship being consistent with the addition of one feature 
for every two letters. We also address, for the first time, another aspect of 
combinatoriality, the informativeness of features, and find it to be, here 
again, quite low. Most importantly, we assess the combinatoriality of 
scripts against a plausible comparison point, the combinatoriality of 
phoneme inventories, finding phonemes to be more combinatorial than 
letters on our two metrics, feature economy and feature informativeness. 
These two measures being completely uncorrelated as far as scripts are 
concerned, the two tests are independent of each other: each provides an 
independent confirmation of our hypothesis.

Our dataset contains two scripts of particular interest, Hangul (for 
Korean) and Shavian (for English). Those share two unusual properties: 
they were created from scratch (as opposed to evolving from a clearly 
identifiable predecessor) and their creators intended them to reflect 
phonemic features. Letter shapes in Hangul and Shavian are not meant 
simply to encode phonemes, but also to reflect sub-phonemic properties 
such as place of articulation, voicing, etc. They succeed in doing so to the 
extent that visual similarity in these writing systems correlates with 
phonemic similarity of the encoded sounds (Jee et al., 2022). If letter 
shapes in these systems truly mirrored the featural organization of the 
phoneme inventories of their target languages (Korean or English), we 
would expect these scripts to have relatively high feature economy and 
informativeness, just like the phonemes that they represent. Yet, neither 
Hangul nor Shavian rank very high for either feature economy or 
informativeness, even though the phonemes that they encode (those of 
Korean and English, respectively) have regular (that is to say, high) 
feature economy and informativeness.2 This could be for several 
compatible reasons. First, neither Hangul nor Shavian reflect phonemic 
features with perfect consistency (Sohn, 2001). Second, the graphic 
features with which these scripts encode phonemic features may not be 

sufficiently salient, visually speaking. Shavian makes extensive use of 
mirror inversions and rotations, which are notoriously difficult to 
perceive (Fernandes & Leite, 2017).

Limitations

An obvious limitation of this study lies in the comparison of two 
datasets of different provenance, analyzed using vastly different (yet 
comparable) methods. Discrepancies between datasets are an intrinsic 
part of any comparative research, but our use of a crowdsourcing 
method to describe letter shapes raises specific issues. The P-base dataset 
is the result of decades of work by phonologists and ethnolinguists 
equipped with a standardized toolbox containing, among other things, 
the international phonetic alphabet and elaborate theories of phono-
logical features. The effort of hundreds of committed Glyph participants 
cannot even approximate the scale of that scientific enterprise. This 
could bias our results, to the extent that there are some highly infor-
mative ways to classify letter shapes that Glyph participants failed to 
notice, for lack of expertise. How much room is there to improve upon 
Glyph classifications?

Our data give us a clue (see supp. mat.). If we consider the evolution 
of the Glyph dataset, ordering the classifications proposed by partici-
pants chronologically from the applet’s opening day to the end of data 
collection time, we can see how much progress was made at each time 
step. It took relatively little time to reach the stage where Glyph clas-
sifications can uniquely identify every letter in every script: 97 % of 
letters were uniquely identified already by the first 20 % classifications. 
The script descriptions that we can extract from the Glyph dataset do not 
become more efficient after that point: the feature economy of scripts 
(measured as Relative Efficiency) does not increase after the first 20 % 
classifications—if anything, it decreases. This suggests that the first 
players picked most of the low-hanging fruits, and that the rate of 
progress should continue to slow down: room for improvement appears 
limited, unless a scientific breakthrough occurs.

The comparison between Glyph and P-base also contains biases that 
go against our two hypotheses, and thus strengthen our results. 
Regarding feature informativeness, we incentivized Glyph participants 
to produce informative classifications, in two ways: the number of points 
earned for each classification was a direct function of the classification’s 
informativeness (and participants knew this); furthermore, classifica-
tions could not be validated unless they singled out at least two letters. 
This imposes a minimal informativeness threshold on all Glyph features, 
in contrast with P-base features, which can and occasionally do char-
acterize one phoneme only.

Regarding feature efficiency, the decision tree algorithm that com-
putes the Best Set of features is more efficient, that is to say, more likely 
to yield parsimonious descriptions, if it has many different features to 
choose from (all else being equal). When analyzing the P-base data, we 
only allow our algorithm to access P-base’s 24 features; when analyzing 
Glyph data, however, our algorithm can usually access hundreds of 
classifications for each script it considers, all of them tailor-made for the 
script at hand. In theory, this could have made it easier for our algorithm 
to generate parsimonious descriptions for scripts compared to phoneme 
inventories; in practice, it did not, because Glyph participants could not 
propose sufficiently distinct and informative classifications for letter 
shapes.

The building blocks of letter shapes

The dataset we assembled treats letters as combinations of discrete 
features (taking binary values), in line with research in phonology. We 
are not committed to the view that letters are mentally processed as sets 
of discrete features, but we note that this claim has been backed by 
substantial evidence (Grainger et al., 2008; Pelli et al., 2006). Our data is 
compatible with Pelli’s proposal that even relatively complex letters 
may be encoded with a small number of features (Pelli et al., 2006). 

2 Feature informativeness for Shavian letter shapes: 0.45; for English pho-
nemes, 0.85 (vowels) and 0.91 (affricates). Feature informativeness for Hangul 
letter shapes: 0.5; for Korean phonemes, 0.89 (vowels) and 0.84 (affricates). 
Feature efficiency for Shavian letter shapes: 0.33; for English phonemes: 0.44; 
for Hangul letter shapes: 0.40; for Korean phonemes: 0.38.
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When we consider, for each letter in each script, the number of visual 
features that suffice to distinguish this particular letter from all other 
letters in the script, the average result ranges from 4.2 to 9.3, with an 
average value of 6.5 across all scripts, consistent with Pelli et al.’s claim 
that letter identification is mediated by the recognition of about 7 visual 
features.

Our massively crowdsourced dataset allows us to study letter shapes 
in an entirely novel way, combining the granularity of script-specific 
approaches with the power of comparative datasets, and improving 
upon past comparative studies by using classifications that are open, 
reproducible, and uninfluenced by theoretical commitments. The mea-
sure of letter distinctiveness that we derive from this data improves upon 
similarity measures that are either not validated against human judg-
ments (e.g. Antic & Altmann, 2005; Han et al., 2022) or show a poorer fit 
with them (e.g. Jee et al., 2022). Our dataset provides a set of plausible 
candidates to start investigating the basic components of letter 
identification.

Conclusion

Our study of letter shape combinatoriality in a diverse sample of 
writing systems suggests written symbols use their features less effi-
ciently than speech sounds do. This is consistent with the view that the 
combinatoriality of spoken language is, in part, a consequence of 
speech’s rapidity of fading and the relatively small size of its signal 
space. At the same time, the fact that letter shapes show a substantial, 
albeit lower level of combinatoriality suggests that these factors cannot 
(jointly or separately) provide a full explanation for why human symbols 
combine smaller sets of features to produce bigger sets of distinctive 
symbols. Only experimental studies can really tease apart the various 
mechanisms underlying the evolution of combinatorial communication; 
what this observational study did was to provide a rigorous and general 
estimate for the efficiency and informativeness of graphic features. The 
logical next step is to try and identify a series of features that, together, 
could give a complete description of letter shapes in the world’s writing 
systems; but, if our results provide any cue, the task will be demanding.
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