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by
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Linguistics

ABSTRACT

In this thesis I argue against the view that there i3 a separate
word-formation component of the grammar, a component which has usually been
termed the "Lexicon" in the recent morphological literature. I argue
rather that the lexicon is what has been called the permanent lexicon,
namely the data structure containing the information about stems and
affixes and idiosyncratic compositions of the language, and that word
formation is actually split between the syntax and the phanology in tuat it
is principles of syntax which determine the syntactic well-formedness of
words, and principles of phonology which determine phonological
well-formedness.

In the first chapter I argue that morphological Bracketing Paradoxes,
including phaological cliticization provide crucial evidence that words
must have at least two levels of representation, in particular a syntactic
ane and a phaonological one. I show that a simple Mapping Principle governs
the relationship becwen the two levels of representation. Subsequently, in
Chapters 2 and 3 I show that the syntactic well-formedness and behavior of
a word, like that of a phrase, can be determined by syntactic principles
including, but not limited to, X-bar Theory, Theta-Theory, Binding Theory,
Case Theory and the Projection Principle.

In Chapter 4 it is argued that lexical phonology is not in principle
distinct from what has come to be termed post-lexical phonology, in that
principles such as Cyclicity and Bracketing Erasure, which have generally
been argued to be hallmarks of lexical phonology are either not needed or
not unique to lexical phonology. I argue too that the theory of Lexical
Phonology cannot be taken to be a theory of word formation, but at most 1is
a theory of phonological well-formedness. I propose an alternative to
Lexical Phonology based upon the distinction between phonological words and
stems

Finally, in the fifth chapter I summarize the psychological evidence
pertaining to word-formation. I argue that the approach to morphology



taken here is at least as compatible with such evidence as other theories
of word-formation, such as Lexical Phonology. I also discus: some residual
conceptual issues raised by the approach taken in this thesi..

Thesis Supervisor: Kenneth Locke Hale

Title: Ferrari P. Ward Professor of Linguistics
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"Words, words, words."

Hamlet, Act 2, Scene 2.
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Prologue

Despite the fairly substantial body of research on the nature of the
Word-Formation Component, there remains, to my mind, an assumption that has
not at all been adequately Jjustified, namely that such a component of the
grammar exists. This thesis is an argument that the Lexicon does not

exist, if by Lexicon we mean Word-Formation component.

There are a number of pieces of evidence which support this view, and I
deal with these in turn. The first, which has also been discussed by
Pesetsky (1985), is that if we are to seriously deal with the large number
of cases which have come in the literature to be known as Morphological
Bracketing Paradoxes, we must allow that word structure minimally consists
of two levels of representation. The particular levels I argue for in the
first chabter' are syntactic and phonological levels of representation. I
argue that a simple mapping relation holds between the two levels, which
basically states that two entities A and B which are sisters in syntactic
representation must have their phonological counterparts adjacent at

phanological representation; see also Marantz (1984a).

The second point is that the syntactic representation of words does not
need to be derived in a special Word-Formation Compconent, but rather can be

.12 -



reduced to well-formedness conditians on syntactic representation, which
conditions are simply familiar syntactic principles such as X-bar Theory,
Binding Theory, Case Theory and Theta Theory; I show this in Chapter 2.
Mmaphoric Islandhood, too, which has been assumed to be a consequence of a
separate Word-Formation Component is shown, in the third chapter, to be a
trivial consequence of the fact that words do not (canonically) contain
maximal projections, whereas maximal projections--i.e., arguments or
predicates--must be present for anaphoric relations, such as pronominal

coreference and binding, to take place.

Turning to lexical phonology, and in particular the theory of Lexical
honology and Morphology, I show that lexical phonology does not really
differ in its essential properties from what has come to be termed
post-lexical phonology. In particular. Bracketing Erasure can be dispensed
with entirely, Structure Preservation, depending upon how this notion is
interpreted, is not necessarily true of lexical phonology, and cyclicity is
neither characteristic of nor limited to lexical phonclogy. As far as
phanological strata are concerned, these would seem to be reducible to
specifications on the (phonological entries of) affixes; I suggest an
alternative approach to Lexical Phonology which encodes phonological strata
in the arguably more useful notions of phonological word and phonological

stem.

Finally, in the last chapver I discuss some theoretical points including

-13 -



the notion of "component of the grammar" and the question of morphclogical
blocking. I also look at the psychological evidence, based on speech
errors, secret languages and speech recognition, for the Lexical Level,
which is the output of the lexicon in Lexical Phonology; I suggest that
while this evidence may be correct--and is therefore evidence for any
theory which allows for a level of representation, such as the Lexical
—evel or the Word Level, corresponding roughly to the Taxonomic Phonemic
level--it is nevertheless clear that language processing does have access
to deepér lexical levels of representation than just this level. The
"lexicon" is therefore not a domain oparie to language processing as is

implied by Mohanan's (1982) model of Lexical Phonology.

A basic theme running throughout this dissertation is that while one
could well assume that a Word-Formation Component exists, it does not seem
to be a necessary assumption and that, in fact, we can explain much more in
many cases without this assumption. At best, then, the Word-Formation

companent becomes excess baggage, at worst a hindrance to explanation.

-14 -



Chapter 1

On Bracketing Paradoxes:
The Mapping Between S-structure and PF

1.1 Bracketing Paradoxes

1.1.1 & Introduction

It is an interesting characteristic of important problems in any field
that they are very often the original problems which were posed at the
field's inception, and yet which have eluded solution for generations
despite repeated attempts. It is for this reason, I suppose, that
(Western) philosophy is often termed "Footnotes to Plato": great Platonic
questions such as the origin and nature of knowledge, and the referen* of
such ethical terms as "Justice" remain important topics of debate among

philosophers to date.

There are substantially more modest problems which share with the great
anes this characteristic of cotemporaneity with the founding of the field

under which they are subsumed. 0One such modest problem is that of

-15 -



Bracketing Paradoxes The morphological forms that would come to be known
as Bracketing Paradoxes were noticed--and such forms were analyzed--in
Siegel's (1974) dissertation, which was one of the first treatments of
morphology within Generative Grammar. There have been various ways of
dealing with the problems caused by these forms, elther by making different
assumptions about the nature of particular affixes (Siegel, 1974; Allen,
1978; Selkirk, 1982; Fabb, 1984), by arguing for the non-application in
certain cases of otherwise supposedly general morpho/phaological
principles (Kiparsky, 1983). by arguing for special notions of
word-structure interpretation (Williams, 1981a, 1984; Strauss, 198) or,
finally, by arguing that there is more than ane level of representation for
word structure, as indeed for other linguistic entities (Pesetsky, 1979,
1985; Marantz, 1984a,b,c; Sproat, 1984). This latter approach is the one

which will be taken in this dissertatiom.

Insofar as I will provide a solution to this problem, it will turn out
that Bracketing Paradoxes are in no sense paradoxical and hence that the
problem always has been a trivial one. In another sense, however, the
problem has always been significant since providing a solution could in
principle--and I shall argue in fact does--give a very deep insight into
the nature of grammatical organization. In particular, based partly on the
evidence from Bracketing Paradoxes, I shall end up arguing that there is no
lexicoan, if by "lexicon" we mean the companent of the grammar which is

respansible for word formation. I shall, of course defend thia particular
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canjecture in the remainder of the thesis.

In this chapter, then, I shall provide a characterization of the problem
of Bracketing Paradoxes, which I feel gives a natural and satisfactory
solution, and at the same time forces a perticular view of the organization

of the grammar. I start by tracing the history of the problem.

1.1.2 Siegel's Theory of Ordering.

Siegél, in her (1974) dissertation, put forward the hypothesis that
derivatimal word-formation in English consists of two levels of affixation
and that these two levels are ordered with respect to ane another. These
two levels correspond to Chomsky and Halle's (1968) two types of affixes,
the '+' affixes and the '#' affixes. '+' affixes are usually what has been
termed latinate affixes--affixes such as -ity, in- and so on. '#' affixes,

on the other hand, are native affixes such as -less and -ful. Following

SPE, she notes that the affixafion of these two classes of affixes results
in different phonological effects. For example, the latinate affixes,
which she calls Class I, generally result in stress shift, whereas the
non-latinate '#' boundary affixes, generally do not result in stress

shift. Examples are given below:
(1)

grampmatical grammatical+ity grammatical#ness
special special+ity specialfness
equal equal +ity equal#ness
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In the above words, the primary stress is marked by underlining the
appropriate vowel. The (by now very familiar) contrast between the '+'
affix -ity and the '#' affix -ness is that the former shifts stress in the

word to which it attaches whereas the '#' affix -ness does not.

Siegel also noted that '+' affixes such as -ity attach to stems as well
as to fully formed words, whereas '#' affixes attach only to words. For

example, -ity attaches to stems such as prosper in prosperity, whereas

—ness can do no such thing: *prosperness. Her central thesis was that the
two fundamental properties of '+' affixes, namely stress shift and
affixation to non-words were related, and were in particular a consequence
of the ordering hypothesis stated as follows:
(2) Ordering Hypothesis (Siegel, 1974)

A. In English, Class I affixation precedes Class II affixation.

B. The cyclic stress assignment rules follow Class I affixation

and precede Class II affixation.

The elaboration of this hypothesis, in the work of Allen (1978),
Pesetsky (1979), Mohanan (198) and Kiparsky (1983a, etc.) has led to what
is now termed Stratum-Ordered Morphology, a topic to which I will return in
some depth in the fourth chapter of this dissertation.

The Ordering Hypothesis obviously has the desired effects for the data
in (1) since -ity, being a Class I affix, will attach to a word (or a stem)
and will be in the domain of stress assignment, which postcedes its

affixation. -Ness on the other hand is Class II and comes after stress
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assignment and therefore obviously cannot affect stress.

As Siegel notes, the organization of the morphology implied by the
Ordering Hypothesis makes a prediction besides the predictions it already
makes concerning stress placement: Class I affixation ought to corisistently

appear inside Class II affixation, but the reverse should never be true.

For the most part, this seems to be cor‘rect‘I . To take a simple example,
there is a contrast between the two negative prefixes non- and in-. Non-
is Class II whereas in- is Class I, and this correlates w#ith the fact that

one can find in- inside non- but not non- inside in-; non-illegible vs.

*in-non-legible, though non-legible is fine. This predictim, of course,

should carry over to cases where one of the affixes is a prefix and the
other is a suffix; that is, we should never (or at least rarely), according
to the Ordering Hypothesis find words of the form [[Prefix X] Suffix],
where the bracketing is arguably as given, and yet where the Prefix is
Class II and the suffix is Class I.

1. Though see Aonoff (1976) and Aronoff and Sridhar (1983) for arguments
that it is not. Again, I shall be looking more closely at the correctness
of Stratum-Ordered Morphology in Chapter 4, and I shall discuss Aronoff and
Sridhar's ideas on this there. I should point out at this juncture,
though, that the ultimate correctness of Stratum Ordered Morphology has no
effect on the discussion to be given below concerning the paradoxical
status of forms like ungrammaticality. Irrespective of one's theory of
morphology, there are reasons for saying that -ity is bracketed inside un-
as far as the phonology is concerned: Aronoff and Sridhar end up with this
conclusion despite thelr arguments against Stratum-Ordered Morphology.
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Yet there are examples of precisely that form, and even in Siegel's day
they must have seemed somewhat paradoxical. A famous class of cases are
the nouns of the form un-X-ity where X is an adjective and where the
bracketing looks as if it must be [[un X] ity]; the reason for this

assertion comes from the fact that un , as Siegel noted, attaches
productively only to adjectives (we are not, of course, talking about the
verbal prefix un- which is arguably different from the adjectival prefix.)
We shall argue for the correctness of this claim about the

sub@ategorizatim requirements of un- below.

Now, -ity is a Class I suffix, and the question of whether un-X-ity
forms are paradoxical depends upon the status of un-; if it is Class I then
there is no problem since the Ordering Hypothesis says nothing in general
about the affixation of Class I to other forms derived by Class I
affixation. If, on the other hand, it is Class II, then we have a problem
since the un-X-ity forms look like counterexamples t< the Ordering
Hypothezais. Un- does indeed seem to have some characteristics of Class II
affixation; firscC of ail 1t is a native affix and does not appear to
require that the adjective to which it attaches be latinate. So we have

forms such as unhappy but not *inhappy, and unmade but not *inmade™immade.

In- also attaches apparently to stems, as well as to words, whereas un-
does not (though there are exceptions, c.f. *couth versus uncouth). The

following examples are from Allen (1978):
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(3)

*ert inert *unert
*placable implacable *implacable
*trepid intrepid *untrepid
*sipid insipid *unsipid
*maculate immaculate *unmaculate

Yet Siegel had what appeared to be good arguments to suggest that un-
was Class I, and hence that adjectives of the form un-X-ity were
unproblematic for the Ordering Hypothesis. For one thing, she notes that
un-X-less forms are bad:

(4) *unharmless, *unspeechless, *unhopeless, *untasteless.

Now, -less is a Class II suffix--note that we have already shown that it
does not shift stress. If & were a Class II prefix then we would expect
it to attach to these adjectives, and yet it does not. If it is Class I,
however, we would not expect the forms in (4) to be good, as indeed they
are not. So, by characterizing un- as Class I, we simultaneously rule out
forms such as *unharmless and predict the occurence of other forms such as

ungrammaticality.

Furthermore, certain un-X forms undergo a rule of destressing on un-
when the un- precedes a stressed sy.ictle In the adjective: unable,

unaided, wmnopen. According to Siegel, Destressing does not occur with

Class II prefixes: ane such example is the word disinclination which Siegel

claims has the structure #[dis#]n[#mclinatim#].‘lﬂﬂ. In terms of the

Ordering Hypothesis, Destressing, as part of the block of cyclic stress
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assignment rules of English, applies after Class I affixation, but before

Class II affixation. It will therefore necessarily be blocked with Class
II affixes. Yet un- seems to be destressed in the forms listed above, and

this suggests that un- is Class I.

Siegel would thus appear to have nipped in the bud a problem for the
Ordering Hypothesis. It should be noted, before we go on to discuss
Allen's arguments against the Class I-hood of un- that Siegel's analysis
has in effect been reintroduced into the literature by Selkirk (198&2).

Selkirk claims that ungrammaticality and other such Paradoxical forms can

be handled if we allow un- to behave as a Stratum I (i.e., Class I)
prefix. Selkirk does not deny the evidence of Allen (1978; and also
Kiparsky, 1983a; Mohenan, 198&2), that un- has Stratum II (Class II)
properties, and she suggests in fact that un- is both Class I and Class II.
It will become clear that this approach is unnecessary; un- will be Class
II, and still be able to attach "inside" Class I affixes. In any event,
Selkirk's .approach is less desireable than Siegel's: even though 1t will be
shown momentarily that Siegel's characterization of un- as Class I is
wrong, at least Siegel's theory had the property that it made strong
predictions about the kinds of words we should expect to find.
Characterizing un- as both Class I and Class II, is a weaker theory of
morphology than we might like to have, unless we have very strong evidence

that such a weakening 18 necessary.
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1.1.3 Allen's Treatment of un-.

As noted abnve, there are problems for the analysis of un- as a Class I
affix. There is no doubt that that would be a necessary conclusion if one
wanted to account for the existence of many un-X-ity forms given that un-
does not productively attach to nouns. However, a major contribution of
Allen's work to this issue was the demmstration that this conclusion 1is

nevertheless untenable.

We have already seen one of Allen's arguments in the last section,
namely thet in-, which is unquestionably Class I--it is latinate after
all--attaches to stems whereas un- uly attaches to fully-formed words.
Mother important blow to Siegel's analysis is the fact that although un-
does not attach to adjectives of the form X-less it does attach to
adjectives which are formed by other Level (Class) II processes ( Allen, p.
3):

But the argument does not hold. If it did, then adjectives of
the following types should not exist.

(31) [w [[X], ing] ], [w [[X] ed] ], [ [[X] 1y],], [w
[[X]y full,],

But all these adjectives are well-attested types; unbending,
unrewarding, unprecedented, unterraced, unmanly, unfriendly,
uneventful, uncheerful. The examples in -ful are particularly
striking because of their parallelism to the non-existent cases
in -less. There are inumerable words of the type un-X-ful, for
which we must assume a bracketing identical to that o
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non-existent un-X-less type; i.e., [wmn [X—ful]A] X wneventful,

uncheerful, unsuccessful, unfaithful, unfruitful, unmindful,
unmerciful, uwnthoughtful, untruthful, unresentful, ungrateful,
unhelpful, unforgetful. It is also quite clear that -ful is a
Level II, word-boundary, suffix. Siegel actually presents a

lengthy argument to this effectz.

The upshot of this is that un- cannot be a Class I affix, since otherwise
one cannot account for the extreme productivity of the affixation of un- to
adjectives which must be derived by Class II affixation. The fact that
un-X~iess forms are bad is attributed by Allen to the following condition
(=her 59, attributed by her to Zimmer):

(5)

Condition on un- prefixation (Generalized): Un's base may not

have negative content

This accounts not only for the *un-X-less forms, but also for the

non-existence of the following forms (all examples from Allen):

(6)
*undishonest, *undisloyal, *unmalnourished, *unhorrible.

Siegel's other argument for the Class I-ness of un-, namely the
destressing of un- directly before.su'essed syllables is claimed by Allen
to be based on a misanalysis of the data. The fact is that un-, unlike
clear Class I affixes is never reduced to O-stress by the destressing

rule. In particular, Allen claims. there is no difference between the

2. Though see Chapter 4 where I argue that the evidence for this property
of -ful is not so clear.
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stressing on un- in the A forms in the following example, where the

destressing environment is met, and in the B forms where it is not (=

Allen's 38):
A B
unable unexcitable
unopen uneventful
uniordered unkind
unelevated wmofficial
uneven wnoriginal

If this. is correct, of course, then there is no phanological evidence for

the Class I status of un-

Of course, all of this leaves us in a quandary as to what to do about
the un-X-ity forms, which now seem to be paradoxical indeed. As Allen
notes, if we assume the Ordering Hypothesis, the Class I-ness of -ity, the
Class II-ness of un- and the subcategorization restriction on un- that it
can only attach to adjectives, then we seem to be forced into the
conclusion that un-X-ity forms must an the one hand have the bracketing [un
[X-ity]] (since Class II affixes must be outside Class I affixes), and on

the other hand the bracketing [[un X] ity] (since un- attaches only to

adjectives and X-ity forms are deadjectival nouns, not adjectives.)

The solution that Allen proposes is that one of the assumptions, namely
that un- attaches anly to adjectives, is incorrect. She notes first of all

that un- does not productively attach to X-ity forms (p. 33):
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Even a cursory examination reveals that un- is completely
unacceptable in the vast majority of cases with X-ity; e.g.
*unsobriety, *unagility, *unpropriety, *unopacity,
*unsincerity, *uncivility, *unpurity, *unfertility,
*unregularity, *unhospitality.

Md as she shows further un- apparently does attach to nouns:

uninvolvement, wnemployment, unfulfilment, unacceptance.

If this is a correct assessment of the status of un-X-ity forms, of
course, then these forms do not constitute Bracketing Paradoxes; the
bracketing required by the selectional requirements of the affix un- lines
up exactly with that required by the Class status of the affixes. It will
turn out, perhaps unsurprisingly, that even if Allen s assessment is
correct, then we will not have buried the Bracketing Paradox issue since
there are other examples, to be discussed below, which do not involve the
affixation of un- and -ity, but which nevertheless have the same apparent

structural paradoxes.

Nevertheless, I shall show that Allen's characterization is incorrect,
and that un-X~-ity forms are paradoxical for a theory of morphology which
only allows for ame structure for words, in particular for the
Stratum-Ordered Morphology discussed in Allen, and furthered in the work of
Kiparsky and Mohanan. Before I demmnstrate this, however, I digress to
discuss Fabb's analysis of un-X-ity forms, which is essentially the same as

that of Allen.
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1.1.4 Fabb's analysis and an Argument against Fabb and
Allen.

Fabb (1984), who is concerned with the partial reduction of Stratum
Ordering in Phonology to principles of selection on affixes--a topic to
which I return in a later chapter--notes that un-X-ity forms are
problematic for his theory in the following way. By assuming that latinate
affixes. such as -ity select for a feature such as [+latinate] on the stem
to which they attach and that they themselves carry that feature, and by
further assuming that native affixes such as un- are not restricted in
their attachment, but do not carry the feature [+latinate] he is able to
derive the fact that latinate affixes occur inside native affixes, but that
native affixes do not occur inside latinate affixes. He argues
convincingly that these selectimal restrictions, and also the feature
[+latinate] (as also noted by Aronoff, 1976), are necessary quite
indepmdefttly of the question of whether or not there are Strata of word
formation as claimed by Allen, Kiparsky and Mohanan. As already noted, I
will be returning to the question of the status of Stratum-Ordering in a
later chapter and therefore will not dwell on this issue here. For the
present purposes it is sufficient to note that given Fabb s analysis,
un-X-ity forms are as problesatic for him as they were in the model Allen
was assuming. That is, if un- must attach to adjectives, then a form such

as ungrammaticality must be bracketed as follows: [[un grammatical] ity].
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But given Fabb's assumptions, it turns out that ungrammatical would end up
not bearing the feature [+latinate] and therefore -ity would not be able to

attach to it.

So Fabb ends up making the same assumption as Allen does, namely that
un- attaches to nouns as well as to adjectives. He actually makes a more
specific claim than that, stating that un- attaches to words which refer to
states, whether they be adjectives or nouns. He gives the following
examples of words where un- has attached unequivocally to a noun (= his
5.198):

(7)
un-dismay, un-concern, un-balance un-belief, un-embarrassment,
w-involvement, wmn-ostentation, un-acceptance, un-alarm,

un-promise, un-bias, un-charity, un-employment, un-fulfilment,
wicompassian, un-being.

To this list could be added such forms as unhealth and unease which are

acceptable for at least some speakers, including myself.

Nevertheless, despite the obviously large number of cases where un-
clearly attaches to nouns, I will argue that neither the more specific
thesis presented by Fabb, nor indeed the more general version of the
analysis presented by Allen is satisfactory. I will not attempt to deny
that there are cases where un- attaches to nouns; to do so would be absurd
in light of the examples given above. Rather, I shall deny that un-

productively attaches to anything but adjectives.
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There is, despite Allen's claims to the contrary, a great difference
between un-X-1ty forms and the other un-N forms which she gives. The fact
of the matter is that while we cannot predict whether a given noun will
take un- as a vrefix, we can say that, in a large class of cases (see
section 1.3.3 for a more detailed treatment), if un-X occurs, where X is an
adjective, and if X-ity also occurs, then un-X-ity will occur. Now, it is

a fact that not all adjectives accept un-. Some examples are given below:

(8)

??unagile, ?7unopaque, *unsincere, *unpure. *unfertile,
*unregular

Some of these forms (pure, fertile, regular, sincere). have negated forms

with the latinate yrefix in-; the non-existence of un-A forms for these
adjectives may thus be explained by morphological blocking (see in
particular, Aronoff, 1976). The other two (??unagile and ??opaque) do not
seem explainable in this way, but in any event, they seem bad. It is not
my purpose at this point to investigate the class of adjectives to which
un- attaches; for a fairly nice description, see Aranoff (1976, p. 63; and

see below, section 1.3.1.1).

The astute reader will have noticed that the adjectives listed as bad
here are the base forms for many cf the -ity words which Allen lists as not
taking un-. Thus, to repeat the examples:

(9)

*unagility, *unopacity, *unsincerity, *unpurity, *unfertillty,
*wnregularity.
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A reasonable theory of morphology should relate the non-existence of the
forms in (9) with the non-existence of the corresponding adjectives. But
this is what Allen's, and subsequently Fabb's, theory precisely fail to

do. In fact, far from being problematic for the claim that un-X-ity forms
are bracketed [[un X] ity] as Allen argues, the lack of forms such as those

in (9) is precisely what would be expected under such a theory, given trat
the un-A forms are lacking. On the other hand, these forms are problematic
for Allen's and Fabb's theories precisely because there is no reason, given

the fact that un- attaches both to adjectives and nowns, why un- should

fail to attach to any of the base -1ty forms in (9)3. The forms are
especially problematic for Fabb since all of the nouns refer to states and

therefore ought to be affixable by un-. Yet they are not.

Several of the other examples given by Allen are irrelevant as far as a
theory where un- anly attaches productively to adjectives is cancerned,
though they remain problematic for Allen. These are *unpropriety, and
*unhospitality. The question here is, what is the base adjective in these

3. Note that the absence of many of these forms can be explained by
merphological blocking by the corresponding in----- ity forms: so,
insincerity will block *unsincerity. But this is missing the point insofar
as given that un- attachment to Ns is lndependent of its attachment to
adjectives, there is no reasmn why we could not find pairs of the form
in-A, un-A-ity; 1.e., why could un- not attach to sincerity in preference
to in- independently of the fact that the related adjective 1s insincere.
Allen and Fabb's analysis ought, if anything, to predict complete
independence for un- or in- of an adjective and its -ity form, which 1s not
characteristically found.
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forms to which -ity is attaching? It is certainly not *propri, or
*hospital since there are no such adjectives. (If the base adjective of

propriety is proper, then this example falls under the cases discussed

above since, again, *unproper is bad, being blocked by improper.) It
should be obvious that a theory where un- attaches productively only to
adjectives makes no claim that it will attach productively to all nowuns
ending in -ity. In fact it makes precisely the opposite claim. The forms
are problematic for Allen and Fabb, however, since again, they are both
nouns (ﬁhich refer to states) and there should be not reason off-hand why

un- should fail to attach to them.

Where un- does attach to adjectives however, it is often the case that

there is a corresponding -ity word with un-:

(10)

uncomputable uncomputability
unparsable unparsability
urrecognizable unrecognizability
unthinkable unthinkability
upranounceable unpronounceability
ungrammatical ungrammaticality
unhomogeneous unhomogeneity
unrhytimical unrhytimicality
unpractical unpracticality
unveracious unveracity

These are my own judgments, in many cases. This is not to say that such is
always the case and a more complete treatment is given in section 1.3.3.
Some of the *un-X-ity words listed by Allen constitute such exceptions:
*unsobriety despite unsober, and *uncivility despite uncivil. In many such
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cases, however, we may again be dealing with blocking; c.f., the existence
of incivility and insobriety. Often, however, especially in X-able

adjectives, the generalization is quite powerful. This is a significant
fact because it 1s precisely what is expected given the restriction on un-
attachment to adjectives, and the assumption that in un-X-ity adjectives,
the un- is somehow, attached inside the -ity. None of this 13 expected on
Fabb's or Allen's account, however, since the attachment of un- to a noun
is quite independent of whether or not it attaches to the corresponding

adjecti ve. /

What, then, do we say about the cases where un- clearly does attach to a
noun? I claim that these cases odiinstimte an irregular set and are not
instances of the regular affixati,/& of un-. This should not seem like a
surprising canclusion: many afﬁ;:es regularly subcategorize for words of a
particular class, but attach, / the marked case to words of a different
class. To take just one examp&e, agentive -er attaches only to verbs, but

there are 'quite a few examples where it attaches to nouns with an agentive

meaning: ,
(11)
footballer , *to football
?baseballer , *to baseball
carpet-bagger *to carpet-bag (except, perhaps

via back-formation)
Fabb may indeed be cor:}éct in conjecturing that the property of referring
to a state is relevanf,/ even In the irregular affixation of un-: and this

/

{
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may, in turn, be parasitic off{ of the fact that un- productively attaches
to adjectives, which usually refer to states.

It seems, however, that un- affixes productively only to adjectives. and
that we want to derive the existence/non-existence of many un-X-ity forms
from the existence/non-existence of the corresponding un-X forms. Needless
to say, this ends us up with precisely the same paradox as the one which we
started out with since we still want to maintain the Class II-ness of un-
for the reasms outlined in Allen (1978). But, as noted above, and as we
shall see in the next section. the existence of morphological Bracketing
Paradoxes is clear from examples which have nothing to do with this rather

particular problem in English morphology.

1.1.5 Pesetsky (1979)

The treatment of Russian phonology which Pesetsky provides in this paper
is one of the seminal analyses leading to the theory of Lexical Phonology
as discussed in Mohanan (198) and Kiparsky (1983a). In this paper he
provides an analysis in which affixation is concomitant with phonology in
that newly affixed forms are submitted to the phonology as soon as they are
created. In addition to the importance for the theory of phanology of the
analysis of Russian presented in this paper, Pesetsky also provides
important data which are paradoxical in the same way as we have seen
un-X-ity forms to be, thus dema.strating that Bracketing Paradoxes are real
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and not merely an artifice of one problem of affixation in English.

The first examples Pesetsky notes are from Russian. In Russian as in
many languages, there are many verbs which consist of a compound of a verb
root with ane of a set of preverbal particles. Now, insofar as the
Prefix-V structure does not have a semantic interpretation compositional of
the meaning of the prefix and the verb (c.f., the analogous cases in
English, such as forget, forgo, withdraw, understand), the prefix and the

verb do form a lexical item. Therefore, when inflectional suffixes are
added one would expect that they would be bracketed outside the prefix and
the verb, for the purposes of semantic interpretation, as foliows:

(12)

[l Prefix V] inflectional-affixes]

But there is phanological evidence that the bracketing must go the other
way, namely

(13)

[ Prefix [V inflectional-affixes]]

To take a specific example, the prefix @t& 'up to' and the verb stem
Zig 'burn' combine to form a verb meaning 'set fire to . Now this meaning
is, to be sure, related to the meaning of the base verb, but it 1s not
predictably related. As such, we would expect that, for the purposes of
semantic interpretation, the prefix and the verb would be bracketed
together as a constituent and interpreted as a single unit idiomatically.
This would yleld the bracketing [[ podu 2Yg] inflectional-affixes]. However
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there is evidence that the bracketing for the intents and purposes of the
phanology must be [podu [2Yg inflectional-affixes]]; the argument here has

to do with the ccrrect statement of the rule of yer-lowering, which
Pesetsky argues can be stated in a maximally simple way if we assume that
prefixes are indeed external to the verbal root plus its inflectional

affixes. We thus appear to have a bona fide paradox.

Pesetsky argues, however, that morphological bracketing paradoxes are by
no means uncommnan. He cites an example from Warlpiri which involves,
again, verbal prefixes and inflectional suffixes, and is therefore
completely analogous to the Russian case. So, the word pardi-mi means
'arise+NONPAST' and tirl-pardi-mi means ‘'open (as of an eye)+NONPAST. But

even though this obviously suggests the bracketing [[tirl pardi] mi], Nash

(1979) provides phonological evidence from cyclic stress assignment that

the bracketing must be [tirl [pardi mi]].

Closer to home, there is the problem of un-Comparatives in English. The
comparative affix -er 1s restricted phonologically in the types of
adjectives to which it can attach. The generalization is that it attaches

to maximally bisyllabic adjectives (examples from Pesetsky, 1985):
(14)
a. blacker, softer, riper, tougher, truer....

b. happier, heavier, luckier, kindlier, pleasanter....
c. *eloquenter, *irrascibler, *importanter.....

Actually, there are bisyllabic adjectives to which -er will not attach, for
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example:

(15)

*directer, *activer, *complexer.. ..

Pesetsky suggests that the restriction is probably stronger, and that —er
will not attach to bisyllabic adjectives with a heavier secana syllable
(though note that this does not apply to active). In any event, as he
notes, whatever the precise characterization of the phonological
restriction is, it is clear that -er will not attach to trisyllabic
adjectiiles. Given this, it is obvious encugh what needs to be said about
the following forms:

(16)

unhappier, unpleasanter, unluckier...

Since the addition of un- turns the base bisyllabic adjective into a
trisyllabic adjective, the bracketing of the words must be as follows:

1
Eu'lz)[happi er]], [un [pleasant er]], [un [lucki er]]

But, again, there is good reason to believe that this cannot be the
right structure as far as the semantic interpretation of the words 1s
concerned. As Pesetsky notes, for example, unhappier does not mean 'not
more happy' but rather 'more not happy'. That is, if we say that John is
not more happy than Bill, then it might be the case that Jon is equally
happy with Bill; if Jon is unhappier than Bill, then it must be the case
that Jon is happy to a lesser extent than Bill. This, of course, implies
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that the bracketing of the words in (16) must be:
(18)
[({ur happ*l er], [[un pleasant] er], [[un lucki] er]

Again, we have a paradox.

So there are copious data which suggest that Bracketing Paradoxes are
real, and not limited to a small class of morphological processes in

English. The problem is, rather unsurprisingly. what to do about them.

There have basically been two methods for handling the Paradoxes of the
kind discussed here, and for the sake of discussion we can dub them "(ne
Structure" analyses and the "Two Structure"' analyses. (ne-structure
analyses have been discussed by Strauss (1982), Williams (1981) and most
recently by Guerssel (1985), whose proposal is by far the most interesting
of this class. Two-structure analyses have been proposed by Kiparsky
(1983¢c), Pesetsky (1985), and by Marantz (1984c). The analysis to be

presented here will also be a two-structure analysis.

Pesetsky, in his original paper, provides what would be termed under
this classification a One-structure analysis. He assumed that the
structure dictated by the phonological analysis was the correct structure
and that complex verbs were built up by the Level-ordered morphology
accordingly. Rules of semantic interpretation of the following form would
then be invoked (= Pesetsky's (126)):
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(19)
Mbstract Meaning of Prefix-Abstract Meaning/Root--->Idiosyncratic

Meaning

In the next few sections I briefly discuss the other (One-structure
analyses. I then go on to discuss the proposals of Kiparsky and Pesetsky,
which are more similar to my own.

1.1.6 Williams (1981)

In this paper, Williams gives a characterization of the notion of
lexical relatedness in terms of his notion of head. He defines head for
the purposes of (English) morphology as follows (p. 248):

In morphology, we define the head of a morphologically complex

word to be the righthand member of that word. Thus, the head
is italicized in (9a,b):

(9)

instruct 1lon re instruct

Call this definition the Righthand Head Rule (RHR).

Williams examines cases of the following form, which he terms "Relatedness

Paradoxes":

- 38 -



(20)

N\
/ 0\
/N

/ N\

/ /\

/ /0

hydro electric ity

The point here is that hydroelectricity, although it has the structure

indicated in (20), nevertheless is related to hydroelectric. Needless to

say, these are precisely the Bracketing Paradoxes which we have been
discussing up till now.

As, Williams notes, the structure of all of these paradoxes is as in

(21) below:
(21)
X
/\
/ I\
!/ / \
/7 \
!/ / \
|

That is, X 18 "related" to the word that would consist in the concatenation
of the two morphemes bracketed here as Y.

How do we get relatedness to fall out if we assume that the structure of
X is not sapehow reanalyzed? Williams makes the following proposal,
referring to the structure given in (21) above:
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What we need is a definition of "relatad" which will let X and
Y be related in such a structure. Suppose we said that X could
be related to Y if Y would be the result of removing the head
of X--then X and Y could be related to Y in such a structure.
For example, the head (or, one of the heads) of Godel numbering
[sic] is -ing--if we remove this head, we get Godel

number.....

We will want to generalize this slightly. To relate
macroeconomist to macroeconomic, we will want to say that two
words can be related if one can be derived from the other by
varying one of the heads:

(47)
/\
/ N\
/ 0\
/ /\
/ /\
/ Do\

macro econom (ic ;
ist

We will also want to relate macroeconomic to microecanomic,
where the nonheads are different. Suppose we define the
nonhead of a word as follows:

(48) Nonhead: the highest left branch of a word.
...We may then defin relatedness as follows:

(50) X can be related to Y 1f X and Y differ only in a head
position, or in the nonhead position

I have nothing in particular to say about Williams' proposal; it works

well enough in covering the data he has set out to cover4. It does involve

4. Though, as Strauss (1982a) notes, there is a problem with the definition
of subcategorization if we assume that ungrammaticality has the structure:
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some definitions ('"nonhead", "related") which I would claim are
unnecessary, or at least ought to follow from more general principles.
Also, Lieber (1980) has argued against Williams' notian of "head" of a
word, and the reader is referred to her discussion on that. It will turn
out, in any event, that the proposal that I will present will cover a
broader range of data than Williams' can including some facts which
heretofore have not been cosidered to be part of the same phenomenon as
Bracketing Paradoxes. Insofar as this will be a correct amalgamation, my
pr'oposai will have legitimately broader coverage, and hence be an

improvement over Williams'.

1.1.7 Strauss (1982b)

I will have even less to say about Strauss's proposal than I had to say
about Williams'. Strauss (Chapter 2) notes that forms such as

|
grammatical

We not anly have to account for why ungrammaticality 1s related to
ungrammatical, but also why un- is allowed syntactically to attach to the
noun grammaticality despite its selection for adjectives.
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ungrammaticality are problematic for a stratum-ordered morphology. In part

to account for this, he proposes a model of morphology which is
stratum-ordered, but which has prefixation and suffixation as separate
processes. This allows for prefixes to be adjoined to stems independently
of the adjunction of suffixes. In particular, *h- model allows for the
prefixation of "compounding elements"--namely true words and Class II
prefixes, which Strauss argues have a "campound status"--prior to the
affixation of Class I suffixes. His finite state diagram for the model is

as follows (where P=prefixation, C=compounding, SI=Class I suffixation, and

SII=Class II suffixation):

(22)

On

Note in particular that placing a loop for SI at State 2 allows for the



suffixation of Clasgs I suffixes after the prefixation of compounding
elements, Including Class II prefixes.

Ncnetheless, while this model undoubtedly derives the right results, it
appears to give little insight into the nature of the probiem; we could as
easily imagine a state disgram with a totally different set of
specifications. Besides, it should not be necessary to stipulate that
prefixes and suffixes behave as 1f they are independently affixed. Indeed,
this independence of behavior will follow from the account of Bracketing
Paradoxes to be presented here.

1.1.8 Guerssel (1985)

Guerssel, following work of Brame (see in particular, Brame 1984; and
also Guerssel, 1983), argues for a theory of morphology in which
suffixation is canceived of as applying a function tc a base, and that
successive suffixation iz simply the composition of such functions. lie
notes that in English prefixes enjoy a different status from suffixes, in
that while the latter have head-like properties, the former do not (see,
again, Williams, 1981a). From this he argues that whereas suffixes select
for their bases, prefixes are selected for by the heads of their bases. In
other words, sufrixes are fzicticms which take arguments which are their
bases, whereas prefixes are the arzusents which are selected for by the
heed of the word.
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To see how this all works, consider a bracketing paradox such as
underivability. The components are un-, which is an argument which

Guerssel notates as Am; derive is a verb, which, being a syntactic

argument taker itself, is a function, notated F'. Finally, -able and -ity

are functions notated Fable and F‘lty respectively. Now, given that
adjectives in -able apparently select for un---note the fact that un-
productively attaches to any such adjective--and also that -ity selects for

Fable' we can derive the fact that underivability is well formed. First,

derivable is well foruwed since -able selects for verbs:

(23) FPPg pY

Next, underivable is well formed insofar as compositions of the form
Eable F‘V select for AT:

(24) (FPP1% FV)(A™)

Finally, underivability is well formed since -ity selects for -able:

(25) (FH.pPLE pVy(Am)

The satisfaction of the requirements of ity follows from the associativity

of composition--which 18 stipulated as a part of Brame and Guerssel's

theory--since Fity and Fable may he composed together before composition
with the other functions:



(26) (F-We 2Ple) pV( gy plt, (gable pV)( um)

The associativity of composition in Brame and Guerssel's theory is
mirrored, as we shall see, in the associativity of concatenation (*) in the
theory I shall be pre.enting below. Guerssel's approach is therefore quite
similar in spirit to mine. On the other hand, the theory of grammar which
Guerssel is assuming (namely that of Brame) is so utterly different from
the one which I am going to be assuming ihat serious comparison of th2 two
is difficult.

1.1.9 Kiparsky (1983)

We now turn to a discussion of proposals which are similar to the one i
intend to make. What Kiparsky suggests is that there is a process or rule
of rebracketing which takes place in the lexicon and which rebrackets
structures which are ill-formed into structures which are well-formed
(assuming such a reanalysis exists). The principles which govern this rule

are as follows (pp. 24-5)

(27) 1. A form of the Projection Principle holds in the morphology. It

stipulates that subcategorization requirements of affixes must be met at

every level.

2. Reanalysis of morphological bracketing is freely permitted at any point
in the derivatiom, subject to the above "Projection Principle."
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He then goes on to show how wgrammaticality would be formed. First of all

at Stratum I, affixation of -ity would take place yielding a structure of
the following form:
[grammatical A ityN]

At Stratum II, affixation of un- takes place As already noted un-
attaches to adjectives and not to nouns, so the bracketing obtained by
attaching un- to grammaticality cannot stand as is. Rather it must be

reanalyzed so as to satisfy the morphological Projection Principle into the
following structure:

[[un grammatical A] 1tyN]

Now the subcategorization requirements of both un- and -ity are both

satisfied and the structure is ruled in.

This approach, however, is not unproblematic in Kiparsky's framework.
Although he is assuming that there are, in effect two structures for

Bracketing Paradox cases such as ungrammaticality--i.e., the ane generated

by the blind application of morphological rules according to the Stratum
Ordered mcrphology, and the one given by the rule of reanalysis, he is

nevertheless assuming that there 1s, at any given time, only one structure

for the word. That i1s, the rule of reanalysis looks at the same structure
as the rules of the phonology look at and this 1s vhere the problem lies,

because Kiparsky also assumes that there is a general convention which
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applies in the lexicon erasing internal brackets at the end of every

stratum of word-formation. This convention is termed the Bracketing

Erasure Convention” , and is given below in (28):

(28) Bracketing Erasure Convention
Internal brackets are erased at the end of every level. (= stratum)

According to this principle, after a word, such as grammaticality, is

formed at Stratum I in the morphology the brackets which delimit the
morphemes concatenated at that Stratum are erased. Thus, when further
affixation is done at subsequent Strata there 13 no way for those
affixation processes, or the rules concomitant with them, to distinguish a

morphologically complex word {such as grammaticality) from one which is not

morphologically complex (such as happy). How then can reanalysis occur in
a form like ungrammaticality at the Stratum at which un- is attached, if

there should be no principled way to see that grammaticality is

morphologically complex (and hence contains an adjective to which un- can
attach) at that Stratum? Kipersky, of course, realizes that this is a
problem, and makes the following proposal (p. 25; again, for "level" read
"stratum"):
Because of Bracketing Erasure at the end of each level only the
structure assigned at a given single level will ordinarily be

available for reanalysis to operate an. This blocks cases like
(28) [see below, R3] from being derived. The marked cases such

5. Mohanan (198) has an equivalent Opacity Principle. See Chapter 4 for a
discussion of these principles.
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as ungrammaticality are then distinguished as exceptions to
Bracketing Erasure. If the bracketing assigned to
grammaticality at Level 1 is retained into Level 2, then the
above principles [see (27) above, RS] permit ungrammaticality.

The cases prevented from being reanalysed which Kiparsky cites are as

follows:

(29)
*unequalize *symphoany orchestrate
*non-ficitionalize *Music Departmental
*chair-personify *outboard motorize
*sheet-metallic *freak accidental
*witch doctoral *white elephantine

We will return to these cases below. For now, note that Kiparsky's
analysis predicts that non-rebracketing, as in (29), should be the normal
state of affairs insofar as such words are not marked exceptional to the
otherwise genersl principle of Bracketing Erasure. This prediction alone
sSeems suspect; we have seen that Bracketing Paradoxes occur productively in
many languages, including Warlpiri, Enhglish and Russian and it seems
therefore unlikely that one can get away with saying that they are a marked

occurence.

There are some much more important problems with Kiparsky's analysis,
however, which make it untenable as a solution to the problem, and which
also suggest that the solution uust abandon the assumption that there is
only one level of representation for word-structure. The first problem is
that appealing to exceptional marking of certain words explains nothing
about why some words behave in this way and others do not. What precisely
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is it about -ity nouns that makes them exceptions to Bracketing Erasure,
whereas, for example, verbs ending in -ize are not? I shall suggest below
that the relevant difference is syntactic productivity and semantic
compositionaiity, but given this, we immediately suspect that the solution
has nothing to do with the phonolegically motivated Bracketing Erasure
Convention in the first place. Kiparsky does not propose a reasan for the
difference in behavior of certain affixation processes so we really cannot

say what might be going cn6.

The second problem is already suggested by the first. As noted, the
Bracketing Frasure Convention has generally been assumed within theories of
Lexical Phonology and Morphology to account for the general failure of
phonological rules to look inside morphologically complex words and see the
morpheme boundaries which were present at earlier levels. Note that this
is a different requirement from the Strict Cycle since the latter condition
does not preclude including a left or right bracket in the statement of a
phanological rule and having that rule apply on a cycle on which the
relevant bracket is as deeply embedded as you like, so long as reference 1s

6. Hargus (1985) argues that in Sekani, an Athapaskan language, there is
evidence that certain affixes are exceptions to Bracketing Erasure on
phonological grounds, and she concludes that there is a principled
motivation behind Kiparsky's proposal that affixes may be exceptional with
respect to this principle. However, her evidence is irrelevant for
Bracketing Paradoxes of the kind discussed by Kiparsky insofar as the
latter have no accompanying phonological evidence for being exceptions to
Bracketing Erasure; see below.
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made to some material introduced on the current cycle. The Bracketing
Erasure Convention, however, does preclude such a rule application for the
trivial reason that internal brackets will never be present at subsequent
strata. Claiming that words like grammaticality are exceptions to

Bracketing Erasure means, however that such rule applications ought to be
allowed for such forms. That is, not only should such words be exceptional
in that they allow reanalysis to take place, but they are in principle
exceptional phonologically. Yet there seems to be no evidence of this
expec‘bed exceptionality. This is in ane sense a weak argument against
Kiparsky's proposal since one could merely claim that, for Ehglish at
least, no relevant phonological rules exist which would show up the
exceptionality which the lack of Bracketing Erasure would allow. In
another sense, however, 1t 1s a serious objectian since such rules could in
principle exist and we would thus have a weaker theory of morphology
insofar as more derivation types would be allowed, which would otherwise be
ruled out. The fact of the matter is that, as we shall see, the Bracketing
Paradox cases are not the right type of data to force us to abandon the

Bracketing Erasure Cmventicn7.

7. As it turns out, Bracketing Erasure may well be ill-motivated in Lexical
Phonology and so may well not be a principle of the grammar anyway; again,
I discuss this point in Chapter 4. Nevertheless, a problem still remains
for Kiparsky insofar as his version of Lexical Phanology assumes this
convention and the appeal to its exceptionability on the basis of
Bracketing Paradoxes seems at best ad hoc. In any event, if the BEC is
thrown out altogether as I suspect it should be, we then have the reverse
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None of this is to say that evidence could not be found, perhaps in some
language other than English, that Bracketing Paradox cases are exceptioal
phonologically in the relevant way; i.e., that there is phanological
evidence for exceptional Bracket Retention in these cases and these alone.
Nor is there any principled reason why a (phonologically based?)
motivation could not be given for the exceptiomality of certain forms and
not of others. Failing such at the present time, however, I turn to a
discussion of a theory of morphology which allows that words have more than

one level of representation.

1.1.10 Pesetsky again.

The remarkable thing about every analysis of Bracketing Paradoxes
investigated so far is the implicit assumption that there is ane level of
representation for morphological forms and that the Paradoxes must be
somehow resolved at that level. But why make that assumption? One might
imagine that words are represented in one way or another at different
levels of the grammar--e.g., at D-structure, S-structure, PF and LF. Why
should we take it as the unmarked assumption that there is anly one level
of representation for words? Rather, what seems natural is that there

should he different word structures at the different levels, each

problem, for Kiparsky's theory, of no longer being able to rule out the
non-existent "blends" whose non-existence Kiparsky attributes to the BEC.
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determined by principles at those various levels. This is the thesis which
I shall be pursuing in this work, and it is also the thesis which Pesetsky
introduces in his quite novel--and already quite influential--analysis of
the Bracketing Paradox problem.

M important point which an analysis such as Kiparsky's obscures is that
in every case of Bracketing Paradox which we have examined so far the two
bracketings which seem required to coexist with one another were required
for two.different sets of reasmns; that is, a morpho/syntactic set of
requirements seemed to require the ane bracketing, while a phonclogical set
of requirements seemed to require the other. To take the familiar
ungrammaticality example again, the bracketing [[un grammatical] ity] is

required because the prefix un- needs to be adjacent to an adjective; that
is, it syntactically subcategorizes for an adjective. On the other hand,
the bracketing [un [grammatical ity]] is required for reasons having to do

with, e.g., the theory of Stratum Ordered Phonology. Pesetsky makes the
quite sensible suggestion that these two types of requirements, namely
syntactic requirements such as c(ategorial) selection and phanological
requirements such as Stratum Ordering are properties of different
camponents of the grammar. So, Pesetsky suggests that words have
representations at more than one level; and these representations need not

be isomorphic to ane another.

The question, then, is what are the two grammatical levels of



representation relevant for representing the two levels of word-structure?
Pesetsky suggests that they are S-structure for the phanologically
motivated bracketings and LF for the syntactic/semantically motivated
bracketings. This decision is by no means arbitrary. Following the
analysis of Russian quantification presented in his dissertation (Pesetsky,
1982), he claims that categorial selection takes place at LF, rather than
at some other syntactic level. In this sense, then the ascription to LF of
the syntactically motivated bracketing of words is a sound ane. The
phmologically motivated bracketing exists at S-structure; from there it
can be fed directly into PF to be interpreted with a bracketing isomorphic
to its S-structure bracketing by the phonological compment.

Given that there are two levels of representation for words, we need now
to define a mapping between those two levels. Pesetsky suggests that
precisely the right mapping already exists, and that it is the rule of QR
originally discussed in May's dissertation (1977). His analysis of a case

like ungrammaticality, therefore, proceeds as follows. At S-structure we

have the following structure, which, as already noted, is precisely the

structure motivated on phanological grounds:

(30)



No categorial informaticn is represented here since it is not relevant.

Now, taking, as Pesetsky suggests, QR as being a rule which applies
generally in the mapping from S-structure to LF, and in particular is not
restricted to apply to bona fide quantifiers (of which -ity is surely not
one), we can assume that the mapping from the structure in (30) to the
desired LF structure is mediated by this rule. Two possibilities exist,
each of which Pesetsky presents. In the first possibility, QR does not
leave a trace and in the second it does. The first possibility is the

simplest, and yields a structure like the following:

(31)

un grammatical

That is, assuming the percolation conventions of Lieber (1980) (see Chapter
II for the exact statement of the conventions), the node daminating
ungrammatical will be labeled as an adjective. This will mean that the LF
representation of ungrammeticality will have -ity sister to an adjective

and hence satisfied as far as 1ts c-selection requirements are cancerned.
The node dominating the whole word will, again by the same conventions, be
labeled N.
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The other possibility, namely that affix QR does leave a trace, is
somewhat more complicated, and requires the following stipulation (=
Pesetsky's 73):

(32) Trace Stipulation: The trace of an affix belongs to the
null category class O.

The representation of the word ungrammaticality under this analysis will be

as follows:
(33)
N
/\
/ \
/ \
A 1ty1
/\
/
un A
/
/ 0\
/ \

grammatical e,

Given that the trace e is of category O, and again given Lieber's
percolation conventions, the node dominating grammatical foilowed by the
trace of -ity will have its features percolated from the adjective and will
hence be an adjective. We will return to the issue of traces in morphology

below.

Pesetsky, with the mechanisms he introduces, is able to account for a
number of Bracketing Paradox examples. There is a problem, however, in
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that QR as the mapping between S-structure and LF generally allows for

reordering iIn interpretation. Famous examples such as the following serve
to illustrate this point:

(34)
a. Every man loves a women.

b. (vx): x aman [(3y): y a woman, x loves y]

¢. (3y): y a woman [(Vx): x a man x loves y]

In the (b) interpretation of (a) has [every m-., and [a woman] in the order
of their appearance in S-structure. (c), however, has them reversed in

intepreiaticn .

Given Pesetsky's analysis, what is to rule out words like
*analyzitiable, which is obviously bad, and which could have the LF

representation as follows (assuming the trace analysis though this is

irrelevant for the present purposes)?

(35)

A quick examination of this construction reveals that it is well-formed
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according to Pesetsky's principles, since -able is sister to a verb, which
mesns that 1t is happy, and -ity is next to an adjective, which means that
it should be happy. Pesetsky, however, does have a way of ruling out these
constructions. If we suppose that the mapping to LF from S-structure

ocours cyclically, and if constructions must be well-formed at every level

then we can claim that *analyzitable is ruled out because at the level at

which -ity is attached to the verb analyze, its subcategorization
requirements ([+A, +V]) cannot be satisfied. So *analyzitable is out for

the same reason as *analyzity is out.

The same logic does not carry over to examples of the following form,
first pointed out in Sproat (1984a) and also discussed by Pesetsky in the

most recent incarnation of this paper. Take a word such as *nationalhood,

which is obviously horrible. Now, there is no question that national is
well-formed, and given that, there is no reason why one could nct then
submit it for further affixation. Affixing -hood to it of course violates
the subeaﬁegoriation requirements of that affix, which takes a noun and
forms nouns. But this ought to be salvageable by the same method used to
save wgrammaticality, namely by raising the internal affix:
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(36)

Md the word could, in principle have a reasmable enough interpretation
such as 'pertaining to nationhood'. This is perhaps a little unfair
insofar as -al may well not be semantically compositiomal, hence not fully
productive. As I shall discuss in the context of my own analysis of
Bracketing Paradoxes, even classic Bracketing Paradox reanalyses seem to
fall consistently enough with this affix (c.f., Kiparsky's *witch-doctoral

example given above.) Even so, one gets the impression that not only do
such forms as *nationalhood not get the required interpretation, but that

‘they would be horrendously bad under any circumstances. There are other
examples which ought to be allowed to reorder in interpretation, and a iist
1s given below (from Sproat, 1984):

(37)
*adventurouslet, *codifylet, *resistanceing, *activateish

There interpretation would be as follows:




;zsc))f a little adventure (adventure+let+ous), to make (like) a

little code (code+let+ify), the action of being resisting
(resist+ing+ance), to make somewhat active (active+ish+ate)

Now, the same criticism about semantic opacity and productivity could be
raiéed against any of these examples, but I believe that there is a strong
sense in which these forms are out for much more basic reasons than this.
Actually at least ane of the reorderings is an almost plausible word,
namely ?codeletify; the interpretation of this word is clear enough, but it
is equally clear that *codifylet absolutely cannot have this

interpretation, and indeed is bad altogether

Pesetsky suggests that the solution to this problem, if it is real, is
in a restriction of the following form:
(39) String Vacuousness Restriction

The terminal string output of QR does not differ from the
terminal string input.

We return shortly to this proposed condition. Pesetsky notes, however,
that there are potential counterexamples to (39), cases where we might want
to say that reordering in interpretation as predicted by the QR model of
rebracketing does occur. (ne of these forms is misreattach and other verbs
of that form. Pesetsky claims that this can be interpreted with re-
outside misactach. He gives the following example:

(40)

<Bill misattached the antenna once.> Then, after checking the
instruction, he went back and mis-re-attached it!
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According to Pesetsky, this sentence is marginally allowable with the

obviously intended interpretation that misreattached means 'misattached for

a second time.' However Pesetsky also notes that many speakers do not
share this intuition. I fall into the latter category.

His other example comes from Spanish. According to Pesetsky, there are
dialects of Spanish where esferoidita 'sphere+sort-of+diminutive' is
ambiguous between its straightforward reading of 'a little spheroid' and
the QR reanalyzed reading of 'almost (sort of) a little sphere'. The
analogous thing can also happen with esferitoide, whose most natural
interpretation is 'almost (sort of) a little sphere' and reanalyzed
interpretation is 'a little spheroid'. Nevertheless, Pesetsky notes that
these reanalyzed interpretations are at best marginal.

So in evidence against the String Vacuousness Condition we have a couple
of quite marginal examples, and in evidence for it we have some fairly
clear cases which do not allow reordering in interpretation. Needless to
say, then, the evidence is strongly in favor of having such a candition.
Yet this Condition is by no means unproblematic since in order for it to
make any useful claim whatsoever about the putative morphological mapping
between S-structure and LF it necessitates the assumption, otherwise
unmotivated I believe, that linear order, as opposed merely to scopal
(i.e., c-command) relations, is relevant for LF representationa. To see

why this is so imagine rather that LF representations, as is usually



assumed, care only about c-command and not about linear ordering. Then the

representation of ungrammaticality and *nationalhood will be as follows,

where, linear order is irrelevant:

(41)
A N
/\ /\
/\ /\
al; N ity, A
// \\ // \\
hood N un A
// \\ // \\
ey nation ey grammatical

In these representations there is no apparent difference between

*natioalhood and ungrammaticality. That is, there is no sense in which

=ity is 'adjacent' to grammatical in a way in which -al 18 not 'adjacent!'
to nation. Of course, there is a difference, and that is that In the
ungrammatical case we are dealing with two suffixes, and in the grammatical
case we are dealing with a suffix and a prefix. But these facts, which are
based an linear ordering, should in principle be irrelevant at LF. This is
not to say that a mapping principle could not be found; same modified
version of the Mapping Principle which I will be proposing (section 1.2.2.)
could be reinterpreted as characteristic of the mapping from S-structure to
LF rather than of the mapping from S-structure to PF as I shall suggest.
But it is also clear that Pesetsky's String Vacuousness Restriction fails
unless we make otherwise unwarranted stipulations abcut LF; note again that
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it is never necessary to assume that syntactic QR is restricted by linear

ordering.

There is one other class of cases which Pesetsky argues his analysis can
handle and those are cases where idiosyncratic interpretation is involved.
M example is the word ! avity which can refer to the state of being rare or
to a particular kind of object which is rare. The contrast is brought out

by the following examples (modeled on Pesetsky's):

(42) -
a. We were shocked by the rarity of these books.
b. A first edition of The Canterbury Tales is a rarity.

In the second sentence, rarity has the idiosyncratic interpretation. Now,
Pesetsky notes that un- cannot prefix to the idiosyncratic word rarity. So
there is no counterpart to (42b):

(43)
a. We were shocked by the unrarity of these books.

b. *A first edition of The Canterbury Tales is an unrarity.

In the @asé that QR does not leave traces the analysis is straightforward
if we make the quite reasonable assumption that the idiosyncratic
interpretation is only available when the items which are to be
idiosyncratically interpreted are sisters, thus forming a constituent at
the relevant level of interpretation. This characteristic of idioms has
been noticed elsewhere insofar as idiosyncratically interpreted forms tend
to act like frozen expressions, resisting passivization and wh-movement.

In any event, given this assumption, along with the assumption that



morphological QR does not leave a trace, the LF representation of unrarity

must be:
(44)
N
/ \
/
A 1
/\
\
un rare

In this. case, then, -ity and rare are not sisters, do not form a

constituent, and are therefore not interpretable idiosyncratically.

The trace analysis 1s somewhat more problematic since it would yield an
LF structure like the following:

(45)

But ane may well ask why the trace cannot stand in for the raised affix in
interpretation; that is, why rare + e cannot be interpreted as if the -ity
were still there for the purposes of the semantics. As Pesetsky suggests,
this 18 a troubling. though perhaps not shocking problem. He notes for
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instance that there are cases of syntac ic movement which preclude
idiomatic intepretation for instance Heavy NP Shift:

;?6'?7John gave Bill e yesterday the answer.

b. *Jon gave Bill e yesterday the finger.

On the other hand, there are also cases of syntactic movement which allow
for idiomatic interpretation. So, with sentence idioms such as 'The shit
hit the fan' or 'The cat 1s out of the bag' it is perfectly possible to
raise the subject of the idiomatic sentence:

(47)
a. The shit seems e to have hit the fan.
b. The cat seems e to be out of the bag.

(48)
a. The shit was believed e to have hit the fan.

b. The cat was bzlieved e to be out of the bags.

I have no trouble interpreting these sentences idiomatically, and that
suggests that traces may, in same cases, be interpreted in place of
idiomatic antecedents. So the issue 1is not at all clear, and there may be
a genuine problem for the analysis of morphological QR with traces which

Pesetsky presents (see my own account, section 1.3.1.2.)

Pesetsky also analyses the behavior of thematic role assignment in

8. Noam Chomsky has suggested to me that the contrast between (46) and
(47-48) might have to do with the difference between internal argumerits and
external arguments. We will not pursue this question here.
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deverbal forms. I shall not discuss his examples here, but rather return
to the problem of deverbal morphology in Chapter II, where I present my own

analysis of the data.

1.1.11 A Summary So Far

I have traced the history of the Bracketing Paradox problem from the
time when such forms were first noticed in the literature to the present.
Various. analyses have been presented and many of them have proved
unsatisfactory for various reasons. Pesetsky's analysis, which in many
ways 1s closest to the one I wish to propose, is quite problematic since 1t
turns out to be hard to find a motivated constraint for the putative
application of QR to morphological forms. I should note that I am not
claiming and neither am I convinced that genuine QR does not apply to
affixes in some cases, especlally affixes, such as the -er comparative,
which may well be quantifiers after all (see Section 1.3.1.1. for a
discussion of this point.) However, I would claim that it is simply wrong
to characterize Bracketing Paradoxes as a product of the mapping from
S-structure to LF. I therefore turn now to my own analysis, and the
arguments in support of it. But first some background an the model of
grammar I shall be assuming.
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1.2 The Mapping from Syntax to PF.

1.2.1 Background: The model of grammar.

The general model of grammar which I shall be assuming is as outlined in
Chamsky (1981), developed in subsequent work within the Government and
Binding. framework and diagrammed in (49) below:

(49)
D-su'llxcwre

f———

S-structure
/\
/ \
/ \

v "
PF LF

The model consists of two syntactic levels, D-structure and S-structure.
D{eep)-structure, which is intended to be a pure representation of the
thematic structure of lexical items in that all and only the arguments
required by a particular item are present at that level. In particular,
expletives such as it and there will be absent from D-structure
representation. The mapping between D-structure and S(hallow)-structure is

implemented by the general rule Move-alpha (or more generally



" Affect-alpha", Lasnik and Saito (1984)), which can "move anything
anywhere", and which is itself restricted in its applications by general
conventians such as the Projection Principle, Bounding Theory, Case Theory,
Binding Theory, and so on, which elther govern the rule's application or
else apply to its output. I assume familiarity with these principles and

will therefore abstain from a description of them.

From S-structure, there 1s a mapping to both of the so-called
interpretive components, L(ogical) F(orm) and P(honetic) F(orm). It is
generally assumed that the logical interpretation, along with the interface
to the semantics resides at LF, whereas in the PF compment lies the
phonological part of the grammar, though what exactly counts as
"phonological" has rarely been clearly stated. The mapping to LF, called
Quantifier Raising, or QR was first studied in detail by May (1977) and has
received a substantial amount of attention since that time. The
corresponding mapping from S-structure to PF has received far less
attention than it deserves; it is my intention here to take a shot at the

problem.

(ne may well ask if there is anything missing from the diagram above.
In particular, where is the component of the grammar which has generally
tven called the lexicon? Perhaps the most explicit and camprehensible
model of grammar, within the GB-framework, which attempts to give a precise
location of the lexicon with respect to the other companents is that
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developed in Pranka (1983). One of the great insights, I feel, of this
work was the realization that the process that had traditionally been
termed "lexical insertion" was in fact the conflation of two separate
processes which should be viewed as residing in two separate components of
the grammar. The first of these processes Pranka called "categorial
construction" (CC); this takes place at D-structure and consists in the
"projection of the lexicon of the categorial information catained in the
lexical items that constitute a sentence" (Pranka, p. 15). In her model,
this information consists of nothing more than feature bundles. In many
current views of grammar, following Stowell (1981), there has been a sharp
turn away from the use of phrase structure rules, a strang preference
rather being shown for deriving phrase structure entirely from the lexical
properties of particular lexical items. Thus in a sentence like 'Jomn
hates rutabagas' there is no need to have a rule that rewrites a VPas a V
followed by an NP since we need in any event to specify that hate is a verb
which takes one internal argument, the 'hatee.' Other constraints on
phrase structure can be seen to fall out from principles of
Case-assignment, theta-assignment, and so on (see, Stowell, 1981; Koopman,
1984; Travis, 1984; Sproat, 1985a). Pranka's CC therefore is simply the
projection at D-structure of the properties of lexical items.

The other half of lexical insertion is what Pranka terms Phonological

Insertion or PI. This occurs, somewhat unsurprisingly, at PF, and consists
in the insertion into the structure for a derived sentence of the



phonological material assoclated with particular lexical items. Pranka
does assume that there is a separate (Stratum-Ordered) morphological
component and that the relatianship between the material inserted by CC and
that inserted by PI is governed by the workings of the morphology. Her
model is diagrammed below:

(50)

list of lexical entries -+--CC---> d-structure

move-alpha

word formation component
level 1 s-structure

levq.-l 2

levgl n
1

N -PI---> PF LF

LEXTCON

Pranka also assumes an operation, much in the spirit of Marantz (1981,
1984) which allows syntactic operations to merge feature bundles originally
inserted by CC into D-structure; this operation takes place between
D-structure and S-structure. Thus feature bundles at S-structure may
contain more information than those at D-structure, accownting for the fact
that in many languages single words may contain elements which ome would
want to argue are syntactically separate at D-structure. At PF, PI maps
the appropriate phonological forms to the feature bundles present at
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S-structure. The lexican, then, is the machine which generates
phonolegical forms which will meet up with their syntacticaly derived
counterparts at PF. This idea is similar to one developed by Marantz (1981)
which suggests that lexical insertion occurs at every level and that
whenever affixation occurs by some syntactic operation of merger, the
lexicon is called upon to provide an appropriate form to be inserted into

syntactic structure.

There are a couple of conceptial problems with Pranka's model to which
we now turn. First of all, it is not clear what she views as being the
relevant list of "lexical entries". 1Is it just morphemes, or might it
contain fully formed morphologically complex words? The former conception
is surely wrong simply because many morphemes simply do not have the right
properties to be inserted into D-structure. For example, if # take a
derived nominal such as destruction what we want to say is that what
"projects from the lexicon" is the nominal properties of the word, plus
whatever properties it has inherited by being derived from destroy. But

there is no sense in which the two lexical items destroy and -ion project

independently of one another; I hope to clarify the problem of pr'o,jection
in the next chapter. So what we want to say is that morphologically
complex words can project their feature bundles. But if this is the case,
it is not obvious what the function of the Stratum-ordered morphology is in
this model. If morphologically complex words are in principle available
for CC, then why do we need a machine to generate such words? In the
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normal canception of Lexical Morphology (c.f., Kiparsky, 1983%a; Mohanan,
1983), the Stratum-ordered lexicon is the very machine which derives the
morpho-phonological and morpho-syntactic properties of words. Yet some of
those properties must already be present before we enter the "lexicon,"
according to Pranka's model. Perhaps, then, what she intends is that the
Stratum-ordered machinery is only present for purposes of generating the
phanological form of words--i.e., that it essentially determineuy the
phanolcgical well-formedness of the words to be inserted by PI. If so, it
is hard to see why this isn't merely a part of the PF companent, rather
than being a separate component of the grammar; after all, if the PF
component is an interpretive component which concerns itself with the
well-formedness of phonological expressions then we ought to expect
principies which determine such well-formedness to apply at that level.
S0, I shall argue in this thesis (see Chapter 4), the Stratum-ordered
phonology, insofar as it is correct, does nothing more or less than

determine phanological well-formedness at FF.

The other problem with Pranka's model has to do with some recent work by
Mark Baker (1985a) having to do with a principle he terms "The Mirror
Principle". Baker notes that languages which have complex morphology
marking syntactic operations exhibit in that morphological merking the same
order as ane would argue the correspading syntactic operatioms occur in.

For example, lake the following examples from Quechua (due to Muysken
(1981)):



(51)
a) Maga-naku- ya- chi- n
beat-recip-dur-cause-3s

'He is causing 'l:l'nam:l to beat each otheri.'

b) Maga-chi- naku- rka-n

beat-cause-recip-pl- 3s

"lflrn-:q,r1 let someone 3 beat each otheri.'

Baker observes that the difference in morphological structure in these two
examples is also Indicative of a difference in syntactic structure. In the
first example the reciprocal affix is internal morphologically to the
causative affix. Now, the interpretation, namely that the causee 18
identical in reference to the reciprocal, the object of 'beat', is
consistent with a (D-structure) syntactic structure where the causee and
the reciprocal are clausemates and where the subject 'he' 1is represented as
the subject of the abstract verb CAUSE, which heads a matrix clause
~mbedding the 'beat' clause underneath it. Causative formation thus
occurs, in effect, after the interpretation of the reciprocal and the
subject of 'beat' as coreferential. In the second sentence, the causative
affix occurs internal to the reciprocal, suggesting that causativization
occurs before the interpretation of the reciprocal and the subject of CAUSE
as coreferential. This hand-in-handness of morphology and syntax, Baker
states as follows:

(52) Mirror Principle
Morphological derivations must directly reflect syntactic
derivations (and vice versa).



He suggests a model of grammar which incorporates this principle by having
a constant interaction between morphology and syntax in the mapping from
D-structure (which, again, is intended to be a pure representation of the
lexical properties of lexical items, and which therefore 1s devoid of the
kinds of morphological intricacies discussed by Baker) to S-structure:
(53)

Underlying Structure root

Process A
(morphology and syntax)

r%tafA

Process B
(morphology and syntax)

ragtmf A+afB
|
|

Surface Structure v
Thus, syntactic operations, along with the morphological operations which
spell them out go hand in hand.

Returning to Pranka's model, it is hard to see how one can derive this
effect (except of course by stipulation) if the morphology is a separate
"black box", operating wholly under its own principles and separate from

the lexicon. That is, if the syntax derives feature bundles which are
| associated with phonological representations at PF, what principle
determines that the phonological representations should preserve the order
in which the feature bundles were built up, given that the lexicon derived



the phonological representation according to its own principles.

So, Baker's findings suggest that there is a very intimate relationship
indeed between syntactic operations and the morphology which spells out
those operations. Also, given the validity of my other criticism of
Pranka's model, we bring into question the status of the lexicon as a
word-building device. (ne of the questions which Pesetsky raised in his
paper (1985) is the status of the component called the lexicon. "Is there
a lexicon?", he asks, and I would like to suggest that the answer 1is no.
That is, there is no lexicon if "lexicon" is taken to be a word-formation
machine, a component of the grammar completely separate from syntax (and
possibly from phonology). What I shall suggest, rather, is that the
lexicon 1s what has come to be termed the "permanent" lexicon; 1.e., a list
of morphemes, and idlosyncratic words, phrases, etc., with their
properties. General principles applying at the various levels of the
grammar such as D-structure, S-structure, PF and LF will determine the
well-formedness of various collocatians of these lexical items. The
subsequent chapters of this thesis will be an Investigation into precisely
what the principles which apply at the various levels, in particular in the
Syntax and the PF companent, might look like.

Notice that I am not claiming that there are no principles of
word-structure; in Chapter 2 I will be investigating the properties or
deverbal nomns, and it will turn out that at least some of the syntactic
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principles which determine well-formedness of such collocations at the X
level will be anly partly similar in their behavior to the behavior of

principles which determine well-formedness of projected (i.e., x“, n>0)
items. If ane insists that, for instance, the set of principles which
applies to collocations which would generally be called lexical in fact
must be termed "the lexicon", I have no particular objection, but notice
that this is only an artificial distinction: special principles presumably
apply to noun phrase structure, yet no ane, I suspect, would be willing to
argue that there is a separate "Noun-Phrase Component" in the grammar. Why
should it be any different for words? Well-formedness for word structure
(as originally suggested, I believe, by Lieber) can be derived in many
cases from principles of categorial seletion, and as I shall also argue,
thematic role assignment and possibly Case assignment (see also Fabb, 1984,
on this last possibility), principles which may operate differently at the
word level, but which are syntactic principles nmetheless. (n the
phanological side, there are principles of lexical stress assignment as
well as principles of phrasal stress assignment. Lexical Phonology, will
consist of phanological rules and principles which apply differently within
phonological words only insofar as phonological words are generally built
up by the affixation of items which phonologically "select" for other
items. Post-lexical phmology will consist of phanological operations
which do not occur under affixation. This will hopefully become clearer in

Coapter 4, where I discuss this topic, but I note here that more or less
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the same suggestion has actually already been made within Lexical
Phonology, by Mohanan (198) insofar as he suggests that in many cases the
same rule may apply both lexically and postlexically, the differing
application resulting from the properties of the lexican in the former case
and the lack of those properties in the latter.

I shall suggest, then, that all words (whether they be "derived
pre-syntactically") or built up by the operation of syntax, a la Baker,
have a representation at a level of syntax. Derived words, such as derived
nominals in Fhglish, for instance, will be represented as bracketings of
morphemes at D-structure and will be left unaffected in the mapping from
D-structure to S-structure. Their well-formedness or ill-formedness will
be determined by syntactic principles such as categorial selection, theta
role assignment, and so forth. Syntactically determined morphology will be
derived via syntactic affixation (following, of course, the Mirror
Principle). I will have very little to say about this kind of morphology

henoeforthg. The syntactic structures will then be mapped mto
phanological representations, which will themselves be subject to rules and
principles of the phonology. To take a simple example, the word
grammaticality will have two syntactically represented morphemes, which we

shall represent as GRAMATICAL ard ITY. GRAMMATICAL is an adjective, and

9. Note that syntactic morphology of this kind may well involve Bracketing
Paradoxes. For such a case from Georgian, see Marantz (1984b).
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we shall notate this by subscripting it with A, as per normal usage. ITY
is an affix which subcategorizes for adjectives and forms nouns (we will
state the affixation requirements of ITY more fully below). This we
abbreviate with the subscript <A,N>; in general, in such a pair <A,B>, will
be the property of a morpheme which selects for another morpheme of class
A, and produces ane of class B. This notation is really just a variant of

the notatimn suggested in Lieber (1980). The syntactic representation for

the word grammaticality, then, will be as below:

(54)

[ CRAI‘N#I‘ICALA ITY(A,N>]N

This, I would claim, is the bracketing for this word at both D-structure
and S-structure, and presumably also LF. It is obviously well-formed
according to the principles of categorial selection. In addition, its
semantic interpretation will be derived from the particular semantic
entries for the two affixes, and the general principles of compositional
semantics: ne important thing to note about this structure, and to bear
in mind during the rest of the discussion in this chapter is that there is
no linear ordering implied in the diagram above. In fact, I claim that
linear ordering is irrelevant, though not necessarily nan-existent for
syntactic structure, at least that of words, (see also Marantz, 1984c). The
relative order of morphemes, we may assume, is due to the phonological
properties of those morphemes, such as the property of being a prefix, or a

suffix, and so forth. Therefore, in no case should linear ordering in a



particular syntactic representation be construed as being impo:‘tant10.

At PF the phonological information about the word is represented. So,
the fact that -ity is a suffix, and that it éttaches to latinate stems, the
fact that grammatical is a stem/word which is latinate, and so forth are
all represented here. So, the phonological representation for (54) will
be:

(55) [[gramtikal][datinate]itﬂ

The question which now arises is: What governs the mapping between the

two levels? I turn now to this questiom.

1.2.2 The Condition on Mapping Between

S-structure and PF

Marantz (1984c) has suggested that there is an adjacency relation on
mapping between morphological structure and phonological structure. His
statement of the mapping principle is as follows:

(56) %a Principle
I jKJi is sister to [B] in morphological structure then [A]
must concatenate with [B] in phanological structure:

1. left/right concatenation: last member of [A] adjoins to

10. I skirt the issue of whether some linear ordering, e.g. phrasal
ordering, is relevant at S-structure, as argued by Travis (1984), Koopman
(1984), and Goodall (1984). It will make no difference to my analysis
either way.
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first member of [B] (left concatenation) or first member of
adjoins last member of [B] (right concatenation). A "member"
could be the whole unit, the left/right-most constituent, or
anything in between in size.

2. nonlinear concatenation (e.g., Arabic verbs)

The basic idea, then, is that if A and B are sisters in morphological
(i.e., syntactic) structure, they are adjoined or adjacent in phonological
structure. That this is the right kind of principle will become abundantly

clear in the discussion below.

Howver, although this 13 certainly the right idea, there is a technical
problem with Marantz's statement of the Mapping Principle, at least if the
above is to be taken literally as a formal definition of the Principle.

Take the standard example ungrammaticality, which Marantz's Principle is

intended to cover. We want the Mapping Principle to explain why a

syntactic representation like [[un grammatical] ity] can be represented at

PF as [un [grammatical ity]]. There is no problem with -ity: since that is

a sister to ungrammatical at S-structure, it can adjoin to the last member

of that collocation, which is precisely what it does, since it affixes to
grammatical. However, un- would appear to violate Marantz's condition: it
is a sister to grammatical at S-structure, hence it should adjoin to

grammatical at PF. But 1t does not; it adjoins to grammaticality, which is

thé cantainer of grammatical, a relation which technically ought to
preclude this fram being a proper adjunction for this particular
S-structure representation; that is, the left/rightmost member of a

}
i
|



morpheme can be as large as the morpheme itself, but not larger. I shall
remedy this situation in the definitimn of the Mapping Principle to be

given here11 .

First of all, however, let us define some basic notions which will be
useful in giving the formal definition of the Mapping Principle. We can
imagine a lexical entry to be a two-place vector, the first entry of which
is the syntactic representation of the entry, and the second of which is
the phonological representation. We will adopt the canvention of naming
such a vector by a primed upper-case spelling of the normal phonological or
orthographic representation of the morpheme, and the syntactic entry by the
corresponding unprimed upper-case spelling. For example, the folleowing are
lexical entries of English:

(57)
a. GRAMMATICAL'= GRAWIRI‘ICALA, gramatikal>
b. UN'= <N An->

<A,0>?
C. ITY'= dTY(A,N)' "1ty>

(The notation <4,0> on UN merely means that that morpheme affixes to an
adjective and that it does not change the category of the item to which it
attaches. In Lieber's (1980) theory, this would be stated by saying that
UN' does not have a category of its own.) We also define the following

11. This deficiency, as pointed out to me by Marantz, 1s not characteristic
of the approach taken in Marantz (1984a), where concatenation and
adjunction are separate processes (see Marantz, 1984a, pp. 286-9).



useful relations and predicates:

(58)

a. S(M):def the syntactic entry for M.

b. P(H)=def the phonological entry for M.

c. sis( A B), a predicate which applies in the
syntactic representation and which is true iff A and
B are sisters

d. suf( A), a predicate which applies at PF and which is
true of A iff A is a suffix.

e. pre( A), a predicate which applies at PF and which is
true of A iff A is a prefix.

We will now introduce the operator *, which can be read "is adjacent to,"

and which applies to pairs of phonological representations, and produces a
third phonological representation which is the result of adjoining the two
original representations according to the principles of autosegmental

phonology in the case of affixation, or simply concatenation in the case of

sisters which do not actually affix to each other12. This operator 1is

commutative so that A*B=B*A. It is not associative, so that ( &B)*C is not

generally equal to A*(B¥C).

However, it will generally be the case, in concatenative morphology
(though not in non-concatenative morphology, which is why we need ¥), that

12. Thus * (and also “) are deliberately ambiguous between operators, which
is what they are mathematically, and predicates which is what they are
interpreted as linguistically. For the purposes of this word it will
suffice to interpret an assertion such as (a*b) as being a shorthand for
the following: This phonological representation is such that a i1s adjacent
to b.



either A or B is specified as a suffix or a prefix so that they adjoin in a
particular order. We therefore introduce “, an ordered (non-commutative)
operator defined as follows:
(59) Definition of “ for Affixation:

(If) suf(B), then A*B=A"B¢B"A;

(ii) pre(B), then A*B=B"A:+A"B.
In fact, it will more generally be the case that ordering is specified for
syntactic reasmns too; e.g. the language may be head-final or
head-initial, thus ordering the constituents at PF; in this case we would
introduce “ to replace #. Although * is not commutative, it is
associative, unlike ¥, in that if (A"B)“C counts as a phanological

representation for some X, then so do A*(B*C) and ( A"B*C).

We now define the relation PH which relates syntactic representations to
phonological representations as follows:
(60) The Mapping Principle.

(i) If B is a morpheme, then PH(S(B))=P(B).
(11) If sis(A B) then PH(A B)=(PH( A)*PH(B))"°.

This i1s more or less equivalent to Mearantz's principle of adjacency, but as

13. In Ehglish this says the following: (i) if B is a morpheme then the
phanological mapping of the syntactic representation of B is just its
phonological entry, i.e. PH(B)); (i1) if A and B are sisters, then PH A)
and PH(B) are adjacent; 1.e., the phonological representation of [AB] is
such that PH( A) and P B) are adjacent.



we shall see, it does not suffer from the teclmical problem discussed

above.

To see how this all works, consider the simple case of the word

grammaticality. The necessary stipulations are listed below:

(61)

a.) GRAMMATICAL' = GRAMMATICAL A? gramatikal>
b.) ITY'=<ITY oy Sty

c.) suf(ity)

As we héve seen, the syntactic representation of the word is [GRAMMATICAL

ITY]. Now, given the mapping principle, this will convert as follows:
Since sis(GRAMATICAL ITY),

PH(GRAMMATICAL ITY)=( PH(GRAMATICAL)*FK ITY))=(gramatikal*ity) and since
suf(ity), this is equivalent to (gramatikal®ity), which is the result we

want of course.

At this juncture, it will be informative to discuss how suppletion fits
into this model. How do we represent the fact that went stands in for GO
and PAST, which would normally be expressed in the PF component as two
morphemes, but for the fact that go is irregular? I suggest that this is a
fact about PF, and that there is, in such a case, a conversion rule which
maps phanological adjunctions onto single phonological morphemes. So, for
instance, in English there is an entry for went as follows:

(62)
went=go“ed
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I assume that this rule is subject to the Elsewhere Condition (Kiparsky,
1983a) in the sense that whenever such a rule exists, it will supersede the

more general output of the cacatenaticn of two morphemes.

There also is a kind of inverse of suppletion, which is common in
morpholcgical systems and which we shall term "antisuppletion." This is
where two or more phonological morphemes represent a single syntactic
morpheme. M example from English would be the word produce, where the PF

representation consists in the concatenation of pro- and -duce, and where

we might assume there i1s no internal representation as far as the syntax is
concerned, for the simple reason that the two morphemes of the phoological

representation act merely as phonological formatives, having n> productive

syntactic'? or sementic contribution to the words which they form. So
PRODUCE' will have an entry as follows:
(63) PRODUCE'=<PRODUCE, (pro, duk)>

The following statements about the phmological norphemes will be
necessary:

(64) pre(pro), suf(duk)

With all of this preliminary material out of the way, then, we turn to a

14. Though ane could argue that since Xduce forms are invariably verbs,
then —duce must have a syntactic representation and percolate its V feature
to the word that dominates it.




discussion of Bracketing Paradoxes.

1.2.3 Simple Cases of Bracketing Paradoxes.

Let us now turn to an example like ungrammaticality. We list the

necessary facts below, some of which are already familiar:

(65)

a. UN'=<UN<A O),/\n>

b. GRAMATICAL'= GRAMATICAL It gramatikal>
c. IT‘1'=<[TY<A' o 1ty

d. pre(/in)

e. suf(ity)

It will turn out that there are somewhat mcre stringent réquirements o the
affixation of ITY' than suggested here, but the definition above will serve
the purpose for this discussion. As we have seen, the syntactic
requirements dictate the foliowing syntactic bracketing for
ungrammaticality

(66) [[UN

GRAMMATICAL ITY

<4, O> A]A <4, N>}N

Now, the question which arises is whether [/Mn]gramatikality]] is an

acceptable phanological bracketing for ungrammaticality; it will turn out

from the definitimn of the mapping relation given in the last section that

it is, It 1is easy to prove this:

Since sis(UN GRAMMATICAL),
PH(UN GRAMMATICAL)=( PH(GRAMMATICAL)*PH(UN) )=(gramatikal*\n). Since
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pre(in), this is convertible to (An“gramatikal). Now, since sis([UN
GRAMATICAL] ITY), PH([UN GRAMATICAL] ITY])=(PH[UN GRAMMATICAL]*PH ITY)).
But this is just ((An“gramatikal)*ity) which is convertible to
((in“gramatikal)“®ity). But since “ is assoclative, this is equivalent to
(An*(gramatikal®ity)), which is the desired bracketing.

So, we have shown that the desired rebracketing in the PF component is
permissible, given the Mapping Principle introduced in the last section.
But what forces this rebracketing to occur in the first place? The answer,
of course, as already discussed in previous sections, is that phmological
prinziples applying in the PF component decide which of the permissible
bracketings is the correct one In this case, the fact that, say, ity is a
Stratum I suffix whereas /in is a Stratum II prefix will force the
bracketing [fin [gramatikal ity].

It is fairly obvious that any of the bracketing paradoxes introduced in
the literature such as Pesetsky's (1979) original examples from Russian,
and other examples such as unhappier can be handled analogously to

ugramnaticality. Just to give another couple of simple examples, consider

first of all the Ehglish verb forwent, past tense of forgo. Now, it seems
that we want to say that the syntactic bracketing is [[FOR GO] PAST], for

the simple reason that forgo is a verb in its own right, and in particular
does not have a meaning which 1s compositionally derivable from for and
go. PAST, we may assume, is attached outside at S-structure as a result of



attaching INFL to the outside of V. However, we want to say that the
phonological consituency is [for went] for the obvious reason that went is
a single phanological constituent, suppleting for GO and PAST. That this
mapping is allowed is clear, since [[FOR GO] PAST] will convert into

((for*go)*ed), which is equivalent to (for“(go®ed)), and given the
suppletion given in (62) in the last section, this will convert to

(for*went).

Note also that this Mapping Principle will «llow rebracketing of
structures with arbitrary depths of embedding. Take the example
ungrammaticalification (discussed also in Sproat (1985b)) which is

admittedly contrived, but which I believe is interpretable. The word is in
fact ambiguous between "the action of doing the reverse of making
grammatical," which has the bracketing [[UN [GRAMMATICAL IFY]] ATION],

where un- here is the reversative verbal prefix, and "the action of making
not grammatical", which would have the structure [[[UN GRAMMATICAL] IFY]

ATION], with the un- being the adjectival negative prefix. Now, in both
cases the PF bracketing must be [An [[gramatikal] ifi:k] a:tifln], since Ain-

is Class II, and all of the suffixes are Class I. But this result follows
from the Mapping Principle; take for instance the case where UN is the
adjectival prefix, since this involves the greatest amount of
rebracketing. This will map to (((An“gramatikal)*ifi:k)“a:tifin), which,
given that ® 1s assoclative, can rebracket--and, indeed, must do so since
in- must be external to the suffixes--to (An*((gramatikal)*ifi:k)%a:tifn).
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So, we see how ths Mapping Pr.iciple developed here can handle arbitrarily

deep rebracketings, something which is apparently necessary.

1.3 Handling Bracketing Paradoxes.

We now turn from these rather trivial examples to an examination of
harder cases, some of which have appeared in the literature already and
have been reviewed above. First of all, we examine two points raised by
Pesetsky (1985).

1.3.1 Handling Pesetsky's data

The two facts I wish to discuss here are the behavior of idioms with
respect to rebracketing and the non-existence of reordering in reanalysis.
We examine the second point first,

1.3.1.1 No reordering in analysis

Let us conaider again the example *nationalhood, which we pointed out

above, would be allowed to have the following LF structure under Pesetsky's
analysis, assuming that there is no "String Vacuousness Condition":



(67)

N
/\

nation ey

Now, under the analysis of word-structure presented here, this "LF"

represehtatim for *natimalhood would have to be the S-structure

representation for this word. That is, since the syntactic
subcategorizatian requirements of the affixes must be met in the syntax,
the only way for this group of morphemes to correctly bracket is as
follows:

(68) [[nation,, hood al

N N, N>]N N, A>]A

Now, it is fairly clear that this could not map to [[nation al] hod] at PF

since the Mapping Principle would yield ((natiAn*hdd)“al), and since “* is
not commutative there 1s no way to reorder these affixes to get the other
bracketing. Of course, the bracketing that is actually yilelded by the
Mapping Principle would be ruled out since -al is Class I and -hood is
Class II, or in Fabb's (1984) terms, -al affixes to [+latinate] stems,
whereas -hood produces only [-latinate] stems.

What about the reputedly good cases of reordering that Pesetsky
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rlscusses such as the misreanalyze case from English and the esferoidita

example fram Spanish? Obviously my analysis cannot handle these and
insofar as these are quite marginal (I can at least say that with certainty
with regard to the Ehglish examples), this is probably all for the better.
Nevertheless, as I suggested in the previous discussion of Pesetsky's
analysis, I have no evidence that QR or some similar mapping never applies
to affixes. Rather, I suggest that if it does, it has nothing whatever to
do with the large class of examples called Bracketing Paradoxes. It is
mteresfing too that in such cases, at least some of the affixes involved
might actually be quantifiers, hence making it plausible that something
like QR might be involved after all; so mis- is a negative prefix, and
hence has some of the semantic properties of a quantifier, and re- means
roughly "again", which is also arguably quantificational in nature. As
possible evidence of these assertions, I offer the following examples,
using the syntactically separate words incorrectly and again:

(69)
a. Duane Gish incorrectly analyzed the transition from reptiles

to mammals; he completely ignored the existence of
Diarthrognathus. After so doing, Gish incorrectly
analyzed the reptile/memmal transition again.

b. Duane Gish analyzed the reptile/memmal transition again.
But as it happens, he incorrectly analyzed the
reptile/mamme] transiticn again; he failed to note the
exlstence of Diarthrognathus.

In the first case the meaning of the boldface sentence is that Gish
misanalyzed the relevant data for a second time. In the second example,
which has the same linear ordering as the first, the meaning is that he



incorrectly reanalyzed the data. It may be, of course, that the difference
in meaning here is ascribable to a difference in syntactic structure, in
which case the examples are irrelevant for arguing for the quantifier-hood
of items meaning again and incorrectly. n the other hand, it may be that
the difference lies in differing LF representations, paraphrased as
follows:

(70)

(a) For some E, again(E), where incorrect(E), E an event of
analyzing the reptile/mammal transition.

(b) For.some E, incorrect(E), where again(E), E an event of
analyzing the reptile/mammal transition.

There 1s one other example that has been discussed by Pesetsky and
others and which might arguably involve a quantificatimal affix, and that
is the comparative affix -er which, of course, participates in Bracketing
Paradoxes. It may even be plausible to suggest that it raises. Fabb
(1984: pp. 117-121) even goes so far as to suggest that —er raises to

affix to the entire AP at LF. This is also true of the degree modifier

more. Take, for example, the phrase more destructive of his toys. This,

according to Fabb, must have an S-structure such as

(71)

more destructive of his toys



for the simple reason that the phrase more destructive can be topicalized

out, stranding the complement, thus suggesting that more destructive is a

constituent independently of the complement:
(72) More destructive though Jon is [__of his toys],....

However, this is not the LF representation according to Fabb; rather he

suggests that it is as follows:

(73)

more /\

destructive of his toys.

The reason is that the interpretation of this phrase can be '"he was in a
state of being 'destructive of his toys'; now he is more so." Md as Fabb
observes:

The phrase does not mean that he was in a state of being

destructive, now he is more destructive, and he is more
destructive specifically of his toys.

Be that as it may, the alternative LF bracketing does seem possible, as in:

(74)
Mary 1s far more destructive of her toys than she is of her

clothes.

what this clearly means is that Mary is in a state of being more




destructive with respect to her toys than she 1s with respect to her
clothes. This suggests the opposite LF bracketing from Fabb's example, in
fact, the S-structure bracketing suggested above. Notice that if we were
to say that Fabb's bracketing were right for this example, then following
his reasoning, we would have to say that the sentence means that Mary is in
a state of being destructive of her toys and being destructive of her
clothes, but that she 1s more [destructive of her toys] than [destructive
of her clothes]. Since the LF placement of more would be outside the AP,
then we.are essentially claiming (as Fabb implicitly does for the 'more
destructive of his toys' example) that more is comparing two APs, which
refer to different states of affairs; the state of affairs of being
destructive-of-her-toys and the state of affairs of being
destructive-of-her-clothes. These are essentially Jjust two different
predicates, and we would be thus comparing two utterly different states of
affairs. But this does not appear to be what's going on here, since the
semantics of the construction are clear. To reiterate, the meaning would
appear to be that Mary is more destructive vis-a-vis her toys than she is
vis-a-vis her clothes. So, we have suggested that more need not attach to
AP, though it may do so. What about -er? Fabb suggests that the LF

structure of a phrase 'happier with us' is as follows:
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(75)

] 1
| [}
happy [e] with us er

So the sentence Jolm is happier with us now can mean that Jon was in a
state of being happy-with-us and now he is in a state of being more
happy-with-us. On the other hand, a sentence like Mary is happier with her

toys than she is with her new clothes suggests the opposite bracketing,

with the nraised desree modifier, as argued above. So there does not seem
to be anything to force the LF raising, though it seems as though it may

occur.

Still, although it may not be clear that -er must raise, there is
nevertheless a genuine problem here. What forces degree modifiers such as
—er to occur outside un-? Under the LF analysis of rebracketing, this must
happen otherwise the Interpretation of un-X-er as 'more not X' and not
'not more X' carmot be forced. Under the analysis of Bracketing Paradoxes
presented here, assuming that the possibly real LF raising of degree
modifiers has nothing to do with the rebracketing, then the question comes
down to how we force the syntactic bracketing [[un X] er], and do not allow



the alternative bracketing. I suspect that the answer may have to do with
the syntactic subcategorization requirements of the prefix un- rather than
with any properties of -er. Although we stated above that un- attaches
freely to adjectives, this is nct quite true and there are restrictims.
Aronoff (1976) shows that un- attaches more or less productively to
adjectives ending with certain suffixes (p. 63):

(76)
a. Xen (where en is the marker for past participle)

c.f.: uneaten, unbought, unkilled, unbroken....

b. xving

c.f.: unsatisfying, uninspiring, uninteresting....

c. Xvable

c.f.: unparsable, uncomputable, uninsertable, uinderivable....

d. Xy
c.f.: unworthy, unhappy....
e. Xy
c.f.: unseemly, unsurly....
f. Xal
c.f.: uncanditional, ungrammatical uncomical....
g. Xful:
c.r.: uncareful, unmindful, unsorrowful....
h. Xlike:

c.f.: unwarlike, wn-MIT-1like, undoglike....

Examples exist, to be sure, where vn-X forms where the X is not an

adjective ending with one of the above suffixes: unfit, unkind... But

these seem to be less common; c.f., the oddness of 7unnice, 7ix10dd,

?unsad..., though some of these, such as unsad may have to do with Allen's
(1978) restriction on attaching un- to negative bases, discussed above
(section 1.1.3.). In any event, it seems plausible to suggest that un-X

forms are either listed, as in the case of unfit and unkind, or select for




adjectives headed by particular affixes. This property of head selection
1s, of course, nothing new in morphology (see, also, the discussion of
Guerssel's theory above). many cases abound, one of the more famous ones
being the selection of -ment for verbs formed with the prefix en-:

enjoyment, enrichment, employment, encasement.... If this is the right

analysis of un-, this will force the sytactic representation to have un-
inside -er for the simple reason that un- does not select for -er as ane of
the adjectival heads to which it attaches. The representation for
unhappler will thus be:

(77)

[[UN [HAPP Y 1] ER]
[+un]

1.3.1.2 Idiosyncratically Interpreted Words.

Ve now turn to the discussion of the issue of lexical idicms, a topic
which will also be important in owr answer to some of Kiparsky's examples
of non-rebracketing. Take, again, Pesetsky's example wnrarity, where, as
discussed above, it is impossible to interpret rarity as having the
idiosyncratic interpretation of 'a particular item which is a rare object
of 1ts i{ype.' The reader wi'l recall that this was fairly naturally
accommodated in Pesetsky's analysis with "QR" leaving no traces (and
somewhat less naturally if "QR" does leave a trace) under the assumption
that idiomatic interpretation of a pair of items requires that those items



be sisters--i.e., part of the same constitu:nt. We can carry the same
explanation readily over into our analysis here: that is, the reason that
wmrarity cannot have the idiomatic interpretation is that in order for
rarity to be interpreted idiosyncratically, it will be necessary for the
syntactic intepretation of the word to have the following bracketing:
(78) [UN [RARE ITY]] |

But this structure will obviously be ruled out because of the

subcategorization requirements of UN.

1.3.2 Kiparsky's Examples

We now turn to a discussion of the examples discussed in Kiparsky
(1983¢) for which he notes that rebracketing is impossible. I shall
suggest that in many or all of these cases, the reasmn rebracketing is
impoasible is because the particular lLevel I suffix is simply either not
productive syntactically, or not predictable in its semantic contribution
to the word it is forming. This will mean, then, that words having that
suffix will merely have to be listed, and will thus behave precisely like
lexical idioms (such as rarity) with respect to Bracketing Paradoxes.

We give his examples again here (see section 1.1.9.):

(73)

*umequalize *gsymphany orchestrate
*non-fictionalize *Music Departmental
¥chairpersonify *outboard motorize
*sheet metallic *freak accldental



*witch doctoral *white elephantine

Let us start with the easy examples. First of all, there is nc reason to
suppose that elephantine is anything but a listed form. The fact is that
~-ine is not a productive affix, although it seems to make a fairly
predictable semantic contribution to the word to which it attaches.
(Webster's dictionary lists it as having the meaning of "having the nature
of, like". GSo elephantine means "like an elephant"; similarly adamantine
means "like adamant" (diamond) and crystalline means "like a crystal".)
But it is by no means productive. So, the followlng words do not exist:
(80)

*elementine "like an element"

*miss(1i)line "like a missle"

*prostitutine "like a prostitute"

*nippopotamine "like a hippopotamus"

It seems reasonable, therefore, to suppose that the reasan we do not get

*white elephantine although we do have white elephant and elephantine is

because the swmtactic representation of elephantine must have ELEPHANT and
INE adjacent; such words are therefore much like syntactic idioms in that
they must be listed. Therefore the bracketing of white elephantine would

have to be [WHITE [ELEPHANT INE]], which we would not expect to have any

meaning associated with white elephznt; note that white elephant is itself

an idiom'°.

15. ne interesting point is that phonological reanalysis in general is
impossible when the left member is an idiom. Note the following:
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Notice that what is being claimed is that the non-productivity of
affixes such as -ine will force the llsting of the syntactic representation
of all words in which thcy occur. They thus have the status of syntactic

idioms; notice that kick the bucket and shoot the bull will have to be

listed simply because they are semantically non-compositional. Similarly,
—ine does not predictably attach to nouns, and hence all its formations are
listed. This is in marked contrast to, say, agentive —er (on which see
Chapter 2), with which forms can be productively produced, hence generally
eliminating the need for listing.

A similar point can be made for -ify as in *chairpersonify. This suffix

attaches to nouns and adjectives to meke verbs, but it is not productive.

When it does attach often it has a causative reading, though this is often
vague as in the word personify, where there is wunly a remote relationship

to persan. Other mes are listed below:

(81)

liquefy "make liquid"
dignify "imbue with dignity"
glorify "imbue with glory"

*trigger-happier
*trigger-happiness
*uneasier (1.e, 'more uneasy' where uneasy is not not easy).

This may indicate a stronger requirement for idioms than for other
syntactic compositions, to the effect that the phonological representation
of an idiom must have a bracketing isomorphic to its syntactic
representation. Md if this is correct white elephantine might be out also
because -ine would have to attach phanologically outside white elephant.
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putrefy "became putrid"

Again, however, it is probably the case that forms in -ify are g.nerally
listed as such, since other such forms are lacking:

(82)

*parsonify "make like a parson'

*squalefy "make squalid"

*lucefy "make lucid"

There probably are cases where -ify attaches outside Level II affixes, as

in the somewhat contrived example ungrammaticalification, which I gave in a

previoué section; this is not a prcblem for my analysis, however, as these
may be merely listed with the appropriate syntactic representation. The
point is that we will not get productive rebracketingas--such as
chairpersonify, which we might otherwise expect given the existence of

chairperson and personify.

A similar point can be made for *outboard motorize. -ize is a fairly

common affix, but wiile it is fairly productive with adjectives, forming
causatives, it has wpredictable meanings with nouns. Here is a sample of
the meanings of X-ize nouns in relation to the meaning of the base:

(83)

motorize "provide with a motor"

hospitalize "put in hospital"

lionize "treat as a celebrity" (idiomatic)

crystallize "become a crystal”

winterize "prepare for winter"

It seems reasonable, then, to suppose that such -ize words are listed, and

as such we would not expect rebracketing.
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The same story will hold also of *symphony orchestrate. -ate is not a

productive verb-forming suffix; it is not a predictable fact that, for
instance, orchestrate means 'to arrange for orchestra'. Unequalize is
interesting in that although it is odd, it 1s clearly better than the

alternative with the Stratum I negative prefix in-, *inequalize, and hence

may really be a case of rebracketing after all.

The examples in -al, namely *Music departmental and *freak accidental,

and in *-ic, namely *sheet metallic, seem problematic Insofar as they

contrast with examples (also from Kiparsky) where reanalysis with these

affixes is possible: arch-ducal, vice-presidential, cross-sectional,

root-parasitic, set theoretic(al), lord mayoral, double helical. The

situatio with -al seems especially jroblematic insofar as it seems like a
fairly productive affix, with a fairly predictable meaning of 'pertaining
to':

(84)

presidential = 'pertaining to a president!’

mayoral = 'pertaining to a mayor'

ducal = 'pertaining to a duke'

Scmewhat less clear cases are accidental which does not really mean
'pertaining to an accident', but rather 'by accident' and doctoral, which
means 'pertaining to a doctor' only in the restrictive sense where doctor
is someone with a Ph.D. I+v may be, however, that we will have to say, in
fact, that -al adjectives are listed, despite the apparent productivity of

this affix: this may well be the reasmn why *freak accidental and *witch
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doctoral do not work (but see footnote (14) above). This would mean too
that cases where -al 1s apparently bracketed outside Stratum II affixes
must also be listed. This 1s not as undesirable as it might seem, since
even with particular bases which participate in such Bracketing Paradcxes,
not all Stratum II prefixes or compounding with these bases yields a
well-formed word when affixed with -al:

(85)

a) wind instrumental; but ??brass instrumental

b) cross-sectional; but *6.001 secticnal
c) vice-presidential; but *club presidential

The same point can be made for the cases in -ic, such as root-parasitic.

So while this word is relatively acceptable, it is probably listed

nonetheless; compare ??7dog-parasitic, ??7lung-parasitic...

Note that certain affixes seem to be productive with semantically
definable classes of words. For instance, -ist fairly productively
attaches to words referring to fields of study, producing nouns which refer
to persans who engage in such study (see Marchend, 1969, pp. 308-9; note,
too, that there are problems with allomorphy in some of these examples):
(86)

physics physicist
chemistry chemist
botany botanist
linguistics linguist
phanology phonologist

Md these appear to productively form Bracketing Paradoxes:
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(87)

atomic physics atomic physicist
organic chemistry organic chemist
cryptogamic botany cryptogemic botanist
historical linguistics historical linguist
metrical phonology metrical phonologist

I have suggested, then, that the relevant criterion for whether or not,
say, a Stratum I suffix will syntactically bracket itself outside a Stratum
II prefix, or a compound, is the syntactic productivity or semantic
transparency of that prefix. The fact of the matter is, however, that it
is often difficult to assess the productivity of a particular affix, even
when it is obvicusly found in a large portion of the vocabulary. What does
it mean to say that an affix 1s productive anyway? I attempt to answer
this question in the next section with a study of the affixation
requirements of -ity, an affix which is seemingly productive in many

classes of cases, and which also often occurs in Bracketing Paradoxes.

1.3.3 The Affixation of -ity

We start by examining a class of adjectives where the affixation of -ity
1s completely predictable and regular. This is the class of deverbal
adjectives in -able. A number of these are given below, and I believe that

there 1is no question that the corresponding -ity nouns are grammatical:

(88)

act actable actability
beat beatable beatability
catch catchable catchability
dent dentable dentability
eat eatable eatability
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fry fryable fryability
get gettable gettability

Many more such examples could be given. This suggests that there is a
feature on -able which allows attachment of -ity to any words formed by
that affix. Let us use an arbitrary dlacritic, say [+ity]. A word like

parsability will thus have the following structure:

(89)

According to the feature percolation conventions of Lieber (13980), the
diacritic [+ity] percolates from the affix to the node dominating it. This
is indicated in the diagram. Of course this feature will also percolate
to higher A nodes if there are any and this predicts that un- ought to

freely occur in un-X-able-ity forms:
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(%0)

/
<A,0>

[ ; ]
P +1
un / t{
N
v <V,
i [+{ty]

|
parse able

This 1is correct, I believe:

(91)

unactability, unbeatability, uncatchability, undentability,
wneatability, unfryability, ungettability....

Given this, we might expect to have to say that it is not sufficient for
-1ty to attach to an adjective, but that in order for it to do so

productively, there must also be an inducing diacritic16. What about

affixes other than -able? -Al seems to be productive enough: over an
eighth of the -ity words listed in the version of Webster's dictimary

16. See, again, Guerssel (1985) (and section 1.1.8. above), who makes the
same point about -able and -ity.
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which is on-line aon the TOPS-20 system are based an adjectives ending in
al; this compares fairly favorably with -eble adjectives, which form fully
one third of the -ity words. Here are scme of the al adjectives from that
list:

(®) actuality, animality, bestiality, cardinality, centrality,
eventuality, locality, morality, nationality, principality,

reality, speciality, vitality

Nonetheless, it 1s also clear that many of these words have fairly
idiosyncratic meanings which are not productive of the meaning of the base
adjective plus -ity. So actuality does not primarily refer to 'the state
of being actual,' but rather to a fact, soniething which is actually true;
nationality does not mean 'the state of being national'; speciality is not
'the state of being special'; and principality is not the 'state of being

principal.' Moreover, there are a number of -al adjectives which do not

take -ity:

(93)
*accidentality, *doctorality, *ducality, *neurality...

This suggests, again, that despite the large numbers of -ality nouns, the
suffix -al just does not allow of -ity affixation productively. This,
then, 1s in marked contrast to -able which always allows -ity. So we
probably need to say that -ality words are just listed. What then of cases
like ungrammaticality, which have been the center of debate on Bracketing

Paradoxes? If grammaticality just has to be listed as [GRAMATICAL ITY] in

syntactic structure then why is this particular Bracketing Paradox allowed
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in the first place? The answer might be that ungrammaticality is also

listed, again as [[UN GRAMMATICAL] ITY]. and is not a productive product of

the fact that -ity attaches freely to adjectives ending in a certain
affixes. This may not be as undesirable a conclusion as it at first seems
since naive speakers actually find werds of this form odd, although they do

accept un-X-ability words fairly freely. Nevertheless, it is still

possible that in a subset of the -al adjectives, there is productive
rebracketing going on, at least in the cases, like

grammaticality ungrammaticality, territoriality~extraterrioriality,

metricality“extrametricality, where the -ity has the more or less

productive meaning of 'state of'.

Mjectives ending in -ous are interesting. As discussed in Aonoff

(1976), Xacious and Xocious regularly drop the -ous ending before -ity;

c.f., mordacious™mordacity, precocious~precocity. Xecious adjectives

regularly retain it, spelled as -0s, though this is actually a misleading
generalization since there are but a handful of -eciosigz words (two in the
TOPS-20 an-line Webster's); I suspect that Xecious does not form a natural
class of adjectives. As Aronoff points out, other classes of -ous
adjectives are unpredictable as to whether or not they retain -ous before
=ity ( Aonoff, p. 41):

(94)
nebulous *nebulity nebulosity
credulous credulity *credulosity
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Un- does not seem to freely attach to -ity words derived from Xous
adjectives:

*unperspicacity, *unprosperity, *unaudacity, *unscrupulosity,
*unvivacity.

Many of these cases can probably be fairly well ascribed to the fact that
un- doesn't attach to the base adjective either:

(95)
*unperspicacious, *unaudacious, *unvivacious.

Others, such as unprosperous and unscrupulous are okay, even though their

-ity derivatives are not. I suggest, then that -ity forms of -ous

adjectives are listed.

What we seem to have to say about -ity is that it attaches in the
unmarked case to adjectives, and it forms nouns from “.>em, but it may only
freely do so if they are formed with a suffix, of which we have found
exactly one so far, which "induces" the attachment. Again, this property
of one affix inducing the attachment of another one 1s not wiusual in
morphology; c.f. the strong propensity of -ment to attach to words
prefixed with en-, mentioned above.

1.4 More on the Mapping Principle
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1.4.1 A curious piece of Fhglish morphology.

We now turn to an interesting and informative problem in Ehglish
morphology which turns out to have a fairly natural statement in terms of

the Mapping Principle given here.

Verb-particle forms in Fhglish have inspired a fair amount of debate in
the literature (see Yip 1978; Lindner 1981; Stowell, 1981 for discussics
and anaiyses of various facets of this problem). One thing which generally
seems to be agreed upon is that the syntactic representation of the verb
particle constructions in sentences has the particle appeéring essentially

as a sister to the verb within the verb phrase. For example:

(96)

\'f NP
i

P
} i
gave it up

Suppose that we assume that as In the verb phrase the particle occurs as
sister to the verb in any construction in which the verb could occur by
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itself.

Now, when ane of these verbs is nominalized via "null affixation", it
will follow that the particle would become "frozen" in the sense that no
nominal affixation could occur inside it and on the verb stem itself. That
is, the structure will be something like:

(97) N
/i \
/1N
/0 \
'} <V,IN>
[}

s --"u

i
1
try O out

Nominal affixes, such as the plural, will be sister to the N node, and
hence attach outside and could not attach to the verb stem (although it
might be that they phonologically rebracket and attach to the particle).
This prediction is confirmed by the following:

(98)
try outs *tries out
make ups *makes up
pick ups *picks up
take outs *takes out

What will happen when an affix such as the agentive -er, an affix whose
syntactic and semantic properties I shall be investigating in the next
chapter, attaches to the verb? The syntactic structure for such a form,
gliven the assumption that ER must be sister to V and that the particle will

also be sister to V is as follows:
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(99)

/NI\

Y 1? v ’ N>
! i I
PICK UP ER

This structure has the following properties:
(100)
1. sis(PICK UP)

2. ais(PICK ER)
3. ala(ER UP)

This immediately implies the Jollowing, given the Mapping Principle:
(101) |

1. (pick®er)

2. (pick*up)

3. (er®*up)

This means essentially that all of the morphemes are (nan-tortuitously)
adjacent, which is an impossibllity. Something has to give. Plausibly,
the part that gives is the statement (pick*up), which says that pick and up
are adjacent; this is often observationally false at PF anyway, as in
sentences with particle movement, for instance. We are thus left with:
(1)

1. (pick®er)
2. (up*er)

Now, since -er is a suffix, this converts to:

(103)
1. (pick®er)
2. (up®er)
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But the only PF structure which allows for these conditims to be
simultaneously met is one where -er is essentially "reduplicated" as in

picker-upper. Interestingly enough, such forms are quite productive, as

pointed out by Yip (1978):
(104)
picker upper
putter downer
taker outer
maker upper

Cther forms are possible, such as picker up and pick upper, and these could
be obtained by suppressing either ane of the statements in (1Q@).

This is obviously not the whole story; some forms are markedly worse

with "reduplication": ??looker arounder, ??fucker arounder, *screwer

overer... Presumably some phomologicel constraints do apply to such
forms. But the crucial point is that there is no reason whatsoever to
suppose that there are two gyntactic instances of -er in any of these
forms. The fact that two phonological instances may occur is interesting,

and follows with only a few auxiliary assumptions, from the Mapping

Principle!’.

17. Ken Hale informs me that this kind of morpheme doubling is commm in
languages. See Appendix to this chapter for a discussion of a possibly
related example in Berber.
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1.4.2 Rebracketing of Separate Words

The next class of cases I shall examine are cases where there 1s a
mismatch between the syntactic definition of a word and the lexical
definition. A typical example of this phenomenon involves prepositions in
many languages. The syntactic representation of a Prepositimal Phrase
presumably has a preposition sister to the NP which it governs, 1i.e.:
(10%)

(P NP]
The preposition is a syntactically separate word. (On the other hand, in
many languages for a large class of prepositions, there 13 reason to
believe that the phonological representation has the preposition bracketed
with whatever the first member of the NP is, as a single word:
(106)

([P X] ....]

Pranka (1983) has noted the existence of this phenomenon in several
languages, and calls it "Fusion". ne very clear case of fusion is the
French word du wnich stands for the preposition de followed by the
masculine definite article le. This is in marked contrast to the feminine
definite article la which does not (obviously) fuse with the preposition.
Now, presumably the syntactic structure of the PPs are identical in either

case, namely:
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(107)
[pp DE [p LE ....]]

[PP DE [NP LA ....]]

The Mapping Principle will allow the preposition to concatenate with the
first element of the NP, if we mark the preposition as being a prefix; this
is probably a fairly reasonable analysis insofar as in meny languages,
prepositions also function as prefixes (c.f., Latin, Greek, English...),
and they often behave identically to prefixes in their phmological
behavior, as in the case of Welsh, to be discussed below. In the case of
DE followed by LE, we will have the following suppletive rule:

(108) P(DE' )*P(LE' )---> du

Marantz has also discussed these forms (1984a), which he terms "Surface
Merger" and relates them to the classic cases of RBracketing Paradoxes
(1984c).

In the next subsection, I give a case study of one such system, the
consonant mutating prepositions of Welsh. In the subsequent subsection, 1
discuss how my Mapping Principle might relate to proposals of Lobeck and
Kalsse (1984) for handling similar data in other languages.

1.4.2.1 Consanant Mutatian in Welsh

It is not my intention here to delve into the intricacies of the

phonology of Celtic consonant mutation; for treatments of this, see
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Thomas-Flinders (1541), Sproat (1982), Crill (1985), and somewhat less to
the point Massam (1983), Lieber (1983) among others. I shall point out
that however one treats the phonological changes induced under consonant
mutation, we will need to assume that the phonology is lexical even when it

appears to apply across word boundaries.

The major cansonant alternations of Welsh are listed below:

(109)

Radical Lenition Spirantization Nasalization
p b £ o
t d e qh
k g X gh
b v b m
d ) d n
g (deletes) g 3
m v m m
& 1 3 <
" r " "

Of all the mutations, lenition is by far the commonest. It occurs in

the following environments, among others:

(1) After meny prepositions: e.g., 1 'to', kardid 'Cardiff', 1 gardid
"to Cardiff

(11) After some of the possessive pronowns: e.g. 1 'his', ki 'dog', 1

gi 'his dog'
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(111i) In feminine singular nouns after the definite article and in
adjectives modifying feminine nouns: e.g. sor 'the', gaﬁ 'garden', mawr

'big', or ard vawr 'the big garden.'

(iv) After the great majority of prefixes: e.g., kam- 'mis', deat
'understand', kamdeat 'misunderstand’.

(v) In compounds: kox 'rea', di 'black', kox®1 'brownish'.

Nazalization occurs in the following environments:

(1) After the preposition en 'iIn'; e.g. kardid 'Cardiff! R a_gberdi‘g 'in
Cardiff'.

(11) #fter the possessive ve 'my'; e.g. ki 'dog', ve Q; 'my dog’

(1ii) After prefixes such as an- 'not'; e.g. diolxgar 'thankful’,

aniolxgar ‘'unthankful'
Finally, spirantization occurs:

(1) After some prepositions; e.g. a 'with' ketet 'knife', a xetel 'with
a knife!

(11) After the possessive pranoun 1 'her'; e.g. ki 'dog', 1 xi 'her

dog'.

(1i1) After some prefixes; e.g., tra- 'over', kevn 'back', traxewn
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'again'.

These lists are by no means exhaustive, but they do give a fairly
representative sampling of the environments in which the various mutations

occour.

The question arises, given the wide range of environments listed above,
exactly what compomnent of the phonology the rules occur in. In fact, there
is good reason to believe that the rules are lexical. Note first of all
that théy apply in "classical" lexical environments such as compounding and
prefixation; lenition, which ie particularly prevalent in the lexical
phanology of Welsh, 1s also used to mark feminine gender on adjectives.

Md iInterestingly enough, the so-called syntactic applicatlions of the rules
fall into a very narrow class of cases, namely prepositiocns, and pronominal
clitics, two classes which have been characterized in other languages as
behaving phonologically as affixes. It is significant, for instance, that
in no case in Welsh does a rule of mutation occur, say, between two nouns

which just happen to be contiguous in the syntax.

Furthermore, there is evidence that mutation not only can be lexical,
but in fact must be lexical; that is, it has properties which make it
appear to be as lexical as any other arguably lexical rule. In particular,
mutations are subject to lexical marking in that they are assoclated with
particular prepositions. So Spirantization occurs with a 'with,' but not
with j 'in,' which induces Nasalization or yn, the particle which precedes
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predicate nominals and adjectives, which causes lenition. This is parallel
to the clearly lexical cases of prefixes: so tra- 'over' induces
Spirantization, whereas an- 'not' induces Nasallzation and di- 'not!

induces Lenition.

What then do we need to say about the prepositions and clitics which
induce mutation? We will say that syntactically they behave as separate
words but that phonologically they are marked as affixes. Assuming that
phonological affixes in the unmarked case attach to the adjacent
phanological word, then we will get the result that a preposition such as 1
'to', for instance, will attach to whatever phonological word follows it.
The lexical entry for this preposition will look, in part, as follows:

(110)
I'=< IP’ i>

pre(i).

M NP such as 1 ggrd15 'to Cardiff', will have a synactic representation
as follows:
(1)

I [, CAERDYDD]]

[PP NP
and a phonological representation as follows:

(112)
(1*gardid)
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Similar examples can be drawn from Irish, as discussed by Pranka (1983)
and also Massam (1983). In that language prepositions supplete with
following definite articles, much like du in French. For example, the
sequence le 'with' and an 'the' becames lels an which, althcugh it 1is
written as two words, 1is really a single phonological word. The
interesting thing here, discussed by Pranka, is that this suppletion can

ocaur across sentence boundaries:

(113)

Nfor fhan s{ leis [an mbrog a thdgdill

not wait[+past] she with the shoe to pick-up

'She didn't wait to pick up the shoe.’

In this example, le syntactically governs the entire embedded clause [an

mbrdg a thdgdil]. However, it phonologically fuses with the article of the

object NP of the clause. This kind of behavior 1s expected given that the
mapping from S-structure to PF only specifies that two items, such as le
and an must be or can be adjacent, and in particular does not specify their
PF bracketing. In the PF component, items wnich form completely separate
syntactic words are thus free to form single phchologieal words. This is a
Bracketing Paradox par excellence, going far beyond the domain of what one
would normally think of as morphology. We now turn to a discussian of same
proposals by Lobeck and Kaisse (1984) for handling phenomena similar to the
canes discussed here and in Pranka (1983) and Marantz (1985a,b).
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1.4.2.2 Other "Locality" Phenomena

Lobeck and Kaisse (1984) discuss a number of cases of syntactically
governed phonoclogical phenomena. ne such phenomenan is lenition in the
Paleo-Siberian language Gilyak, the phonological side of which is a rule
which spirantizes a consmant when following a vowel and voices it when
following a nasal. This occurs in enviranments such as the following:
(114)

a. Noun-noun compound
q'os 'neck' __”_N\N
re”xos 'otter neck' N _
b. AMjective-noun

tef 'house! NP
pilarrdef 'big house' PN

C. possessive pranoun-noun

pex 'paint!
fer beX 'our paint' S:)ét::)l EN'\
N
d. direct object-verb
pas”pekzd 'throw away belt! NP’KN
ki”"vekzd 'throw away shoe' N

It fails to occur in the cases such as the following:

(115)

a. subject NP-verb
taqo/pekzd 'the inife disappeared'
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b. NP subject-NP object; NP object-NP object.
ni/taqo/p'sken k'imd
I knife to-brother gave \ NP TV
N

N N
e g

Given the examples above, Lcbeck and Kaisse are able to make the following

generalization:
(116)
Lenition occurs between a and b where b c-commands
a.
In discussing wanna contraction in Ehglish, they.note that c-command
between want and to is a requirement for this substitution to take place:
(117)
a. I vant [to go home]
wanna
b. I [persuaded [the guest [you want]] [to come]]
*wanna

Mk example from Postal and Fullum shows that this condition is not
sufficient, as Lobeck and Kaisse note:
(118)
Idon't [(want [[to flagellate oneself] to become standard

*wama

practice in this monastery]]

In this case, although want does c-command to, it is separated from to by
two S -nodes. Lobeck and Kaisse make the following generalization:
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(119)
Contraction may occur when the host verb governs the minimal S*

containing to.

In fact, since such examples involve infinitives, there is no reason to
suppose that the embedded clauses are S', rather than S. Given this,
another way of stating this generalization, and a way which fits the data
as well as Lobeck and Kalsse's statement is the following:

(120)

Contraction may occur when the host verb is sister to the minimal

S containing to.

In fact, assuming, as 1s generally done, that to is in INFL and INFL is the
head of S, this reduces to: '
(121)

?traction may occur whent the host verb is sister to S headed by

Looking back at the data from Gilyak, a similar generalization can be made:
(122)

Lenition occurs between a and b where b is siater to

X headed by a.

A general condition on these syntactically governed sandhi processes
then might be simply that one of the words whose phonological
representation engages in the process 1s sister to the phrase headed by the
other word. This implies, of course, given the Mapping Principle, that the
first word and the phanological representation of the phrase must be
adjacent. Given that the second word-~the head of the phrase--is initial

in the phrase and therefore adjacent at PF, then the rule can apply; the
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rule is blocked from applying between items which are too far separated by
the constraint that the item within the adjacent phrase must be the head.

1.5 On some cases which might seem to support morphological
R

In this last section I turn to some examples which have been cited in
supportl of a QR model of morphological interpretation such as that outlined
by Pesetsky (1985). In the first subsection I discuss data from Navajo as
analyzed by Speas (1984). In the following subsection I speculate on some

other cases which are similar to Navajo.

1.5.1 Morphological QR in Navajo?

(ne interesting thing about MNavajo verbal morphology is that a good many
verbs consist of a preverb and a verb stem where these two compoments do
not occur separately, and thus are idiosyncratically interpreted as a
single lexical item. (ne such verb is ya+ti' 'talk', where neither ya nor
ti' appears separately. This i1s not odd in itself, but what is odd is that
no matter how idiosyncratic the interpretation of the preverb plus the
verb, the inflectional morphology attaches inside the preverb/verb complex;
for example, yashti' 'I talk', where sh is the first person singular
marker, and /1/, the voice marker, drops out by a regular phonological
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rule. In fact, quite a large number of affixes can occur between the
preverb and the verb. Md the interesting thing about these affixes is
that many of them occur in the opposite order, relative to the verbal stem,
to what is generally found across languages. The surface ordering is as
follows:

(123)
preverb>ITER>DIST>D IRECT-OBJECT>MODE>SUBJECT> VOICE-ELEMENT > stem

Notice in particular that the object occurs outside the subject, which is
conter to the ordering commonly found across languages with double
agreement. (However, voice occurs within the subject and object markers

which is common cross-linguistically.)

There are two problems here, then, namely how to get the preverb and the
stem interpreted together, and how to get the affixes interpreted in the
"right" order. Speas makes the suggestion that this is accomplished via a
QR-mapping to LF. To see how this will work, let us imagine we have the
following (S-structure) representation for a word, where W, X, Y and Z are
all prefixes:

(124)
/\
/\
/1

/
A
W XY Z stem

Speas makes the following claim:
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A common constraint on mapping from one level of representation
to another i1s a "no crossing constraint." Insofar as such a
constraint is empirically motivated in the mapping of syntax to
LF, it is reasmable to expect that the mapping from the
structure to the semantic representation of a word will also
obey a "no crossing costraint." Assuming that dominance
relations are relevant for LF but precedence relations are not,
the prediction of a theory like that of Pesetsky et.al.,
supplemented by a no-crosssing costraint, 1s that surface
poistion of affixes must be either precisely the order needed
for interpretation of scope relations, or the mirror image of
that order, as shown in (21) a and b, respectively. My other
order will violate the no-crossing constraint in mapping from
vord-structure to semantic representation, as shown by (21)c.

(21) [S-structure: RS] [LF: RS]
a) /\
/ I\ AR
!/ /\ /AN
[/ /] /\ /AN
WXYZ stem stem WXV Z
R I
bl i
I L |
L :
b) \ /\
/ /\ //
/[ /\ /[ I\
/ /1 I\ /] I\
stem

r-

— ~
—— [N
;
L=
b ¢
L

el ~

FA——
———— >4
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c) * /\ /\
/ /\ !/ /\
/[ /\ /[ /\
/] 7\ /1] 7\
Z' V{ stem

Actually, it 1s far from obvious that the "No-crossing constraint" in
correct for QR, at least not the real QR that we find with quantifiers.
Take a classic sort of ambiguous example like the following:

(125)
a. Two vomen saw three men.

b. (2 women)(x)[(3 men)(y): x saw y]
c. (3 men)(y)[(2 women)(x): x saw y]
In either case we assume that QR has taken place, but only in the (c)

reading is "No crossing" preserved.

Even granting that "No crossing" is a valid constraint on morphological
"QR", Speas' claim—that Pesetsky's theory predicts that interpretation
must occur either in the surface order or in the reverse of that order--is
false. First of all, what forces affixes to raise? In the cases like

ugramaticality, one can certainly claim that -ity is raised so as to

allow un- to be adjacent to an adjective, but it is not obvious what will
force the raising of the Navajo affixes since they are all verbal affixes,
and are certainly attached to a verb, even at S-structure. Yet if they
need not raise, and supposing that only some of them do, then there is
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nothing to prevent various "scrambled" orders of interpretation from

occuring.

Say, then, that we do have a requirement that such affixes ralse. Then,
contrary to Speas's claim, if linear order is genuinely irrelevant for LF
(as she rightly assumes), then only the reverse order of interpretation is
possible, a result we surely do not want. Let us see why this is so.
Speas claims that the linear order has been imposed in the diagrams above
only ror the purposes of presentation, but the fact is that they are
crucial for allowing the S-structure order of interpretation to be
maintained in the (a) example. It is anly because the string W X Y Z is
drawn on the right of the stem that the mapping works for this example; if
you are unconvinced by this, try to come up with a diagram that represents
this mapping (with W internal to X internal to Y internal to Z at LF) with
the appropriate string of characters written on the left of the stem. The
fact is, that the ordering in these diagrams is crucial, and, if it is to
be claimed that these represent the legal mappings from S-structure to LF,
then it is implied that ordering is relevant for LF too. But if such
diagrams are representative of this mapping, then again, there is nothing
to stop scrambled orders of interpretation. I have provided such an

example in the diagram below:
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(125)

/\ VYA
/ /\ /[ /\
/ ]\ /[ I\ N\
/1] /\ [ 1/ \\
VXY 2 ALY
e 1
| L | |

If, on the other hand, linear ordering is genuinely irrelevant for LF,
and assuming a No-crossing canvention, we can easily see that only the
reverse interpretation is possible, if affixes must raise. So,
interpreting '>' as 'c-commands', and '<' as 'is c-commanded by', then we
can see that if W>XOY>Z at S-structure, then raising all the affixes should
reverse that order to WX <Z.

So, we have seen that Seas' Navajo data do not provide the evidence for
Pesetsky's rule of QR that they might initially seem to. They rather seem
to cause problems for that analysis, since to claim anything interesting,
we seem to have to stipulate a No-crossing convention which may not be
otherwise motivated for the mapping from S-structure to LF, and possibly
also assume that linear ordering is relevant (which, as we have seen, also
leads to complicatis; we have actually already run up against this

problem of linear ordering at LF in the discussion of Pesetsky's String
Vacuousness Condition.)

As a solution to the problem, I propose the following. At S-structure
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the verb and the preverb are represented as sister 3. The affixes are
adjoined to the verb, via syntactic affixation, in the "right" order of
interpretation, so that the whole structure looks like the following:
(127)

[SUBJECT [MODE [DIRECT-OBJECT [DIST [LTER [VOICE [PREVERB STEM]1]]1]]
The Mapping Principle will necessitate that the following hold of PF:

(128)
( subject*( mode*(direct-object*(dist*( iter*( voice*(preverb*stem)))))})

How then do we get the right surface form, with the affixes between the
preverb and the stem, and linearly arranged with the most external affixes
more adjacent to the stem? We seem to need to say that ﬂnt each of the
affixes 1s in fact an infix and that the most external infixes end up more
internal towards the stem; the affixation would be non-concatenative.
Interestingly enough, this is exactly what Seas claims is going on in the
first half of her paper. Se argues for a model of Navajo verb morphology
where the affixes are infixed into phonological insertion frames. M
example of a derivation is given below (= Speas' (17)):
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(129}

hinishghal 'I arrived wriggling'

STEM STRATUM Cl \.I LI' (.: Y C stem conjugation
i [

i
h

ﬁ--_

insert volce element

cCvCc cCcvce
[ | [ |
LI I | /l ] l
h1lghal
STRATUM I no affixation
insert V in env. CC
[}
/i/
CvCcyv CvcC
R O A I
hilgml
STRATUM II insert /ni/ (= perfective mode)
in env. CV_(C)O(V)C#
insert /sh/ (= subj. 1)
in env. __CV(V)C#
cvcve cvce
I VAR
hinishlghal
sh+1+ghal--->shghal
OUTPJT hinishghal

So, both the perfective (= mode) and the subject are infixed into the
stem. In fact, the ordering of infixation given in this example is voice
before mode before subject (the exactly that necessitated by the syntactic
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bracketing given above.) Given this, Navajo verbal morphology can thus be
seen not to support Pesetsky's theory at all, but rather the Mapping
Principle suggested here.

To see this in more detail, cansider the syntactic representation of

hinishghal, which we may take to be as follows:

(130)

[sH [NI [L [H GHAL]]11]
mode subj voice preverb stem

This will canvert to the following, via the Mapping Principle:
(131) (sh*(ni*(1#*(h*ghal)))))

Given that h is a prefix, this will further canvert to:
(132) (sh*(ni*(1*(h*ghal)))))

Now, sh, ni and 1 are specified as infixes as part of their phonological
subcategorization properties. So, we infix these affixes in the order
specified by the output of the Mapping Principle, namely 1 first, followed
by ni, then sh.

First 1 will insert between the preverb and the stem, to yleld the
following:

(133)
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Assuming for the sake of convenience of exposition a Stratum Ordered
phanology as envisioned by Speas, we will pass on to Stratum I, where /i/
will be inserted by phaological rule:

(134)
C

/1
1l gh

5--0
e ——
<
o)

At Stratum II, ni will be inserted as specified by Speas in CV__CVC#:

(135)

S--Q
e
S5--0
b ——
o<
e

Finally, sh will be inserted in __ CVC#:

(136)

We will then apply the rule converting the sequence /sh+l+ghal/ to shghal:

(137)

cv cCVv
P f
ni a

S-—-Q
- —
e

C
P
sh gh
We have thus derived the surface phoological form of this Navajc verb from

the representation derived via the Mapping Principle, which had the reverse
scopal order. Morphological @R 1is thus superfluous.
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Note, too, that the interpretation to # (adjacency) here is a perfectly
coherent one; two objects may be sald to be adjacent for the purposes of
the phonology if the phonology combines tnose two objects via gome process
of affixatim: i.e., either by simple concatenation (via the intermediate
operator “), or by infixation, or by more compiex autosegmental means such

as the non-concatenative morphology of Arabic (McCarthy, 1979).

1.5.2 Other (Cases Like Navajo

Qf course, providing a solution to the Navajo situation along the lines
proposed in the previoous section does not necessarily solve the problem of
parallel constructions in other languages. It is not clear that $eas'
infixation analysis for Navajo could be extended, for instance, to
Georgian, which as discussed by Marantz (1984b), also has verbal forms of
the following structure:

(138) [Preverb [Inflectional-Affixes Verb-stem]]

In Georglan, as in Russian or Navajo, the preverb is idiosyncratically
associated with the verb stem. In fact, the situation in Georgian 13 even
worse than in Navajo, since Georglan has, for example, adjectives which are
derived from verbs where the adjective forming affix occurs between the
preverb, if there is ane, and the verb stem. So, from der- 'write,' which

has no preverb, we have sa-cer-i magida 'writing table,' with the adjective

forming prefix sa- and the suffix -i (data from A'onson, 1982, p. 181). A




verb such as da-lev- 'drink,' which has the preverb da-, has the related
form da-sa-lev-1 'beverage,' whcre the prefix sa- intervenes between da-

and lev-. This would presumably have the following syntactic structure:

(139)

uch a structure, however, would preclude the analysis of such preverb

situations, suggested in Sproat (1984a), whereby the reason that structures

of the form [.Prev|.Inflection-Verb]] are allowed is that preverbs could

attach to any verbal projection of their selected verbal stems; in this

case, DA 1s attaching to an adjective.

The suggestion of Marantz (1984b) is more to the point, namely that in
these situations a Move-alpha relation holds between the morphosyntactic
representation of such forms and their phonological representation. In
particular, the following relation holds:

(140)

Move-alpha
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In our terms, we could even postulate that the Move-alpha relation is
between D-structure and S-structure and that at D-structurethe preverb and

the verb are sisters, and that at S-structure the preverb 1s adjoined to

the highest x° category dominating the verb. For dasalevi this would imply
the following two structures:
(141)
D-structure:
A
/ \
/ \
SV, v
i /N
SA / 0\
v
/ \
/ \
Pl?EV \'f

I

] {
DA LEV
S-structure:

A
/ \
/ \
PREV A

P/ \
DA /N
Vv,V
i/ \
SA / \
v I
/\
/ \
eV ¥
] ]

ti LEV
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Note in particular, that this 1s not a mapping between S-structure and LF.

Be that as it may, it may be thought that in being forced to posit such
an operation of Move-alpha in morphological forms we end up with a weaker
theory of morphology. Perhaps this is so, but it may be that we can get
away with weakening the theory only in selected places. Notice, in fact,
that the parallel situation to the Georgian case exists with respect to the
verb particle constructions in Fhglish: although, say, look and up are
associlated idiosyncratically in the ver'b look up, it is nevertheless the

case that they are separated in many omstrhctims, including constructims

with category-changing morphology:

(142)
a. The book was lookvedv up.

b. The book remained mlookvedA w.

c. The lookvingN up of the book.

(But contrast this with the -er examples discussed above.) It is
presumably no coincidence, too, that preverbs in Georgian, as well as in
many other lenguages, like the particles in Fhglish, are related to
directional prepositions. So, according to Aronson (p. 42), da- can mean

'down,’' whereas another preverb, ga-, means 'out, away.'

It may be then that the Georglan and Ehglish cases represent a natural




class u. phenomena, a case of universally discontinuous morphology. Why
this discontinuity should be characteristic of this particular class of
cases, I do not know, but I hypothesize that such cases of discontinuity,
when found, will be limited in thi: way to a fairly well-defined

morphological class.

1.6 Conclusions and a Prospectus

I have argued in this chapter that word structure is best viewed as
cnsisting of two levels of representation, namely a syntactic level and a
phonological level, and that many of the so-called Morphological Bracketing
Paradoxes should be seen as falling out as a consequence of the mapping

between these two levels of representation.

Having split morphology in this way, it now remains to determine the
nature of the principles which determine well-formedness of word-structure
at the various levels. As I nentlianed earlier, I am not going to be very
cancerned with the status of morphology which interacts heavily with syntax
in the sense of Marantz (1981, 1984a) or Baker (1985c). I shall be looking
rore closely at the kinds of principles whicn de.ermine well-formedness of
more derivational/lexical morphology. As noted in the introduction to the
thesis, in the next Chapter, I shall be looking fairly closely at deverbal
morphology in Ehglish and other languages, with a view especially to
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determining the effects of the nominalizing affixes on the thematic
structure of the base verb. In Chapter 3, I shall be concerned with the
so-called Lexical Integrity Hypothesis and its supposed role in deriving
the haphoric Islandhood of words. In Chapter 4, I turn to a discussion of
the stratum ordering model of phmology. Finally, in Chapter 5, I discuss
the psycholinguistic evidence which bears on worphological theory, and
argue that it is at least as compatible with the approach to morphology

taken here as it is with other approaches.




Appendix

Some Further Consequences of the Mapping Principle.

1_A Further Consequence of the Mathematical Properties of *

and “.

Suppose that we have a syntactic bracketing [[ A B]C]. Suppose further
that A is spelled out phconologically as a prefix--call it a and that C is
spelled out as an unordered affix--e.g. as a CV template as in
Arabic--call it ¢. Also, let b be the phonological spellout of B. Then it
will follow that PH([[ A B]C]) must be ((a“b)*c). In particular, because of
the nc-associativity of #, it will follow directly that this cannot

rebracket to (a“(b*c)).

To give a hypothetical example, suppose that a language has a prefix T,
whose phonological form is t-, which is equivalent to English un- in that
it syntactically attaches only to adjectives and forms adjectives from
them. Suppose further that there i3 a deadjectival nominal which

phonologically involvee providing a CV template of the form CCVC; let us



call this affix X. Finally, suppose that there is an adjective of the form
kan which can be affixed with X to form kkan and with T to form tkan. What

will be the phonological form of the following bracketing?

(1) [Ty gy KAT, Xep oy

Given the specification that t- is a prefix and that CCVC is (clearly) not
crdered with respect to its base, we will derive the following via the
Mapping Principle:

(2) ((t"kan)*CCV()

This will, given the non-assoclativity of #, become:

(3)

tkan

ccvece

That is, CCVC affixes to the whole of tkan. What cannot happen is for CCVC
to associate only with kan, to yield the following as final output:

(4)

tk a
A
CCCVv

Q--3

(We assume in this hypothetical case that such a representation would not
be ruled out on phonotactic grounds.)

Unfortunately, although this prediction is fairly clear, I know of no
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data which directly bear on this point. For one thing, in languages such
as Semitic which do make use of CV-templates heavily, there is not much
relevant prefixal or suffixal morphology to allow one to test out this

cansequence of the theory. This question therefore awaits further data.

2 On Examples of Stratum I Prefixes outside Stratum II suffixes
in Fnglish.

Strauss (1982b) has argued (pp. 40-42) that the Stratum I prefix en-
attaches outside the Stratum II suffix -en in examples like embolden,
enlighten, and so on; the reader is referred to Strauss' discussion for
arguments to the effect that this is in fact what is going on. Apart from
this possible case, examples of Stratum I prefixes outside Stratum II
suffixes do not exactly abound. Part of the reason for this is undoubtedly
that there sre very few Stratum I prefixes which are sufficiently
productive and semantically transparent so as to allow attachment to
basically anything that has the right syntactic and semantic properties;
remember from the discussion in Chapter I that semantic and syntactic
productivity were argued to be crucial in allowing Bracketing Paradoxes to

occur.

(One other example besides Strauss' does exist, however, at least in

slightly earlier forms of English. Those are cases in which the negative
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prefix in- has apparently attached syntactically outside the adjectival
participial suffix -ed. A large number of such cases are listed in

Marchand (1969, pp. 169-70):

(5) illimited, inelaborated, incanfused,
inexhausted, inextended, inedited, incircumcised, incivilized,
incompared, incomposed, inconcerned, incannected, incontrolled,
incultivated, indigested, indiscussed, indisputed, inexpected,
informed (= wnformed), insuspected.

{Note that inexperienced is the only such example still in common use.)

These presumably have the syntactic bracketing:
(6) [ IN[ Vv ED]]

Now, given that in the earlier forms of English -ed was Stratum II, and in-
was Stratum I, we predict the following phonological bracketing:
(7) [[in v] ed]

In fact, given that in- attaches only to latinate forms phanologically, it
ought to follow that such constructions are only possible with latinate
base verbs, which in- can thus be adjacent to and hence bracket with. In
fact, this seems to be precisely correct in that all of the verbs in
Marchand's list are latinate. Indeed, even in present-day English, the
examples given in Marchand seem fairly plausible, if not entirely
pristine. However, examples of the following form seem utterly
implausible:

(8) *ingrandstanded, *imbuttered, *inkilled, *inwaylaid,
*indogeared, *imbeaten, *inwatched, *inwritten
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Independently of this, I assume that the reason that Marchand's examples
are not in use today is that -ed adjectives simply select for un- rather

than in-.

3 Mhother Possible Example of Morpheme Doubling.

In the previous chapter I discussed the doubling of the morpheme -er in

English forms such as picker-upper and giver-upper. Here I give another

example from Berber of what may turn out to be the same pherlcmenm‘l .

In Berber when the subject nf a clause is extracted, the verb is made

into a participle, formed by the prefix y- and the suffix -n:

(9)
a. y- &u wryaz aysum
Jsg ate man meat
"The man ate meat."

b. w- ay- y-3&i- n aysum
who comp eat(perfective root) meat

participle
"Who ate the meat?"

So, in the (b) example, the subject of the clause has been extracted,

1. Thanks to Mohand Guerssel for the data in this section.
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leaving the verb in the participial form. Interestingly, when there is
subordination, as with a control verb such as want, and the subject of the
(higher) clause is extracted, both the matrix and the subordinate verb may
appear in the participial form (note the (b) example):
(10)

a. bghi-x ad- % -x aysum

want-1sg fut eat-1sg meat
"I wvant to eat meat."

b.. w- ay- y-bghan ad- y-¥&- n aysum
who comp want fut eat(aorist root) meat
participle participle

"Who wants to eat meat?"
(wayybghan later becomes wiggbghan by regular
phonological rules)

This is accountable for under the Mapping Principle if we can assume that
the two verbs may be reanalyzed to be:

(1)

~
~
S

S~
P

\
\
' v,V

!
I i
WANT EAT PARTICIPLE

<<

Some indication, independent of the morpheme doubling facts, that
reanalysis must be going on 1is given by the fact that in cases where the
subject is overt, it may occur in the location either of the subject of the
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matrix clause, or in the subject of the subordinate clause:

(12)
a. y- bgha wryaz ad- y- ¥¢ aysum
3sg want man fut 3sg eat meat
"The man wants to eat meat."

b. y-bgha ad-y-%¥ wryaz aysum
"The man wants to eat meat "
The existence of the second example here seems to indicate that the matrix
and subordinate verbs have been reanalyzed to form a single verb at some
level of representation. We would thus have a structure of the following
form for the (b) sentence:

(13) [g [y went eat] man meat]

Since man in this representation is the subject of the clause headed by
went (as well as by eat) we can derive the fact that man 1s construed as
the subject of the higher verb. Presumably, then, (10b) is derived by
wh-movement from the subject position of the reanalyzed verb complex. Of
course, as (12a) shows, such reanalysis 1s not required suggesting that we
should not always expect to find it in the case of subject wh questions
either; indeed, reanalysis (leading to morpheme doubling) is not necessary
as the following grammatical variant of (10b) shows:
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(14)

w- ay- y-bgha-n ad- y- %X aysum
who comp want fut 3sg eat meat
participle

"Who wants to eat meat?®

Here the wh-item has apparently been extracted from the matrix subject

position.

So, this example from Berber might be a further case of the type of
morpheme doubling exhibited by -er doubling in English.
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Chapter 2

Syntax and Semantics of Productive Deverbal Morphology

2.1 Introduction

In this chapter I investigate the properties of some classes of deverbal
morphology, mostly in English, but including discussiocns of related
phenomena in other languages. The framework for semantic interpretation
and thematic role assignment which I am going to be assuming is that of
Higginbotham (1985b), and I discuss this framework in the next section. I
am also going to be assuming some recent work by Chomsky (1984), which I
shall also discuss briefly in the next section. After this background I
shall be investigating (Sectian 3.) the properties of agentive -er
affixation in Fhglish, and comparing my approach with a recent proposal by
Lieber (1983) for handling these forms. In the subsequent section I shall
be investigating the rather complex set of properties associated with
derived nominals Finally, in sections 5 and 6 I shall discuss extensions
of my model to other types of morphology, including some facts of
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deadjectival morphology of English.

It is important to keep in mind the reason why the investigation in this
chapter 1s necessary for my purposes. I have claimed that there is no
separate word-formation component and that the properties of words at
various levels of representation should follow from the various principles
of grammar which apply at those levels If we wish to maintain this view.
we are encumbered with the respmsibility to at least initiate the
investigation Into what the relevant principles of the grammar might be,
and furthermore what the properties of the various lexical items--i.e.,
stems, roots, affixes and so forth--must be in order for the system to
work. For the lexical processes which I shall be investigating here, it
will turn out that the relevant principles for determining well-formedness
will have very little that is lexical about them. Needless to say, this
highlights one point which has always, in my opinion, been mysterious in
all of the recent work on morphology within generative grammar: apart from
the obvious case of Lexical Phonology, as distinct from Post-Lexical
Phonology, what precisely does the term "lexical" mean? Given, as has
often been noted (c.f. Lieber, 1980; Selkirk, 1982) that there is a
"syntax of words", what precisely does the lexicalness of this syntax
consist in? I shall suggest here that the answer 1is "nothing at all."

Note that a massive distinction between lexical compositions and

syntactic compositions is certainly conceivable. In particular, certain
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operatians such as the internalization or externalization of arguments
might be argued to be available specifically for forms derived in the
lexicon; indeed Williams (1981b) has made precisely such an argument,
namely that the derivation of lexical passives in English involves the
externalization of the internal theta role. Nevertheless this is not
obviously correct, and Levin and Rappaport (1984) in particular have argued
that the externalization of the internal argument in the lexical passive

follows from independent principles.

2.2 Background: Higginbotham (1985b) and Chomsky (1984).

2.2.1 Higginbotham's Semantics.

In this section I give a brief introduction to the theory of semantic
interpretation as outlined in recent workx by Higginbotham. .t is not my
purpose to justify any of the assumptions implicit in this system here, as
that would lead us too far astray, but rather to give an overview of the
main points which are going to be crucial for my discussion of deverbal
morphology. The reader is referred to Higginbotham's paper for the

relevant arguments.

To begin, let us cosider the following phrase marker for the sentence
'Jon saw Mery', where we will take +p to be an indication on INFL that the
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sentence 1s past tense:

(1)
S
N\
/A
NP1 INFL?
A
VAR
i INFL VP
A
A
[

4 mm———

| 1
John +p see Mary
We will consider the set of nodes N={S, NP, INFL', INFL, VP, V, NP} to be a
set of points, these points being related to one another in the otvious way

by operators marking dominance and linear precedence (for a discussion of

the formalization of these notions see Higginbotham (1985a)). In fact, a
phrase marker is precisely just such a set of points like N, and any
appropriate subset of N will also be a phrase marker, "appropriate" here
referring to whether or not the particular subset chosen is a castituent
of the entire phrase marker, as determined by the relation of (exhaustive)
dominance. So, in N, {VP, V, NP2} is a phrase-marker, although {VP, V,
NP1} is not since VP does not dominate NP1.

The task of semantic theory, according to Higginbotham (1985b), is to
determine the values of various points in phrase markers. In particular,
we are interested in the behavior of the primitive predicate v, which has

five places, read as follows:
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(2)
vix, P Q, G ©)

X is a value of the phrase marker P, considered as
a sub-phrase marker of the phrase marker Q, in context
C, under assignment f.
In gerieral we will only consider the first two places of v, the others

being implicit only.

A simple task of semantic theory to determine that for English, the
fellowing statement holds: 'Jotn saw Mary' is true, if and only if John saw
Mary. We turn now to a discussion of this example. First of all, we will

need to introduce the notion of thematic grid.

Following Stowell (1981), Higginbotham adopts the concept of thematic
grid, which is part of the lexical entry of every word and which determines
the number of arguments the word can take and also, given that the slots in
the grid are marked with thematic information about role, the nature of
those arguments. For example, the word see will have the following entry:
(3) 'see', +V N, 4, 2, B>

This says that see is a verb, and has three places. Although it is not
marked in (3), the 1 argument is the designated external argument follcwing
Williams (1980), and the 2 argument is the argument assigned by the verb to
its internal argument, Mary in this example. Also not marked is the
thematic information such as the fact that the 1 argument correspands to

the thematic role AGENT and the 2 argument the role of THEME (following,




originally, Gruber, 1965, and subsequently many others); this information
would be present in the full-fledged entry for the verb see. The other
argument of see, the one labelled E is the event place. which Higginbotham
assumes is present in the representation of all verbs, following an
original suggestion of Donald Davidson (1966) that verbs of change or
action have such an event position. Thus, the meaning of the sentence
'Jomn saw Mary' will be the assertion that there was an event of seeing
perpetrated by Joln on Mary. The reader is referred to Higginbotham and

also Davidson's original paper for justification of this position.

To see the notion of value in action, let us examine the value of the
point V in the sentence 'Joln saw Mary', diagrammed above. The value of
this point is obviously completely determined (modulo the context and the
value assignment) by the lexical entry of see. In fact, it should be given

as follows:
(4) ¥(8,V) <<&=>> (Ex) (By) (Ee) (s=<«,y,e>) & see(x,y,e)

What this says is that the value of the node V is that set of ordered
triples «,y,z>, designated g, where it is the case that for some x and

scme y, and some event e, e is an event of x's seeing y.

Similarly the value of NP2 would be given as:
(5) w(y,NE2) <<=>> y = Mary

which says simply that y is a value of NP2 if and only 1f y is Mary.
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The value for VP will be given by combining the values of V and of NP2

as follows:

(6) V(Qi_é), vp) <<= (Ez) V(Qislsgh V) & v(ls@_)

This reads as follows: the value of VP is the set of ordered pairs «,e> if
and only if there is some y such that the <> of triples «,y,e> is a value
of Vand y is a value of NP2. Given the values for the two statements of
the conjunction in (6), given in (4) and (5) above, (6) reduces to:

(7) v(«x,e>, VP) <<=>> see(x, Mary, e)

so that the value of VP is that set of pairs (x,e) such that e is an event

of x's seeing Mary.

Applying this method up the tree we will finally get to a statement of

the form:
(8) S is true <<&>> (Ee) see(Jom, Mery, e)

or, in other words, 'John saw Mary' is true if and only if there 1s an
event of John's seeing Mary.

So much for semantic interpretation. But how do we guarantee that the
correct NPs get matched up with the correct thematic roles? This is
determined by the syntactic properties of the construction, in cajunction
with conditions on thematic role assignment. A central problem for any
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theory of grammatical knowledge is the question of how thematic roles

{ henceforth, theta-roles, following Chomsky (1981)), usually associated
with canonical argument-takers such as verbs, are assigned to arguments.
In particular, it is generally assumed that there is some form of
biwmiqueness condition cn theta-rcle assignment to the effect that each
theta-role is matched with one argument and each argument is matched with
ane theta-role. e such biuniqueness candition is the Theta Criterion of
Chomsky (1981), given below:

(9) Teta Criterion (Chomsky, 1981)

(1) Each argument pears ane and anly one theta-role, and
(ii) each theta-role is assigned to e and oly one argummt1 .

In the work of Higginbotham, this condition takes on a samewhat

dirfferent, though equivalent, format as we shall see.

Take again the sentence 'Jomn saw Mary'. The internal theta role of see
is assigned to Mary. Following Higginbotham, we will call this particular
kind of assignment "theta marking". Theta marxing will turn out to be only
one way in which theta roles can be discharged. Higginbotham notates theta
role discharge in the following way: say that thematic grids are percolated
up the tree from the heads, in this case the verb. At each node where a

1. This formulation is scmewhat inaccurate with respect to current theory
(Chomsky, 1984). In particular, the theta criterion is stated in terms of
chains where each chain has only one theta position but each theta-position
may have a number of theta-roles.




thematic role is discharged we notate that fact by placing an asterisk next
to the appropriate role. For instance, the VP 'see Mary' will have the

following representation:

(10)
VP, <1,2%,E>

v, <1' 2 B> NP
i

[}
!
- see Mary

S0, here we have notated the fact that the 2 argument has been discharged
to Mary, in this case under theta-marking.

Mhother wvay of discharging theta roles is "theta binding". In
particular, we say that INFL binds the event position in a theta grid
insofar as 1t restricts the set of events which are permissible referents
of the sentence. So, past tense restricts the events to being events in
the past in the sense that if 'Joln saw Mary' is to be true, then it must
be the case that there is an event e which is an event of Jom's seeing
Mary, and furthermore, e must have occurred before the time of utterance of
the sentence. So INFL discharges E via theta-binding, and the
representation of INFL' will be as follows:
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(11)
INFL', <1,2% ,E*>
/' \
!/ \

/ \
INFL VP, <1,2%,E>

/\
/N
/ \
/ \
V,<1,2,E> NP

!
I |
see Mary

Jom will finally be theta-marked with the 1 theta role, under

predication from the VP. The entire representation will thus appear as

follows:

(12)
S, <I*,2% ,E*>
N\
/\
/N

/ \
NP INFL!, <1 ,2% ,B*>
! - /\
Jom / \
/ \

INFL VP, <1 ,2%,E>
\
\
/ \
V,d,2,E> NP

1 1
see Mary

Mhother case of binding which will become important in the section on -er
nominalizations 1s the binding of a nominal theta position by the SPEC of
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NP. Higginbotham suggests that a noun like dog has an open place, or theta
position, in it, and hence refers to "each of the various dogs." 1Its entry
will be:

(13) ‘'dog', -V, +N, <>

In the NP 'the dog', the as a specifier will bind the 1 role of dog:

(14)
NP, <1%*>
/\
[\
SPEC N',<1>

N'CI)
I

the dog

One final method of theta discharge which we will be considering is
"theta identification." A particular instance of this is modification, a
simple example being the phrase 'white house'. The intuition we want to
capture is that 'white house' refers to those entities which are both white
and a house. Assuming that both white and house have a theta role, we will
say that those theta roles are identified, this identification being
notated by a line connecting the two relevant places in the grids:
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(15)
N', <>

/\

/\
/ \
A Q> N

P\ |
| |
white house

<a>
v

The semantics will be given as follows:
(16)

v(x,A) <<=>> white(x)
-v(y,N) <<&=>> house(y)

Given identification, we can say, x=y, and thus the N' value will be given

by:
(17)  w(y,N') <&=>> white(y) & house(y)

We have discussed three methods of theta discharge. How does theta
discharge relate to the Theta Criterion? Higginbotham essentially
translates the Theta Criterion as given in Chomsky (1981) into the
following terms:

(18) Theta Criterion (Higginbotham, 1985b)
1) If X discharges a thematic role in Y, then it
discharges only one.
i1) Every thematic position is discharged.
I will have cause to refine this formulation in the course of the
investigation of the properties of productive deverbal morphology. In
particular, (ii) will have to be stated with reference to a reformulation
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of the Projection Principle which I shall introduce in Section 2.3 below.
For now, however, we have gilven sufficient introduction to the model of
semantics proposed in Higginbotham (1984). I now turn to a brief
discussion of some ideas in Chomsky (1984) which will also be important for

my analysis.

2.2.2 Chomsky (1984)

In imis work, Chomsky introduces some important modifications of various
principles discussed in Chomsky (1981). One such modification has to do
with the Binding Theory. In the old Binding Theory it was stated that a
pranoun had to be free in its minimal governing category whereas an anaphor
had to be bound. The minimal governing category (MGC) was defined as the
minimal category containing a subject (i.e., [NP, NP] or [NP, S]) and a
governor for the pronoun or znaphor. As such, 'the Binding Theory cannot

accont for the following facts (see Chomsky, 1984, pp. 240ff):

(19)
a. The childn:'eni like [each ot‘her“s1 friends]

b. The chilclreni like [t:he.‘lr'i friends]

(19b.) 1s not a problem since the NP does contain a governor for their and
also a subject, namely their itself. The pronoun is free in its MGC. (n
the other hand (19a.) 1s problematic precisely because the same reasoning
about the structure of the NP applies, yielding the canclusion that each
other is free in its MGC, which is an incorrect conclusion since the
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sentence would thus be ruled out (on any indexing), yet it is good on

precisely the indexing given to it in the example above.

Chomsky thus introduces the notion of BT-compatibility, defined as

follows:

(20)
In an expression E with indexing I, I is BT-compatible
with (a, b) if:
(A) a is an anaphor and is bound in b under I
(B) a is a pronominal and is free in b under I
(C) a is an r-expression and is f<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>