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by
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for the degree of Doctor of Philosophy in Linguistics

ABSTRACT

This thesis investigates the interaction of the morphological process of verbal inflection
with the syntactic process of verb movement and the distribution of the principal
arguments.

In Part I it is proposed that two apparently syntactic phenomena in the Germanic languages
are accounted for by allowing the merphological component to fiiter syntactic derivations.
First (Chapter 1), it is proposed that the parametric variation in the licensing of the specifier
of TP (an intermediate functional projection) can be derived from the verbal inflectional
paradigms; certain morphological patterns require fusion, a requirement which in turn
places restrictions on possible syntactic derivations. In Chapter II it is proposed that verbal
inflection may take place via morphological merger, which requires adjacency. Syntactic
operations which would disrupt the adjacency relation in the morphology are therefore
blocked.

In Part II the assumptions, common in the literature, which underlie the syntactic analyses
in Part I are reconsidered. In particular it is argued in Chapter III that the base and derived
positions of the principal arguments are stacked; that is, objects do not cross over subjects
in moving to their derived position. In Chapter IV the view that floating quantifiers mark
the positions of traces of their antecedents is challenged.

Part III attempts to salvage and extend the accounts of Part I in light of the revised
assumptions proposed in Part II. In Chapter V I introduce the Free Agr Parameter,
which states that languages vary with regard to the presence or absence of Agr-Phrases.
The specifiers of Agr-Phrases are the derived positions for arguments as evidenced by
object shift and other phenomena. It is also proposed that the presence or absence of an
Agr head dominating Infl determines whether or not the verb raises out of the VP in non
verb-second environments, correctly predicting a further point of parametric variation in the
Germanic languages. Chapter VI investigates the possibility of pursuing these analyses
while maintaining that the syntactic derivation cannot be filtered by the morphophonological
component(s). It is argued that this is possible, if the grammar admits of a process
determining which copy of a moved element is pronounced. The morphological procedure
determining which copy is pronounced is constrained by other morphological
considerations, especially the adjacency condition on morphological merger investigated in
Chapter 11.

Thesis Supervisors: Professor Noam Chomsky, Institute Professor
and Professor David Pesetsky, Professor of Linguistics
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‘“The time has coms,” the Walrus said,
“To talk of many things:

Of shoes-and ships-and sealing wax—
Of cabbages—and kings—

And why the sea is boiling hot-

And whether pigs have wings.”

Through the Looking Glass, L.. Carroll.
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Abbreviations

The following abbreviations are used in the examples in this dissertation:

NEG negation

1,2,3 first, second, third (i.e. NPI negative polarity item
grammatical person) obj object
3A, 3E third person absolutive / PAR partitive (case) - Finnish
ergative agreement Part participle
3s/3p, ... third person singular pc personal communication

acting on third person [tperf] + perfective (of

plural (of portmanteau participles)

agreement) PERF perfective aspect
ol itern in brackets is an affix (Bambara)
ABS absolutive (case) pl plural
adv adverb PROG progressive

. psn person

gf (CZI(’)MP complementizer, the head REL rgl ative particle (Bambara)
ERG ergative (case) gg singular
[fin] Hinite pec specifier
FOC focus subj subject .
[impers] impersonal form of verb [ftr], [Etrans] transitive / intransitive (of
(Irish) agreement paradigms)
I, Infl the head of IP

For consistency, I have used the following conventions:

When the internal structure of a word is not immediately relevant, but requires more than
one word in the English gloss, I have separated the English words by a dot with no
space, e.g. Icelandic: Jélasveinarnir is glossed in the word-by-word glosses as:
“Christmas. Trolls.the”,

When proper names are used in foreign language examples, I use only the initial in the
word-by-word gloss,

The source and language of every non-English example is given after the example. All
examples for which no source is given are taken from native speaker informants.
The informants are listed in the acknowledgements.
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If you wonder about the erection,

Of trees, word by word or by section,
If you’re locking to T's,
What’s certain to please,

Is The Syniax of Verbal Inflection.

Anonymous Linguist / Poet. 1995.

Introduction

The syntax of verbal inflection

I he interaction of verbal inflection and syntactic operation is the focus of Chapters I,
II, V and VI of this thesis. The first two of these approach the problem in a quite
different manner from the later chapters, though. Overall, the thesis is divided into three

parts, each consisting of a pair of chapters.
Part I: Morphosyntax I

In Chapters I and II, I argue that the syntax must be filtered by a morphological
component. That is, syntactic operations can be forced (Chapter I) or blocked (Chapter II)
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if the derivation would otherwise lead to a structure which, though syntactically well-

formed, is uninterpretable in the subsequent morphophonological component.

Chapter I presents in this vein a morphological grounding for a syntactic parameter
motivated for the Germanic languages: the Spec,TP Parameter of Bures 1993, Bobaljik &
Jonas 1994. The Germanic languages split in two groups, identified by a cluster of
syntactic properties. This clustering has been explained by the (non-)availability of an
intermediate functional specifier in a complex of inflectional projections, the specifier of
T(ense)P. This parameterization plays out in the syntax as the difference between two
different syntactic derivations which concatenate the verb and the heads of the inflectional
projections. In this Chapter, I argue that the different concatenations of heads each admit
different possibilities for the insertion of vocabulary items (morphemes) in the subsequent
morphological component. The inventory of inflectional elements in a language, and the
possible competition among them for insertion at a given node, determines which syntacicic
derivation that language must make use of. Since the different derivations have different
syntactic consequences in terms of the available argument positions, the verbal inflection in

an interesting way determines the syntactic distribution of arguments in these languages.

In Chapter II, I examine a further restriction on argument positions in the Germanic
languages. In a subset of the languages, local, leftwards movement of the object (Object
Shift) is constrained by verb raising. The cbject may not shift unless the verb has also
moved (Holmberg 1986). However, this restriction does not hold in all of the Germanic
languages. The deciding factor seems to be headedness. The generalization is a valid
characterization of the SVO languages, but not of the SOV languages. The analysis I offer
is again ultimately dependent upon verbal inflection. I argue that the appearance of
inflectional morphology on verb stems may be derived by either of two processes:

concatenation in the syntax (head-to-head movement) or a later morphological process,

18




Bobaljik Introduction

merger (Marantz 1989). This account derives the properties of the English verbal system
on few assuinptions. Returning to the analysis of do-support offered by Chomsky
1955[1975], the distribution of do is correctly predicted in a wide range of environments: if
the verb has not raised overtly to the inflectional affix, then the affix may merge with the
verb under adjacency. If the relation of adjacency is disrupted, for instance by not, then
the pleonastic verb do is inserted to support the stranded affix. Extending this to the
phenomenon of object shift in the SVO languages, I propose that when the verb hcs not
raised, leftwards movement of the object to a position intermediate between the inflectional
affix and the verb stem will disrupt the adjacency require for affixation. Thus, the syntactic
operation is blocked by morphological considerations. In the verb-finai languages, the
verb and affix are both on the right periphery of the clause, and leftwards movement of the
object will never disrupt the required adjacency relation. Two phenomena from other

languages (Irish and Bambara) are also considered in this light.

Part II: Syntax

The analysis of Chapter I rests crucially on a very specific family of syntactic analyses
which we may call the Spec,TP analyses. These analyses in turn rely on the architecture of
the clause introduced by Chomsky 1991 — not only the “Split IP Hypothesis,” but more
importantly the hypothesis that the specifier position to which object must move is to the
left of the base position of the subject. The hierarchical structure of a transitive ciause is at

least (1):
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(1)  Argument positions I: (after Chomsky 1991).

Derived
Subject Derived

The structure in (1) competes for currency in the relevant literature with (2), in
which there is no crossing of the paths of movement. While there are base and derived
positions for each argument, the hierarchical relations between the arguments remain

constant.

(2) Argument positions II: (after Koizumi 1995, Travis 1992)

Derived
Subject Subject

Derived
0@a

In Chapter II, I will compare and contrast the two proposals, drawing on data from
the Germanic languages as these display very clear evidence of derived and non-uerived
positions for DP arguments. The arguments in favour of (1) are, we shall see,
inconclusive in a number of respects, especially — though not exclusively — when the
domain of inquiry is expanded to include double object constructions. There are likewise

few arguments to be made from the Germanic data in favour of (2). As I will show, the
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two views of clausal architecture have the same empirical coverage, but to capture this data
the structure in (2) requires only a subset of the assumptions necessary under the view in
(1). Applying Occam’s Razor, we are led to prefer the structure without crossing paths (2)
over that in (1). With this, however, we pull the rug out from under the Spec,TP analysis
of the clustering of syntactic properties within Germanic. As this is one of the assumptions
underlying the account of Chapter I, that analysis must be abandoned. A reconsideration of

the facts of that analysis is the first part of Chapter V.

One of the arguments offered in favour of the structure in (1) in the literature comes
from the distribution of floating quantifers in Icelandic. A commonly held view, since
Sportiche 1988, is that floating quantifiers mark the positions of traces of the DP arguments
they are associated with. In Chapter IV, I claim that this analysis is untenable and offer in
its place the proposal that floating quantifiers are adverbs adjoined to the left edge of
various types of predicates. The argument takes the following form. The positions in
which traces are standardiy posited are in large part coextensive with the positions in which
adverbs may appear. For instance, the left periphery of the VP is a well known adjunction
site for adverbs (VP or V’), just as it is the commonly-posited position of the subject trace
(Spec,VP or [NP, Vmax]), Therfore, I investigate the positions where the two views do
not coincide in their predictions. Without exception, floating quantifiers are illicit in
positions where a subject trace is motivated but which do not coincide with the left edge of
a predicate (e.g. in passive and unaccusative constructions). Conversely, they are licit in
positions where no trace of the antecedent DP is plausible, but which are the left periphery
of predicates modifying that DP.

I also consider, and reject, the possibility that the trace theory be expanded to allow
floating quantifiers as part of PRO as well as traces. Such a view makes the wrong

predictions in a variety of cases, and requires a radical altering of the standard assumptions
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about the distribution of PRO. Further, in languages which show agreement on the
floating quantifier, in the case of a feature mismatch (typically Case) between PRO and the
controlling argurnent, the determination of agreement on the quantifier is determined
locally. A floated quantifier demonstrably “floated off”” PRO agrees with PRO (Sigurdsson
1991), but a floating quantifier occupying the position where the expanded trace theory
would have to posit [ all PRO] cannot agree with PRO. On the adverbial theory, this
floating quantifier is higher than PRO and its agreement as expected is controlled by the

matrix argument.

Part III: Morphosyntax Revisited.

As noted above, if the conclusions of Chapter III are correct, then the analysis of the
relation between verbal morphology and argument positions developed in Chapter I is
undermined. I therefore revise the approach significantly in Chapter V. However, this
revised approach does not have the character that morphology need filter the syntactic
derivation, questioning the underlying theme of Part I. Since the question has been raised,
I devote Chapter VI to an exploration of the possibility that the syntactic derivation is
entirely blind to morphophonological considerations, focussing in particular on the analysis
of Chapter II. The logic of presenting the thesis in this way is the following. Chapter I is
built on assumptions which are reasonably standard in the literature. I show how these
assumptions may lead to a specfic account of certain phenomena. Chapter V is built on
much less standard assumptions. I present both analyses leaving a decision between them
to independent motivation of the respective sets of assumptions. This appiies all the more
to Chapter VI. Whereas Chapter V was forced since I rejected some of the key
assumptions of Chapter I in Chapters III and IV, there are no such considerations regarding
Chapter I1. Rather, the rejection of the possibility that the morphosyntax may filter

syntactic derivations is offered as a research programme. If we reject that possibility, then
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we must reconsider the analysis of Chapter II, and I believe the discussion in Chapter VI is

an interesting direction in which one could proceed.

In Chapter V, I will motivate the Free Agr Parameter, extending a proposal of
Thrdinsson 1994. On this view, some languages have Agr-phrases, the specifiers of which
are derived positions for subjects, objects and indirect objects. Other languages, such as
English, lack these functional projections, having for instance an unsplit (pre-Pollock
1989) IP. Thus, they lack a derived versus non-derived asymmetry for arguments which
have not undergone grammatical function changing operations (such as passive). I will
show that the heads of these functional projections play an important role in the syntax of
these languages as well, determining the varying patterns of verb raising in the Germanic
languages without appeal to arbitrary valence of abstract features. The fact that the verb
apparently raises to Infl independent of the verb-second (V2) phenomena in some
languages but remains in situ in the VP in the same environments in others is shown to
follow from the Free Agr Parameter on the assumption that all local relations are

(potentially) checking relations.

Unlike the analysis of Chapter I, the analysis of Chapter V does not entail or
assume that the syntax is filtered by the morphophonology. Given the striking lack of
syntactic operations sensitive to phonological environment, it is, in my view, worth
considering the possibility that the syntactic computation is uniformly blind to the
ramifications of its output in the morphophonological component. To this end, Chapter V
reevaluates the analysis of Chapter II in these terms. I show that, maintaining the bulk of
the analysis of Chapter II, we are led to what I will call Single Qutput Syntax. The
morphology is fed by the final output of the syntax, i.e. there are no syntactic operations
after Spell-Out. The overt versus covert distinction is recast as variable pronunciation of

copies. Overt movement is pronunciation of the highest copy of a single element, while
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covert movement is pronunciation of a lower copy. The syntactic computation is thus not
filtered by the morphology. The effect of a covert versus overt distinction is the product of
a purely morphological phenomenon - pronunciation — interacting with the morpho-

phonological restriction of adjacency governing morphological merger.




Part one

Morphosyntax
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And as in uffish thought he stood,
The Jabberwock, with eyes of flame,
Came whiffling through the tulgey wood,
And burbled as it came!
One, two! One, two! And through and through
The vorpal blade went snicker-snack!
He left it dead, and with its head
He went galumphing back.

Through the Looking Glass, L. Carroll.

Chapter one

Fitting fused functional heads

In this chapter, I present the first of two analyses which suggest that the solutions to

some apparently syntactic problems lie in the morphologica! coinponent.! The analyses
of this chapter, and of Chapter II, rely on the idea that the morphology (or
morphophonology) may act as a filter on syntactic derivations. That is, a derivation which

obeys all syntactic constraints may nevertheless be illicit if it concatenates the terminal

1 1 have been fortunate to have had the opportunity to present the ideas in this chapter to a number of
audiences, first in Hoskuldur Thrdinsson’s Comparative Scardinavian Linguistics seminar at Harvard (Fall
1994), and later to audiences at MIT (Fall 1994), the 10th Comparative Germanic Syntax Workshop and the
University of Durham, UK (Jan 1995) and McGill University (Feb 1995). In addition to colleagues who
commented on these ideas within the larger framework of the thesis who I have mentioned in the general
acknowledgements, I would like to thank Mark Baker, Kyle Johnson and Rolf Noyer for written <smments
on an earlier draft of this chapter.
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elements in such a way that the morphology is unable to insert appropriaie vocabulary

items.

The narrow aim cf this chapter is to show that the Spec, TP Parameter (Bures 1993,
Bobaljik & Jonas 1994, sze below) can for the most part be derived from properties of the
overt inflectional morphology of thc languages in quastion. The analysis will beg:n with a

consideration of the inflectional paracd:gms of Icelandic and English:

1) Iceiandic: kasta ‘to throw’ English: tren:hle
Piesent  Past Eresent Past
1 psn sg Zasta kosta -8 tremble tremble -d
2 psr: 5g kasta -r  krsta -8i-r tremble tremble -d
3 psn sg kasta -r  kasta -0i tremble -s  tremble -d
1 psn pl kost -um kostu-Ou-m tremble tremble -d
2 psn pl kast -i0  kostii-Ou-0 tremble tremble -d
3 psn i kasta kostu-Ou {tremble tremble -a

In English, the past tense marker (-ed) and the overt agreement marker (3rd sg. -s)
are in complementary distribution, as can be seen from the table ia (1). In Icelandic, there
is no such complementarity. Past tense markers (-8, -du) cooccur freely with agreement
markers. Adopting what is essentially an Itein-and- Arrangement view of morphology such
as Distributed Morphology (DM) articulated by Haile & Marantz (1993) and Noyer (1992),
the complementarity seen in English is taken as evidence that the vocabulary items -ed and
-s are competing for insertion at the same node. Specifically, it appears that the presence of
a marker of the past tense blocks insertion of an agreement marker. The lack of such
cempetition in Icelandic suggests that there are at least two distinct nodes which may serve

as the locus of vocabulary insertion.

I will show that, given two syntactic derivations which concatenate the various

inflectional heads of a “split” IP, only one of these concatenates them in a way that is
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compatible with the morphelogical competition evidenced in English. English must
therefore make use of that syntactic derivation. For independent reasons, this derivation
has a syntactic consequence: the exclusion of exactly that cluster of properties which define
one setting of the Spec,TP parameter (see below). In this way, the morphology of English

determines (a part of) its syntactic behaviour.

The chapter is organised as follows. In section 1, I examine the aspects of
Germanic syntax which are relevant for subsequent discussion. In particular, I note the
cluster of properties which co-vary in the Germanic languages as observed by Bures 1993,
and sketch the accounts provided by him and by Bobaljik & Jonas 1994. These accounts
invoke parametric variation in the licensing of the specifier of TP (i.e. in addition to the
specifier of Agr-P) as a position to or through which the subject may move. In section 2, I
outline the theory of morphology which I am adopting, in particular, the relevant
assumptions from Halle & Marantz’s 1993 Distributed Morphology (DM), the framework
in which this discussion is couched. Section 3 is the application of the theory to the full
range of variation in the Germanic languages. In addition to Icelandic and English, I
discuss the various apparent problems raised by the lack of variation for agreement in the
present tense conjugations of the Mainland Scandinavian languages (§3.2.2), by the lack of
a simple past tense in Afrikaans and Yiddish (§3.2.3), and by a syntactic dialect split with
no morphological correlate in Modern Faroese (§3.2.4). Section 4 expands the theoretical
discussion, in particular focusing on the issue of learnability, and the tension between

differing requirements in the morphology and the syntax.

1. Syntax: The Spec, TP Parameter.

Before proceeding to a discussion of the grounding of the Spec, TP Parameter in

morphology, I will outline the syntactic motivation for this parameter in the analyses of
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Bures 1993 and Bobaljik & Jonas 1994. For reasons of space, I will not discuss the
assumed syntactic derivations in any great detail here, nor will I attempt to motivate any of
the assumptions. For discussion and motivation, see Bobaljik & Jonas 1994, Jonas 1995a
and references therein (especially Bures 1993, Chomsky 1993). In this section, I will
simply state the syntactic account I am assuming throughout. The architecture of the clause
is assumed to be that given in (2), as in Chomsky 1991 et seq. The labels (“ " versus

“Asp(ect),” “F,” etc.) are not important for the present discussion.

2) Clausal Architecture:

Subject v’

Verb Object

Bures 1992, 1993 has observed that the Germanic languages co-vary with respect
to a cluster of syntactic properties. These include the possibility of Object Shift
(“A-Scrambling”) of full NPs, exemplified in (3), and the acceptability of Transitive
Expletive Constructions, illustrated in (§). I assume without comment that object shift is

movement of the object NP to the specifier of AgrO-P in (2).2 Bobaljik & Jonas 1994 and

2 The syntax of object shift is discussed in much greater detail in other chapters of this dissertation; see
especially Chapters IIl and VI. In particular, I assume that pronoun shift, which has a much wider
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Jonas 1994a extend Bures’s observations, showing that there are other syntactic properties
which split the languages along the same lines, including effects of adverb placement and
semantic type, of the sort investigated by Diesing 1590 et seq. Diesing has shown that
German has two distinct positions in which subjects may surface, the one to the left of a
sentential adverb cr particle, the other to the right of the adverb or particle. Jonas &
Bobaljik 1993 showed that similar effects obtain in Icelandic, as illustrated in (4) below.
Each position has predictable interpretive consequences. For example, the left position
(higher) is associated with generic readings of bare plural NPs and with definite, specific
arguments, while the right position (lower) is associated with existentials, and non-specific
indefinites. According to Holmberg 1993 and Jonas 1994a, there are no such position /
interpretation correlations in the Mainland Scandinavian languages and Faroese II.3 As far
as this has been investigated, the distribution of “Diesing effects” within Germanic is the

same as the distribution of Object Shift of NPs and Transitive Expletive Constructions (5).

3) Object Shift of NP
Grammatical in Icelandic:

a. J6lasveinamir bor6udu  bjigun ekki.
Christmas.Trolls.the  ate  sausages.the; [yp not t; ]
‘The Christmas Trolls didn’t eat the sausages.’
(Icelandic: Bobaljik & Jonas 1994:1)

Ungrammatical in Swedish:

b. * Tomtarna it korvarna inte.
Christmas.trolls.the ate sausages.the; {vp not t;]
(The Christmas Trolls didn’t eat the sausages.)
(Swedish)

distribution within the Germanic languages, is a distinct process — not movement to Spec,AgrO-P. See
Déprez 1989, Mahajan 1990, Bures 1993, Bobaljik & Jonas 1994, Jonas 1995a and especially Josefsson
1992 for this view and arguments in favour of it.

3 Intriguingly, it is not the case in the languages which do not show Diesing effects (except in Danish)
that the sentential adverbs are in a fixed position following the subject, as one might expect. Constraints
on adverb placement in these languages have not been investigated in the generative literature in any great
detail to my knowledge. However, Jonas 1994a provides minimal pairs from the two Faroese dialects,
showing clearly that Diesing’s correlations with interpretation are systematically present in Faroese I and
just as systematically absent in Faroese II.
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(4)  Diesing effects in Icelandic?

a. I ger kldrudu (pessar mys) sennilega (?*pessar mys) ostinn.
yesterday finished (these mice) probably  (these mice) the.cheese
DEF

‘These mice probably finished the cheese yesterday.’

b. [ ger Kkl4rudu (?margar mys)sennilega (margar mys) ostinn.
yesterday finished (many mice) probably (many mice) the.cheese
INDEF INDEF

‘Many mice probably finished the cheese yesterday.’
(Icelandic: Bobaljik & Jonas 1994:2)

5) Transitive Expletive Constructions

Grammatical in Icelandic:

a. pad hafa margir j6lasveinar bordad buiidin.
there have many Christmas.trolls eaten  pudding

‘Many Christmas Trolls have eaten pudding.’
(Icelandic: Bobaljik & Jonas 1994:1)
Ungrammatical in Swedish:
b. *Det & manga tomtar korvarna.
there ate many Christmas.trolls sausages.the
‘Many Christmas Trolls ate the sausages.’
(Swedish)
Bures 1993 and Bobaljik & Jonas 1994, among many others, show that, assuming
cyclicity of syntactic operations, object shift of full NPs (3) requires that the subject NP
move to or through the specifier of TP, on its way to the specifier of AgrS. Further, these
authors argue that the specifier of TP is crucially implicated in transitive expletive
constructions.> They therefore propose that the systematic variation which Bures observed

is due to pararnterization of the licensing of the specifier of TP.

4 Dianne Jonas points out, personal communication, that not all Icelandic speakers disallow definite
subjects in the lower subject position (though they disallow them in Transitive Expletive Constructions).
The clear tendency, though, is as reported in the text and in Bobaljik & Jonas 1994. These effects are
discussed in more detail in Chapter IIl. The distinction, I claim there, is not definite versus indefinite but
more along the lines of specificity or indexicality. This would account for the appearance of
morphologically definite or indefinite DPs in the less canonical orders.

5 The arguments and analyses of Bures 1993 and of Bobaljik & Jonas 1994 are different in many ways;
however, for present purposes, these differences are not important.
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(6) The Spec,TP Parameter (cf. Bures 1993, Bobaljik & Jonas 1994)

Some languages licenise Spec, TP as a potential landing site for the subject NP,

other languages do not license this position.

Languages which permit object shift of full NPs or transitive expletive
constructions must be [+Spec,TP] languages. Such languages include Afrikaans, Dutch,
one dialect of Faroese (Faroese I)6, German, Icelandic, and Yiddish. The languages which
allow neither object shift of NPs nor transitive expletive constructions are Danish, English,
(the other dialect of) Faroese II, Norwegian, and Swedish. These are thus [-Spec,TP]
languages. The distribution of the relevant properties summed up in the table in (7). For
data supporting this table, see Bobaljik & Jonas 1993, 1994,

@) The Spec,TP Parameter in Germanic

Trans. | Diesing
Expl. |Effects
Language Constr. Parameter Settinﬁ_
Afrikaans no N
Dutch yes yes
Faroese 1 yes yes '
Frisian yes n [+ Spec,TP]
German yes yes
Icelandic yes yes
Yiddish yes yes
Danish no (no)
:English no no
Faroese I1 no no [- Spec,TP]
Norwegian 1o {no)
Sweaish no no

Bobaljik & Jonas suggest tying the (non-)availability of Spec,TP to differences in
syntactic derivations (sec also Bobaljik & Carnie 1994). They argue that if a language does
not license Spec, TP, then the head T must raise and adjoin to AgrS prior to verb raising -

the “independent” raising of T proposed in Chomsky 1993.7

6 On the dialect split in Faroese, see Jonas 1994a.
7 See Jonas 1994b, 1995a for a development of this idea. The argument that the derivation in (8) is forced
in a language which does not allow Spec,TP is as follows: Assume that the head T has streng N features
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(8) Independent T-Raising

AgrS-P

The other possible derivation, that sketched in (9) below, is possible only if a
language allows case-checking in Spec,TP:

(9)  Successive Cyclic Raising

AgrS-P
o

T T
N7 mor
t
Nty
t VP
\
t

For Bobaljik & Jonas, the choice of derivation (8) versus (9), and the differences
among the Germanic languages, follow from a point of arbitrary parametric variation,

viz. the setting of the Spec, TP Parameter (6).

In what follows, I will attempt to show that the parameter itself is derivable. In
particular, I claim that the overt verbal morphology of a language, its “pieces of inflection,”

are subject to principled constraints on insertion and concatenation, which in turn will

which must be checked in the overt syntax (the Extended Projection Principle in Chomsky 1993:31). if a
language does not license Spec,TP for checking, then the head T must raise and adjoin to some higher head
(e.g. AgrS) and check its features against an NP in the specifier position of that higher head.
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decide between (8) and (9). In a nutshell, the inilectional morphemes of some languages
do not “fit” into the complex head created by (9). The syntax of such languages is
therefore restricted to the derivation (8), which excludes the possibility of case-checking in
the specifier of TP.8 This in turn underlies the variation in Germanic as analysed by Bures
and Bobaljik & Jonas.

2.  Morphology: Fusion and complex heads.

Before proceeding to the analysis, I will spell out some assumptions of the theory
of morphology to be developed here. For concreteness, I will assume an Item-and-
Arrangement theory of morphology, for the most part a version of Distributed Morpholcgy
(Halle & Marantz 1993, Noyer 1992 and others).? One point on which 1 differ from the
assumptions of Halle & Marantz 1993 is that in what follows, I will argue that the
morphology must act as a filter on syntactic derivaticns. See McGinnis 1995 for additional
arguments in favour of this view. Important for present concerns are two assumptions

which set DM and related theories aside from “lexicalist” approaches.

8 Note that the derivation in (8) should violate the Head Movement Constraint (Travis 1984). Such a
violation is not incurred if the raising of V+AgrO does not “skip” the intervening trace of T, but rather
substitutes for it, subsequently raising and adjoining to AgrS. Such substitution, I assume, would mean
that any NP in the specifier of this projection would have to check features not against T, but rather against
V+AgrG. Hence, the subject could not legitimately move through this position. See Epstein 1993 for
discussion in a similar vein of the status and character of the inflectional heads at LF, Alternatively, if
“shortest” or “closest” is determined from the point of view of the landing site, and not of the moved
element (a proposal which originates as far as I know with Murasugi 1992, Oka 1993 and is adopted in
Chomsky, forthcoming), then (8) may behave like multiple wh-movement to a single CP. The head T is
initially closest to Agr, and therefore is attracted first, but being raised to AgrS, it does not intervene for
subsequent determination of closest, and Agr may attract the next closest head, viz. AgrO. I will not
gursue this here as it takes us too far afield at present. See Chapter V, section 4, for some discussicn.

See Pesetsky 1985 for related ideas which are in some ways a precursor to many of the proposals in
Halle & Marantz 1993 and subsequent work. Pesetsky offers a view whereby there are rearrangements of
morphemes at an absiract level. For him, this abstract rearrangement is at LF, where selectional
requirements are taken to hold (see Pesctsky 1982). On the view adopted here, the rearrangements such as
fusion and merger take place prior to phonological realization, in the mapping from syntax (where
selectional restrictions held) to phonology. Note that Pesetsky’s view of what constitutes a “morpheme” is
quite different from that of Halle & Marantz.
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The first assumption has been called “late insertion”, namely, the view that
Vocabulary Items (VIs) (i.e. “morphemes” in a loose sense) are inserted discretely, at
separate terminal nodes (X°) generated and concatenated in the syntax (Marantz 1994). For
instance, where Chomsky 1993 assumes that a verb is drawn from the lexicon fully
inflected, and merely checks its features against phonologically contentless functional heads
such as T and Agr, DM assumes instead that the different vocabulary items — the verb stem,
the tense marker, and so on - are discrete in the syntax and inserted at different terminal

nodes.

The second assumption concerns complex terminal nodes, such as those generated
by head movement in the syntax. An assumption of DM is that VIs are atomic, i.e. they
have no internal complexity. If a vocabulary item expresses features of more than one node
in the syntax, then these nodes must be fused in order for insertion to take place.
Similarly, if VIs which express different features are in complementary distribution, then
they may be said to be competing for insertion at a single, fused node which expresses both

sets of features. Consider the hypothetical complex head below:

{10)
A
7
A X
P
X Y

Let us assume that there is some VI which expresses the features X and Y. This
item must be inserted at a discrete, atomic node. The only nedes which dominate the
necessary features are the root node (the higher instance of W) and the higher instance of
X, both complex. Since insertion at internally complex nodes is not possible on DM’s
assumption of atomicity, operations to rearrange the nodes are necessary prior to insertion.
One such operation is fusion, whereby two nodes are joined into one. Thus, X and Y

fuse, with the resulting structure in (11):
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(11) Fusion

Insertion of our hypothetical VI is now possible at the atomic, i.c. non-branching
terminal node [X/Y). For Halle & Marantz (p. 116), fusion is restricted to applying to
sisters.!0 Consider, in this light, a slightly more complex head:

(12)

In this tree, the lower instances of X and Y (circled) are not sisters, hence fusion is
not directly possible between them. But, if Y and Z first fuse, creating [Y/Z}, then this

latter node is a sister to X, and fusion may apply to create [X/Y/Z] — one atomic node:

10 The same condition, in a different context, is motivated in Pesetsky 1985.

Note that if one sees vocabulary insertion as actually replacing syntactic nodes (composed of
features) with vocabulary items, then the combined effect of the restriction of fusion to sisters ana the
atomicity requirement follow straightforwardly. Rewriting (11) in these terms, let us assume that our
hypothetical Vocabulary Item is the phonological matrix {[wug]. We may insert it at any X' (not only
atomic nodes), but doing so replaces that X" and all the features (i.e. nodes) which it dominates, with the
lexical item:

)
w w

R
VR ¥ G
X Y

The two views are different in the formalisin, but, as far as I can tell, extensionally equivalent. I will
continue to use the formalisms of DM in the present text, 3o that we have two assumptions: fusion may
only apply to sisters, and insertion may only occur at atomic nodes.
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(13)

Note, importantly, that this creates one terminal node which includes all of X, Y
and Z. If there are separate vocabulary items expressing {X,Y} (i.e. our hypothetical VI
from the preceding paragraphs) and {Z}, then these are in competition. Either item, {X,Y}
or {Z}, may be inserted at the fused node, but not both, since only one item may be

inserted at a given node!l.

Recall now the two derivations which permit checking of the features of T,
discussed in §1. I repeat them here for convenience, and, since this will be the core of the

proposal, I have detailed the complex heads created by each derivation.

(14) = (8) [Spec,TP blocked]

AgrS-P
N
Yl ,J;k/\
t AgrO-P
A~

AGRo AGRs
N~
AGRo T

AGRs

11 DM derives this from disjunctively ordered lists of what VIs are in competition for insertion at a single
node, ordered in standard fashion from most to least specified. This of course als» follows from the
replacement idea in the previous footnote.
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(15) = (9) [Spec,TP possible]

In the next sections, I suggest that, given the restrictions on fusion and insertion
within the theory of DM, the morphology of a subset of the Germanic languages includes
pieces which will only “fit” in the head created in (14). This state of affairs thereby
restricts such languages to this syntactic derivation, thus prohibiting the use of the specifier

of TP.

3.  The Analysis

3.1 Icelandic versus English

Recall now the inflectional paradigms of Icelandic and English from the

introduction.
¢)) Icelandic: kasta ‘to throw’ English: tremble
Present  Past Present Past

1 psn sg kasta kasta -0i tremble tremble -d
2 psn sg kasta -r  kasta -8i-r tremble tremble -d
3 psn sg kasta -r  kasta ~&i tremble -s  tremble -d
1 psn pl kost -um kostu-Ou-m tremble tremble -d
2 psn pl kast -id  kdstu-Ou-94 tremble tremble -d
3 psn pl kasta kostu-0u tremble tremble -d
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Note that Icelandic has three distinct VIs which must be inserted into the complex
head: the verb stem, tense, and subject agreement.!2 Such items can easily be inserted into

appropriate atomic nodes in the complex head created by either derivation (14) or (15).

English, however, is different. We saw at the outset of the section that in English,
Tense and Agreement morphology are in complementary distribution. In the past tense,
there is a marker of tense, but no marker of agreement, while in the present tense, there is a
marker of agreement (i.e. in the 3rd person, singular), but no overt marker of tense. I
claim that this complementarity is evidence that tense and agreement Vocabulary Items are
competing for insertion at the same node. That is, there is a fused node in English,

containing both tense and agreement, a situation which does not obtain in Icelandic.

The English case is the one we considered abstractly at the end of §2.1, with a
single VI expressing X and Y. For vocabulary insertion to proceed in English, the nodes T
and Agr (separate in the syntax) must first fuse, as did X and Y in (11). In the complex

head created in (14), this fusion process is straightforward.

(16)  Fusion of T and Agr in (14) [-Spec,TP]

AGRs AGRs
AGRo ,~AGRs w——f  AGRo @
V' AGROMT  AGBs V' AGRo

The single VI expressing Tense and Agreement may be inseried at the atomic

terminal node circled on the right side of the arrow in (14), i.e. after fusion.

12 Object agreement never appears in the Germanic languages. The adjectival agreement which surfaces on
narticiples in some languages is not the object agreement which would be associated with an AgrO head.
For arguments to support this claim, see Bobaljik 1992, §4, and Chapter V of the present work.
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Turning to the complex head in (13), the (atomic) nodes T and Agr are not sisters.
This is like the case in (10) above, with X, Y and Z such that X and Y are not sisters. In
order for T and Agr(S) to fuse, V and Agr(O) must first fuse, and then the node [Agi/V]

must fuse to T, which may in turn fuse to AgrS:

(17) = (15) the [+Spec,TP] head.

B [AGRs / T/AGRo/ |

Only if the entire complex fuses into one single atomic terminal node may the single
VI expressing T or Agr be inserted. However, in such a case, insertion of the item
expressing T or Agr (i.e English -d, or -5) would block insertion of the verb stem, just as
insertion of the hypothetical “Z” in (12) above was blocked. That is, only one VI may be
inserted at a given terminal node. This is the basis of the competition idea. The
complementarity between Tense and Agreement in English, I claim, is evidence that they
compete for insertion at one node, the fact which drives the fusion. Only one of either
tense or agreement Vocabulary Items may be inserted for a given verb stews, but not both.
Inflection is not in complementary distribution with the verb stem, however, which by the
same logic indicates that the inflectional markers and the verb stem are not inserted at the
same node. Such a configuration of heads, we have just seen, is impossible in (17), i.e. in

the head created by (15).
Since English verbs consist of a stem plus a fused “slot” for a Tense / Agreement

VI, vocabulary insertion is impossible if head-movement in the syntax has created the

complex head in (15). Vocabulary insertion is only possible in (14). In Icelandic, which
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does not have fused Vs in the verbal inflection, vocabulary insertion is possible iz either

complex head.

Now, we know independently that the complex head in (14) is the result of a
derivation which does not allow the use of Spec,TP, whereas (15) does not rule out this
position. Neither derivation is blocked in the syntax, per se, either in Icelandic or in
English. However, derivation (15), which uses Spec,TP, is blocked in English by the
(overt) morphology. In this sense, English morphology acts as a fiiter, blocking derivation
(15), the only derivation which allows Spec,TP, and thus English cannot make use of

Spec, TP in the syntax.

In sum, the syntax aliows either complex head to be derived, but the morphology —
the vocabulary items in a given language’s store — acts as a filter on possible heads. If a
head which is derived in the syntax is incompatible with vocabulary insertion given the
vocabulary store of a given language, then the derivation cannot be legitimate at PF; it

crashes, since the morphology just doesn’t fit.

3.2  The Full Paradigm

We have seen that the system works to predict a syntactic difference between
Icelandic and English on the basis of overt inflectional morphology. The complementarity
of Tense and Agreement morphology (Vocabulary Items) in English indicates that the
. terminal nodes expressing these features are fused into one node. This fusion in turn
serves ultimately to block the projection of Spec,TP in the syntax, thus excluding
constructions such as transitive expletives and overt Object Shift of full NPs. In Icelandic,
the nodes are not fused, and thus the morphology does not serve to block any relevant

derivations. Spec,TP is therefore a possible position for the subject. Hence, Icelandic
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shows the cluster of properties associated with allowing subjects in Spec, TP. Note that the
implication developed is one-way:!3
(18) The morphological condition for fusion

If a language has T+Agr VIs in complementary distribution,

then derivation (9) is blocked.

This says nothing of the syntax of languages without fused morphology, beyond
the fact that (15a) and (15b) are both potential derivations. There may well be independent
factors blocking one or other derivation, just as there are certainly other factors involved in

TEx constructions and Object Shift, beyond the simple licensing of Spec,TP.

The onus is now upon me to show that this analysis extends to the remaining
Germanic languages. In particular, it is incumbent upon me to show that the languages
listed in (12) as not allowing Spec,TP all have fused T+Agr nodes, predictable from their
morphology, and further, to show that those languages which do license Spec,TP do not
have fused morphology. In doing so, we will find that there must be positive evidence of
fused morphology in order for the child to posit that (15a) is not a possible syntactic
derivation. In the absence of such positive evidence, all else being equal, the child will not
rule out the derivation and thereby will not a priori exclude the possibility of Spec,TP.
There emerges in this sense a clear default and marked member of the pair of constructions

involved.

13 Johnson 1990 derives a condition similar to this, but with finer distinctions, by ordering the functional
heads (he has more heads than I assume) and having the verb raise only as far as the highest head for which
there is an overt morpheme. See Chapter V for an analysis of verb raising in the VO Germanic languages.
The ramifications of Johnson's proposal for argument positions have not been considered and I will not do
so here, primarily for reasons of space.
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3.2.1 German and Dutch

Consider representative inflectional paradigms of German and Dutch:
(19)

German: sagen ‘tosay’ Dutch: lachen ‘to laugh’

1 psn sg sag -e sag -te x lach lach -te

2 psn sg sag -st sag -te -st ) lach -t lach -te

3 psn sg sag -t sag -te i lach -t lach -te

1 psn pi sag -en sag -te -n L lach -en lach -te -n

2 psnpl sag -t sag -te -t i lach -t lach -te (-n)'4
3 psn pl sag -en sag -te -n | lach -en lach -te -n

We see clearly that Tense and Agreement are not in complementary distribution
throughout these paradigms. Rather tense and agreement can easily be seen as separate VIs
(morphemes) when one looks at forms such as German sag-fe-st ‘say’-past-2sg, or Dutch
lach-te-n ‘laugh’-past-1/3pl. These paradigms thus do not implicate fusion of T and Agr in
the morphology. Since the implicature motivated above is one way, the prediction is that
the morphology of these languages does not preclude the derivation which uses Spec,TP.
As it happens, these two languages both appear to require Spec,TP at least in some
constructions (i.e. they have transitive expletive constructions and object shift of full

NPs)13.

14 The second person distinction in the Dutch plural past tense forms is rather outmoded, as pointed out by
Jan Wouter Zwart and Fleur Veraart, p.c. Modern Dutch, then has only singular versus plural distinctions
in the past tense. We will return to this in the discussion of Faroese, below.

15 Ken Wexler reminds me that the simple past in German and Dutch are rarely used, and especially rare in
the data to which chiidren are exposed. To the extent that these forms are thus not readily available to the
child for determining the nature of its language, German and Dutch resemble Yiddish and Afrikaans
discussed below. Hence, if the reader believes it is correct to exclude the German and Dutch simple past
from the input set for the child, due to its low frequency, then that reader is asked to lump German and
Dutch with Yiddish. The conclusions of the paper remain the same. A more interesting case would be an
English-type language where the simple past tense is rarcly used. I know of no such language within
Germanic, though I am not aware of any systematic studies focusing on this question.
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3.2.2 Mainland Scandinavian.

The paradigm in (20) is from Swedish, but is representative of the standard dialects of the
modern mainland Scandinavian languages:!6

(20) Swedish: (att) smaka ‘to taste’

Rresent Past
1 psn sg smaka -r smaka -de
2 psn sg smaka -r smaka -de
3 psn sg smaka -r smaka -de
1 psn pl smaka -r smaka de
2 psn pl smaka -r smaka -de
3 psnpl smaka -r smaka -de

This paradigm smacks of fused Tense and Agreement, since, as in English, there is
only one “slot” after the verb stem. This is as it should be, since the Mainland
Scandinavian languages, like English, are [-Spec,TP] languages. However, unlike
English, the Mainland Scandinavian languages do not show any variation for person in the
present tense. It would seem that a possibility at least, is that these can be analysed as
having only tense morphology, and no agreement.!? If there is no agreement, there is no

direct evidence for complementarity.

However, reflect again upon the languages so far discussed. None of the Germanic

languages ever show more than one “slot” after the verb in the present tense, even those

16 As far as I am aware, the dialects of Swedish and Norwegian which do retain agreement paradigms retain
these only in the present tense. As with English, in these dialects the agreement is blocked by the presence
of Tense morphology. In my terms, these languages should have fused morphology and thus behave like
English and Swedish described in the text with respect to the TP parameter. As far as I know, this
prediction is correct.

17 Historically, this is clearly not the case. The invariant -7 in the present tense forms of all verbs, even
auxiliary ha-r ‘has’ and a-r ‘is’ was originally the second person singular agreement marker. It later
generalized through 3rd singular (cf. Faroese, Icelandic), to singular generally, and finally to al! forms in the
present tense (see Haugen 1982). Of course, the child does not have access to Haugen's study, or historical
evidence generally and I see no compelling reason that the child could not assume that the -r is a present
tense marker in Modern (standard) Mainland Scandinavian.
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with the richest inflectional systems (eg. Icelandic, German). The relevant morphological
distinctions are only ever visible in the past tense. As there are never overt morphemes
corresponding to the present tense, evidence for competition between tense and agreement
morphemes, and thus evidence for fusion of the T and Agr heads, is only available in the

past tense. We restate the implicature in (16) as:

(1)
If the appearance of Tense morphology blocks the appearance of Agreement
morphology, then Tense and Agreement Vocabulary Items are in complementary
distribution and T and Agr must be fused.!8
Keeping this in mind, let us look at Yiddish and Afrikaans, and we will find further
support for (21).

3.2.3 Yiddish and Afrikaans

Yiddish and Afrikaans present a more interesting situation. Both are [+Spec,TP]
languages, patterning syntactically with Icelandic, Dutch and German. Neither has a
simple past tense, i.e. both make use of auxiliary + participle constructions to express the
past tense. While Yiddish shows agreement morphology in the present tense, Afrikaans

shows no verbal inflection for agreement or tense whatsoever:

18 The fact that if only one of tense and agreement is to be expressed via overt morphology, then it will be
tense, is undoubtedly not accidental. Noam Chomsky suggests (p.c.) that this may well be due to the fact
that tense has semantic import (in terms of Chomsky forthcoming it is “interpretable”), whereas agreement
generally redundantly expresses features expressed elsewhere in the clause. For the discussion in this thesis,
we are concarned only with the tense / agreement interactions. Finer-grained distinctions may well be
necessary. johnson 1990 proposes that there is an implicational hierarchy in Germanic among the features
expressed in a given language. Thus, person distinctions exist only in those paradigms which show a
number distinction, number distinctions exist only in paradigms which distinguish “addressee” (i.e. second
person) from other forms, and these distinctions in turn exist only in paradigms which have tense
distinctions. The hierarchy is not without problems. Yiddish, for instance, shows rich perscn and number
agreement, but has no simple non-present tenses. It could be claimed that there is a tense distinction
nonetheless; as Rex Sprouse, pc, points out Yiddish shows vowel quality changes betweezn finite and non-
finite verb forms. However, to the extent that Johnson's or similar finer-grained distinctions are mandated,
the simple interpretable versus non-interpretable distinctions will not alone suffice. A promising direction
is to explore morphological feature hierarchies, as discussed in Noyer 1992, Harley 1993. If these are
universal, then they may ultimately reduce to a more refined notion of “interpretability” than the binarity
suggested by Chomsky, just as recent work in phonology has suggested that feature hierarchies are grounded
in articulatory / phonetic realities (see, e.g. Halle 1995, Archangeli & Pulleyblank 1994 and references
therein).
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(22) Yiddish: ‘toheal’ (Birnbaum 1979, David Braun, pc.)

Present Past

1 psn sg heyl Non-present

2 psn sg heyl -st tenses are

3 psn sg heyl -t auxiliary
constructions

1 psn pl heyl -n

2 psnpl heyl -t

3 psn pl heyl -n

(23) Afrikaans: ‘to work’ (Donaldson 1993)

Present Past

1 psn sg werk Non-present

2 psn sg werk tenses are

3 psn s5g werk auxiliary
constructions

1 psn pl werk

2 psn pl werk

3 psn pl werk

Previous accounts attempting to correlate syntax and morphology in Germanic,
working from a notion of “richness” of inflection (eg. Johnson 1990, Roberts 1992,
Rohrbacher 1994, also Holmberg & Platzack 1993 for Scandinavian) have often been
derailed by Afrikaans, or make exactly the wrong predictions about it.!1 Syntactically it
behaves like the most richly inflected languages, yet it is the most poorly inflected of all the
Germanic languages, showing no tense/agreement inflection at all (though it does have

tense suppletion in the verb ‘be’).

19 The focus of these accounts has been primarily correlations between “richness” of inflection and patterns
of verb raising, with no attempt made to connect verbal inflection and argument positions. Jonas 1995a is,
I believe, the first to observe that the Spec, TP Pararaeter correlates with paraetric variation in verb raising
(although Vikner 1991 identifies the correlation between V-to-Infl in non-V2 environments and the
possibility of shift of full NP objects in the Scandinavian languages). In the present analysis, I see no
obvious way in which the morphology correlates with verb raising. In Chapter V, I return to this on a
revised set of assumptions, offering a unified account of the effects of the Spec, TP Parameter and the verb
raising correlations. The discussion is postponed since that chapter relies on different assumpiions about
the nature of the syntax.
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On the account I offer here, Yiddish and Afrikaans behave exactly as predicted by
(21). The revised statement of the implicature is still only a one-way implicature. That is,
a language which has evidence of fused morphology will behave syntactically as a
[-Spec,TP] language. However, such evidence by (21) is only available from simple past
tense forms. Since Afrikaans and Yiddish have no simple past tense, they a priori cannot
have evidence for fusion, and are thus expected to behave as +Spec,TP languages.

Nothing more need be said.

It is not, then, “richness” of morphology which determines the syntactic behaviour,
but rather the presence or absence of a specific morphological configuration. Fused
Tense/Agr vocabulary items orly fit into the heads created by one of the two possible
syntactic derivations, i.e. (8). If a language does not show competition between tense and
agreement, then the “richness” of the morphology is irrelevant; the language learner will
not be forced to either of the derivations above by the morphological evidence. In this
sense, there emerges a markedness effect: the derivation (9) is the default, or unmarked
case. The derivation (8) is posited only if there is compelling morphological evidence that

it is necessary. We return to the markedness and learnability issues in section 4.

3.2.4 Faroese

Faroese appears to pose an immediate problem to the analysis I have developed thus
far. As noted above, Jonas 1994a has shown that there is a dialect split in Faroese with
respect to the relevant syntactic properties. One dialect (Farcese I) licenses Spec, TP (eg, it
freely permits transitive expletive constructions), while the other dialect (Faroese II) is a [-

Spec,TP] language. Dianne Jonas (p.c.) also reports that there are essentially no
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morphological correlates of this dialect split. Thus, the paradigm below is the same for
both the [+Spec,TP] and the [-Spec,TP) dialects.20

(24) Faroese: kasta "throw"

Present Past
1psnsg  kast -i kasta -8
2psnsg  kasta -r kasta -8
3 psn sg kasta -r kasta -0i
1 psn pl kasta kasta -Ou
2 psn pl kasta kasta -8u
3 psnpl kasta kasta -8u

Unlike the (standard) Mainland Scandinavian languages, Faroese shows variation
in the past tense. However, unlike Icelandic and German, such variation is only for
number and not for person.2! The intuition which I would like to capture formally, (see in
a different context, Holmberg & Platzack 1993, and references therein), is that number
agreement has a different status from person agreement, though I will not go so far as to
posit a separate syntactic projection for number. In particular, I would like to claim that
number agreement in the past tense is not sufficient evidence to determine whether or not
Tense and Agreement are fused. The child faced with number agreement in a paradigm like

(24) must look elsewhere to determine whether this is fused morphology or not.

That is, I suggest that the forms -, -du, may be analysed as the tense marker -J-

plus an agreement marker, which varies only for number -, -». Or, they may be taken as

20 Jonas reports one difference in the morphological paradigms of the two dialects. The second person
singular marker in the strong verbs, -st is preserved to some degree in Faroese 11, but not in Faroese 1.

21 There are dialects of Swedish and Norwegian which also show number agreement. At least one of these
shows number agreement only in the present tense, and hence poses no interesting questions since we have
seen that the present tense paradigm is irrelevant. It would appear that these languages behave like Faroese
II in not licensing Spec,TP, in that they do not allow OS of full NPs. There is no evidence that I ain aware
of that they allow TEx constructions either, but the data is extremely scani. Given what we are saying is
the nature of the ambiguity in Farosse, we predict only that if any of these languages have number
agreement in the past tense, then should behave like either dialect of Faroese, admittedly, not a very
interesting prediction.
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evidence for fused morphology, a single tense marker with vowel quality allomerphy for

number.22

Given the underdetermination of the analysis by the morphology, the triggers must
come from elsewhere. I suggest that there is an interplay between morphological and
syntactic triggers, such that in the absence of sufficient evidence from one component,
sufficient evidence will come from the other, or the learner will maintain default

assumptions. In the case at hand, given insufficient morphological evidence to posit

22 vowel quality allomorphy conditioned by number and tense is quite pervasive in Germanic. Compare
the Faroese inflection with the Icelandic paradigm for the same verb, given above, repeated here:

(i) Icelandic: kasta ‘to throw’

Present Past
1 psn sg kasta kasta -&i
2 psn sg kasta -r kasta -8i-r
3 psn sg kasta -r kasta -8i
1 psn pl kost -um kostueGu-m
2 psn pl kast -i0 kostu-Ou-8
3 psn pl kasta késtu-Ou

In addition to the actual agreement markers (-7, -m, -d...) Icelandic shows a number variation in
the vowel of the tense marker -8i ~ -du. This of course is the same variation which we see in the Faroese
forms.

Throughout the Germanic languages, vowel quality alternations in the stem vowels are
characteristic of the “strong” verbs. In English, such alternations are conditioned by tense, and stem class
(tparticiple, etc...): sing, sang, sung (also song 7). In many of the languages, including Icelandic, stem
vowel quality alternations in preterite stems are also conditioned by number. Take, for instance, the stem
forms of the verb bjoda ‘to offer’ (data from Einarsson 1945):

Present: bjod- from which the infinitive and present tense forms.
Preterite, sg: baud- the singular past tense forms:

Preterite, pl: bud-  the plural past tense forms:

Participle: bod

There is an additional vowel quality change in the present stems which is historically, though not
synchronically, phonologically predictable. Thus, the first person, singular present tense form is (Eg) byd
‘I offer’, the change from /jo/ to /y/ being historically triggered by a suffix // in the singular forms, now
lost.

Halle & Marantz (1993) point out that vowel stem allomorphy in Indo-European is independent of
the presence or absence of a tense suffix. Thus, there are verbs which have (i) the dental past tense suffix,
but no vowel quality alternations (jump, jumped), (ii) vowel quality alternations and the dental past tense
suffix (buy, bough-t), (iii) vowel quality alternations with no tense suffix (dig, dug), and (iv) neither vowel
quality changes nor a past tense suffix (hir).

Thus, we have strong reasons, within Germanic at least, not to treat vowel quality alternations
necessarily as separate vocabulary items. I thank Morris Halle and Koldo Sainz for discussion.

50




Bobaljik Chapter I - Fused Functional Heads

morphological fusion, the child must look for syntactic evidence which would necessitate
the use of Spec,TP. In one dialect, such evidence is available, while in the other dialect it
is not.

(25) Transitive Expletive Constructions in Faroese

FarI: Tad bygdu nakrir islendingarhis { Havn.
there built some Icelanders houses in Torshavn.

FarII: *Tad bygdu nakrir islendingarhis { Havn.
there built some Icelanders houses in Torshavn.

‘Some Icelanders built houses in Torshavn.’
(Faroese, Jonas 1994a:20)

In section 4, I will flesh out the interplay between morphological and syntactic

triggers within the context of some thoughts on learnability.

3.3 Summary

In this section, 1 have been concerned with combining the syntactic analysis
assumed in §1 with the morphological theory outlined in §2. I showed how a difference in
the inventories of overt inflectional vocabulary items among the Germanic languages
predicts certain aspects of the syntactic behaviour of these languages. The descriptive
generalization which I proposed was the following:

(21) Evidence for fusion
If the appearance of Tense morphology blocks the appearance of Agreement

morphology, then Tense and Agreement Vocabulary Items are in complementary
distribution, and T and Agr must be fused.

This descriptive generalization was shown to play out rather straightforwardly in
terms of the theory of morphology. In order to have competition between tense and
agreement for insertion at a single node, T and Agr must be fused. Such fusion is only
possible in the complex head which is the output of derivation (8). The derivation (9),

equally licit in the syntax, does not concatenate the heads in such a way that the necessary
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fusion could occur. Languages with the complementarity indicative of fusion must use
derivation (8), and therefore cannot utilise Spec,TP in the syntax. They must all be
[-Spec,TP] languages. I also iilustrated how the data from the various Germanic languages

support this conclusion, on plausible assumptions.

The approach developed above suggests that the connection between morphology
and syntax is at least in some instances a question of determinism in the acquisition stage.
Thus, (21) could well be an informal statement of a morphological “trigger,” providing a
key clue to the child learning its language. For this reason, I devote the next section to a
brief discussion of some issues which this paper raises for learnability. In particular, I
point out a tension between morphology and syntax, with interesting consequences for

situations like the underdetermined nature of Faroese (§3.2.4).

4. Learnability and morpho-syntax tensions.

From the morphological perspective of the theory discussed above, the availability
of the [+Spec,TP] derivation (9) seems to be the default case. That is, the child acquiring a
Germanic language does not posit the derivation in (8) unless there is overt evidence of
fused morphemes. On a global scale, there would seem to be a serious flaw at this point.
Surely (8) permits a proper subset of the syntactic constructions or configurations admitted
by (9). Given that the child is exposed to a subset of its language, acquisition should
proceed from subset to superset and not the other way round. If the default assumption is
that the specifier of TP is available, why would the child not simply posit the absence of
any syntactic evidence for the position as a gap in the input data, instead of restricting the

rar;ge of syntactic derivations to a subset of the default cases?
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The answer lies, I believe, in an intriguing tension between the syntax and the
morphology. True, the implication of (8) in the syntax is that it admits only a subset of the
derivations permitted by (9), excluding those derivations involving Spec,TP. However,
the complex head created by (8) allows insertion of a superset of the vocabulary items
which can be inserted into the head from (9). Insertion of discrete VIs at every terminal
node is possible in either tree23, but it is only (8) which in addition admits insertion of
competing Tense/Agreement morphemes, i.e. at a fused node. Thus the derivation which
is more restrictive in one component turns out to be the less restrictive derivation from the

standpoint of the other component. How might the grammar resolve such a tension ?

Recall that the tension is one of learnability, moving from subsets to supersets,
from more restrictive to more permissive, on the basis of positive evidence. The
discussion then leads us to the following situation. What is at stake, at the beginning, is

the decision between two derivations, (8) and (9).

In the morphology, the null hypothesis is perhaps that each syntactic terminal node
corresponds to a potential locus of insertion. Only if there is positive evidence of fusion,
i.e. if the presence of a tense marker preempts the possibility of an agreement marker, must
the child move to the morphologically more permissive derivation, (8). The syntactic

ramifications of this morphologically-driven step are as discussed above.

In the syntax, the null hypothesis would have no reason to begin with constructions
utilising the specifier of TP. Note that non-use of the specifier of TP is compatible with

either (8) or (9); while (8) blocks the movement of the subject to or through Spec, TP, there

23 Also, both heads allow total fusion - i.e. full suppletion, such that inflected verbs are inserted as a
single, morphologically unanalysed unit. If children do make use of all the functional projections at an
early stage, then the total suppletion stage would be that stage at which they make no mistakes of over-
generalization in their use of inflected forms. That is, there is much evidence that children start with
something like total suppletion before they posit that morphological concatenation is rule-governed and that
inflected verbs are decomposable.
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is nothing intrinsic to the derivation (9) which forces inovement to this position. Given that
the superset/subset relations are the inverse in the syntax of what they were in the
morphology, syntactic evidence must be of the sort that entails the use of the specifier of
TP (object shift of NP, or transitive expletive constructions), forcing the child to opt for the
syntactically more permissive derivation (9). The morphological consequence of this

syntactically-driven step is that fusion of T and Agr will be impossible.

Thus, my claim is not that acquisition is purely morphology-driven, nor is it that
acquisition is driven by purely syntactic triggers, but rather that information can come from
either source. However, in the model of grammar I have assumed throughout, there are
many instances in which a move driven by one component has ramifications, perhaps quite
extensive, in the other component. In the case at hand, the resolution of an open option i.e.
the decision between (8) and (9), can be based on evidence from either morphology or
syntax; however, the source of the evidence will determine in what way the option is to be

resolved.

We have seen both cases above. For English and the Mainland Scandinavian
languages, the morphology dictates that (8) be the only possible derivation, precluding
derivations utilising Spec,TP. For Faroese, the morphology provides insufficient evidence
and syntactic triggers are decisive. Thus, in Faroese I, the child has evidence of the use of
the specifier of TP, and selects the appropriate derivation (9). Both morphological and

syntactic triggers are invoked.

The prediction of the theory, then, is that no single grammar could ever provide
truly conflicting evidence. That is, no language, with the general properties of the
Germanic languages, should have positive evidence of fused T and Agr (entailing (8)), yet

at the same time display positive evidence of derivations involving the specifier of TP,
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entailing (9). Within Germanic, as I have shown above, this seems to be borne out quite
nicely. The prediction is, of course, independent of the learnability issue, as such a
language would violate either syntactic principles (§1) or morphological cnes (§2) as I have
presented them. I point it out in the context of the present discussion only to show that the

tension between the two components need never entail contradiction.

5. Concluding remarks.

In this chapter, I have sketched an account of one way in which an apparent
syntactic parameter may in large part be derived from morphological facts of the languages
in question. Among the Germanic languages, a substantial cluster of properties has been
shown in earlier literature to reduce to a simple parameter: whether or not the specifier of
TP is licensed in a given language. Here I have shown that this parameter in turn reduces
to whether or not tense and agreement vocabulary items are in competition. If they are in
competition in a given language, then that language must fuse Tense and Agreement nodes
prior to vocabulary insertion in the morphological component. Such fusion is possible
within one syntactically legitimate complex head, but not in another. In this manner, the
morphology serves to distinguish between equally legitimate syntactic derivations. The
effects of the Spec,TP parameter follow directly, since the derivation excluded for
morphological reasons in some languages is the only one in which the specifier of TP can

be licensed syntactically.
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“Good morning, Pooh Bear,” said Eeyore
gloomily. “If it is a good moming,” he said.
“Which I doubt,” said he.

“Why, what’s the matter?”

“Nothing, Pooh Bear, nothing.

We can’t all, and some of us don’t. That’s all
there is to it.”

Winnie-the-Pook. A.A. Milne.

Chqpter two

What does adjacency do?

The previous chapter offered an account of parametric variation in the Germanic

languages in terms of their inflectional morphology.! In particular, I posited that the
morphological component may act as a filter on syntactic derivations — ultimately, that
morphological criteria may decide between otherwise legitimate syntactic derivations. In

this chapter, I will offer another account which has in part the same flavour, considering

' This chapter is a revised and expanded version of Bobaljik 1994a. My thoughts on the ideas presented
here have benefited from the comments of audiences at the MIT post-generals’ workshop and the
Morphology-Syntax Connection (MIT), and as a part of larger talks at the University of Durham (UK),
the University of California at Berkeley and McGill University, especially from questions and comments of
Mark Baker, Cleo Condoravdi and Paul Kiparsky. Many other colleagues have given me invaluable
suggestions and comments in the larger context of the dissertation — see the thesis acknowledgements.
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for the most part related data from the same range of languages. The specifics of the

account, however, are quite different.

With respect to the object shift phenomena discussed briefly in Chapter I, there is
an asymmetry in the behaviour of the SVO and SOV Germanic languages.2 As first noted
by Holmberg 1986, object shift of NPs and pronouns alike in the Scandinavian languages
is restricted to those environments in which the main verb raises overtly out of the VP.
However, this restriction does not hold in those Germanic languages which display
evidence of underlying OV order. This split on the basis of headedness is a serious
problem for structurally based accounts of Holmberg’s generalization. I will therefore
offer an alternative account, relying on a notion of adjacency in the morphology which, I

show from a discussion of English do-support, is independently necessary.

In short, the account runs as follows. Assume the verb stem and the inflectional
affix are generated independently in the syntax, under different X° nodes (heads). In the
event that the two do not combine in the syntax, through head-to-head movement, they may
combine in the morphology, through a process of morphological merger (Marantz 1984).
Assume further that the environment for morphological merger is adjacency as defined
below. Certain elements, if they intervene between the verb stem and inflectional affix,
disrupt this relation of adjacency, thus prohibiting morphological merger. In English, such

disruptions by negation, the subject, or other structural material trigger the insertion of a

2 1.e. as distinguished by the word order of embedded clauses in which the finite verb does not raise to C,
and by the relative positions of participles and arguments. I will not discuss Yiddish here. If it is an OV
language, as has often been claimed (Vikner 1991, Santorini 1992, others) then its behaviour is
unsurprising with respect to the phenomena to be considered here. If Diesing 1994 is correct in
characterizing Yiddish as a VO language, then, as she and Chris Collins point out (personal
communication), Yiddish poses a potential problem for the theory developed here. I return to this in fn 18,
and suggest a likely, though uninteresting, solution, to the problem which viewing Yiddish as a VO
language poses.

At the end of this chapter, I consider the interaction of the present proposal with a proposal of Kayne
1994 to the effect that all languages are SVO and that there is no headedness parameier per se, not even in
the morphology. -
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dummy element, do, which acts as a host for the stranded affix (Chomsky 1955[1975])).
In the left-headed (i.e., VO) Germanic languages, shift of an object to the specifier of an
intermediate functional projection likewise disrupts the adjacency relation between the verb
stem and inflectional affix, if the verb has not raised to the affix in the syntax. This is
Holmberg’s generalization, now stated as a morphological condition (adjacency) which
plays a filtering role on the syntax. The syntactic movement of the object is prohibited in
case it will disrupt a necessary relation in the subsequent morphological compcnent. This
analysis therefore predicts the absence of the effects of Holmberg’s generalization in the
right-headed (OV) languages. Leftwards movement of the object will not disrupt the
adjacency relationship between Inf]l and the verb stem whether or not the latter has raised,

since the two heads are string-adjacent on the right periphery of the clause.

The chapter is laid out as follows. In section 1, I offer some introductory remarks
on the nature of affixes and define the relationship of adjacency which will underlie the
analysis. Section 2 presents the analysis of do-support in English, reworking Chomsky’s
original analysis in terms of more current assumptions. I will show that this analysis has a
wider range of empirical coverage than analyses invoking LF and theta-relations, pointing
out a potentially serious problem for such analyses. In section 3, I turn to the object shift
phenomena, and Holmberg’s generalization, fleshing out the account just sketched. In the
final section, I discuss some possible extensions of the analysis offered here to “support”

phenomena in other languages.

1. Affixes and adjacency

Let us begin with the notion that included in UG is some principle which says that a lexical
item which is an affix must come to be associated in an appropriate manner with some other

lexical item before it is interpreted at the phonetic interface. That is, UG requires that an
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affix be affixed. Narrowing the possible instantiations of such a requirement, let us
suppose that this is not a requirement of LF, nor of the syntax per se, but rather a morpho-
phonological requirement, that is, one which must be satisfied in the mapping from syntax
(s-structure) to phonology, the SPELL OUT component.3 Let us further assume that the
mechanism by which an affix comes to join with a stem, in the case that the two are
generated separately in the syntax, is distinct from the actual realisation of the phonological
features associated with a particular affix, including its realisation as prefix, suffix, or what
have you. For example, a head which in the syntax left-adjoins to another head — o.° in
[p° &’ , B°] —is not in principle required by UG to be realized in the phonology as a prefix,
though the possibility is of course not excluded by UG There is a growing body of
evidence in support of this which I will not discuss here (see, among others, Marantz.

1989, Bonet 1991, Noyer 1992, Halle & Marantz 1993).

There is more than one way in which the requirement that an affix be an affix may
be satisfied. A simple case, alluded to already, is adjunction via head-to-head movement in
the syntax (Travis 1984, Baker 1988). Presumably, affixation may also occur in the
lexicon (derivational morphology), if derivational morphology is not syntactic.4 The goal

of this chapter is to suggest that a third configuration will satisfy the condition on

3 In Chapter V, I will argue more strongly that [+affix] cannot be a syntactic feature — this feature cannot
drive movement in the syntax. The requirement alluded to here — that an affix be affixed to a stem —is
presented in that Chapter as a purely a morphophonological requirement. It can only trigger or block
morphophonological processes such as morphological merger. This strong claim about the level at which
[affix] is relevant is consistent with everything in this chapter as well. However, for the present discussion
it suffices to say only that it must be satisfied in the morphological component, with no stand taken on the
relevance or irrelevance of the feature [+affix] in the syntax.

4 See Marantz 1995b for a refutation of the idea that the lexicon allows derivational procedures. In
particular, Marantz reconsiders arguments in Chomsky 1970 to suggest that the lexicon is truly atomic and
allows for no complex entities or concatenative procedures. All concatenative operations, according to
Marantz, must be in the syntactic computation. This would be inconsistent with the argument structure
theory of Hale & Keyser 1993, who invoke a level of Lexical-Relational Structure - in essence a syntax in
the lexicon. Chomsky 1993 has independently argned that most of the insights of Hale & Keyser's theory
can be captured while maintaining that all operations occur in the syntax. There is a slight residue,
including “doubling” of the implicit argument in unergative verbs, as in I laughed a hearty guffaw. The
unergative verb laugh is taken to be underlyingly transitive, at LRS, but then can double its argument since
it corresponds to a single V head in the syntax. For a possible solution to this problem without making
reference to a separate ievel of syntactic operations - i.e. a solution consistent with Marantz 1995b - see
Bobaljik (to appear).
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affixation, namely that of adjacency. In other words, an affix may undergo morphological
merger with (i.e., be realised phonetically on) a stem with which it a) forms a complex
head derived in the syntax, b) forms a complex head in the lexicon, or which it c) is
adjacent to. Obviously, it would not be too hard to reduce this disjunction to a single

statement of adjacency, with a) and b) satisfying the relationship trivially.

n The Adjacency Condition (informal)

In order for an affix and a stem to be combined, they must be adjacent.

A moment should be taken to articulate precisely the relevant notion of adjacency.
I suggest that, as affixation is a morphophonological condition, adjacency must be defined
at {an intermediate stage in) the spell-out or interface between syntax and phonology.
Adjacency is sensitive, then, only to those elements which are relevant to the mapping
process. Headedness is relevant (linearization), while traces and empty projections are
irrelevant (“PF-deletion”). Adjacency as a morphological notion, however, is not purely
linear / phonetic in that adverbs (or perhaps adjoined material more generally) are not

relevant. Illustrative configurations are given in (2) (a)~(c):

2) Adjacency schematized

a. ..X [yp NPpoverty [y Y.. X,Y not adjacent
b. .. X [yp trace [y Y.. X,Y adjacent
c. .. X [yp adverb [yp [y* Y... X.,Y adjacent

In (2a), the elements X and Y are not adjacent. The overt lexical NP in Spec,YP
intervenes. If X is an affix and Y does not raise to X, then the condition on affixation is
violated. In (b) and (c), however, X and Y are adjacent for the purposes of (1). In (b), it
is only a trace, a phonetically empty element, in Spec,YP which intervenes between X and

Y, while in (c) only an adverb adjoined to YP (which does not alter structural relations)
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disrupts the (otherwise linear) adjacency between X and Y. In (b) and (c), then, the
affixation requirement of X could be satisfied (among other means) either by head-
adjunction of X to Y, or simply by virtue of the adjacency between the two elements

without syntactic movement.5

The principal claims here are not novel, and indeed the analysis at least of do-
support below resurrects many ideas of work from 40 years ago (especially Chomsky
1955[1975]). The single claim which is perhaps the least obvious is the contention that
adverbs/ adjuncts are not visible for the morphological relation of adjacency, (2¢). Though
I will not attempt to provide any other motivation for it here aside from the fact that it
appears to explain a number of previously mysterious facts, there is a long literature which
shows that the adjunct / argument asymmetry is indeed reievant for moerphophonological
processes. I refer the reader to the literature on phrasal phonology (e.g., among others,
Selkirk 1984, Nespor & Vogel 1982, Truckenbrodt 1995), and to the papers in Inkelas &
Zec 1990.

5 1leave open here how it is that a trace comes to be invisible in the phonology, given that it is visible in
the syntax. I assume some mechanism of “PF-deletion” of traces, which occurs early in the morphology.
In Chapter VI, I refine the account offered here and in that chapter offer a more detailed view of the
mechanism of pronunciation which determines which elements / copies of elements are deleted “at PF.”

6 The adjunct/argument distinction is relevant for phonological rules of liason (French: Selkirk 1972),
vowel deletion (Basque: Chen 1990), tone sandhi (Chinese languages) and other processes, indicating that
this syntactic dichotomy is somehow preserved well into the phonological component of the grammar.
However, as Hubert Truckenbrodt points out, it is not preserved in the phonology in a means which is
obviously consistent with the view advocated here. While edjuncts behave differently from arguments in
the phonology in many languages, it is not usually the case that phenological processes may occur across
adverbs. I leave this as an unsolved problem here, and welcome any suggestions.
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2.  English Inflection and Do-support

2.1  What Adjacency Does.

A well-known difference between English and French which has received much attention in
the recent literature is the systematic difference in the relative order of inflected (i.e., finite)
verbs and negation. A partial paradigm is given in (3):
3 a Jene mange pas de phoque.

* Je ne pas mange de phoque.

Ineg eat NEG eat (of)seal
‘I don’t eat seal.’

(French)
b. I have not eaten your smoked fish.
* I not have eaten your smoked fish
c. * Sam eats mot green eggs and ham.

For all verbs in French, and for auxiliaries in English, the inflected verb obligatorily
precedes the negative marker pas/not. Conversely main (i.e., non-auxiliary) verbs in
English cannot precede the marker of negation. The paradigm is similar with sentential
adverbs in place of the negative element:

) a. Je *souvent mange souvent du poisson.

b. I often eat *often fish.

(French, English)

The pattern with English main verbs is not, however, simply the inverse of the
auxiliary/French pattern. That is, it is not simply the case that the inflected verb in English
follows the negation marker rnot. Rather, in the environment of negation, a “dummy”
element do must be inserted which bears the inflectional features, while the bare verb stem
remains in situ in the VP:

a. * Sam not eats horseradish.
b. Sam does not eat horseradish.

(5)
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Since Emonds (1978), the standard account of at least (3) and (4) is that English
auxiliaries and all verbs in French raise overtly to (some) head of IP - Infl, while main
verbs in English remain in situ internal to the VP (at least at s-structure). If negation (and
sentential adverbials) occur in some position between Infl and V°, then the linear

asymmetries follow.

A first question which arises from this paradigm which is of concern to us here is
how a main verb in English (which has not raised to Infl) comes to bear inflection (tpast /
13sg) in simple declaratives. Various answers have been proposed. Emonds 1978,
Pollock 1989, Chomsky 1991, among others, propose that Infl lowers to the verb in the
overt syntax, perhaps raising subsequently at LF to ‘repair’ an Empty Category Principle
violation on the part of the ungoverned trace in the head of IP. Chomsky 1993 departs
from these earlier approaches, suggesting instead that lexical items are inserted from the
lexicon fully inflected, and that they raise at or by LF and merely check that the inflectional
features from the lexicon match those dictated by the syntactic configuration. For
Chomsky’s checking theory, the mechanism of inflection is thus a non-question: the verb is
inflected in the lexicon, and raises to Inf] at LF to check the inflectional features, lowering

is not needed and no ECP violation is triggered. These approaches are summarised in (6):7

7 For expository purposes, I am enclosing certain lexical elements in square brackets, and to those lexical
elements which are affixes I attach the sign o.. This has no other function than to signal that an item is an
affix.
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(6)
a. French: all verbs b. English: Main Verbs
English: auxiliaries

P
14 N{/\\I
/\ . '
NP I subj /\\
subj //\\ I VP

I VP : N
[verb] 4 ¢ [infl} /\ H \'A
\'A <
v NP
v NP “Iverb] +a[inf] D)
obj -9

On these approaches, the presence of Neg or a NegP is claimed to have no effect on
the overt raising (6a), but for whatever reason this element blocks the lowering or LF-
raising in (6b). As the verb will not be able to raise out of the VP at LF, a dummy verb do
must be inserted at s-structure to bea: or check the inflectional features, realising them in I,

above Neg.

An alternative approach is suggested by Halle & Marantz 1993, returning in many
ways to much more traditional assumptions about affixes and linear relations. On their
view, neither syntactic lowering nor LF-checking are necessary. Their proposal is that the
inflectional affixes and verbal heads may merge under (some form of) adjacency. In
simple, affirmative declaratives in English, there is a clear relation of adjacency between an
inflectional affix in Infl and the verb stem in V° (indicated by the solid, horizontal line in
(7).
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)]
IP
DP I'
subj //\
I VP
a[infl] \
v
\ DP
: [verb] obj
G——9
affixation / merger
under adjacency

The derivation of (7) would proceed as in (8).8

(8) Sam ol-past,3s] like green eggs and ham linear order

4

Sam yord {af-past,3s], like } green eggs and ham affixation under adjacency
[

Sam like+s green eggs and ham Speli Out

The adjacency which is required for affixation is disrupted by the presence of the

negative marker not, presumably in Spec,NegP.® While auxiliary verbs raise past

8 Though the inflectional affix gf-past,3s] precedes the verb stem in linear order, the fact that it is
regularly realised as a suffix is presumably an idiosyncratic phonological characteristic, listed in the
vocabulary. on a par with its specification as a coronal fricative or what-have-you.

9 The structural position of not is not crucial for this analysis. It is descriptively not a controversial fact
that negative elements appear to be different categories cross-linguistically, adverbials in some languages,
clitics in others, heads or other things in stiil others. For present purposes, I assume that English not and
French pas are located in Spec,NegP as they do not block head movement whenever such movement is
permitted on independent grounds (English auxiliaries, French finite verbs). A plausible candidate for a
negative element which would be the head of NegP would be the negative markers in the Finnic languages,
which bear (some) Tense and Agreement features, while the main verb does not raise and does not bear these
features:

@) Mini ota-n titd. ota-n / ota-t / ottag
(1sg) take-l1sg this.PAR 1/2/3 (sg)
‘I’ll take some of this.’

(ii) Mind e-n ota mitdlin. e-nota/e-tota/e-fota
(Isg) NEG-1s take whatPAR 1/2/3(sg)

‘I won’t take any.’
(Finnish, Aaltio 1984:67)
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negation, thus appearing, inflected, preceding the marker, main verbs in English do not

have this option. Resurrecting the simplest of ideas from, e.g., Chomsky 1955[1975], the

“dummy” element do is inserted from the lexicon to support the affix in I°. This is shown

schematically in (9).
9
P
N\
DP I’
subj N

I NegP
o [infl) /'K

2
@
o9

\/

not
v
: N
: \'% Dp
§ {verb) obj
6— *
adjacency disrupted:
affixation blocked
The derivation is:
(10)
Sam qf-past,3s] not like
]
Sam {[-past,3s],do} not like
!
Sam does not like

green eggs and ham.  linear order
green eggs and ham.  do-insertion
green eggs and ham. spell-out

On the face of it, this is an attractively simple approach, accounting not only for the

observed word order, but also for the fact that, unlike aspectual hgve or be, the main verb

stem following do surfaces as its uninflected base and not as a participle.
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As Halle & Marantz observe, this account extends straightforwardly to do-support
in non-subject wh-questions. Like the negation cases, with main verbs these are uniformly

ungrammatical without do-support, though do-support is not triggered with auxiliaries.

(11)

* When ate Sam the horseradish ?

* When Sam ate the horseradish ?
When did Sam eat the horseradish ?

Did Sam eat the horseradish ?

no o

What *(did) Sam eat ?
What has Sam eaten ?

-0

When the subject is questioned, however, do-support is not triggered with either

main verbs or auxiliaries:

(12)
a. Who ate my horseradish ?
b. Who has eaten my horseradish ?
c. * Who did eat my horseradish ? (on non-emphatic reading)

If we assume that the syntax forces the wh-word to raise to Spec,CP and Infl to
raise to C°, at least in matrix questions, then the account of do-support in non-subject
questions falls together with that of negation. In interrogatives, the overt subject NP in
Spec,IP interrupts the adjacency relation between the inflectional affix (in this case in C’)

and the verb stemin V°:
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13)
CP
TN
wh-word C'
N
o (infl] P
Q ‘,/’"‘\\~
NP I'
i N\
- 1 VP
§ ,,/’\\\V'
: N
: \% NP
: [v!irb] ohj
[ When [ INFL [ subject [ verb [ object ]11]

As long as a lexical subject occupies Spec,IP, it will intervene to block the
adjacency between the inflectional affix in C* and the verb stem in V° when wh-movement
to Spec,CP has triggered ‘inversion’ of Infl to COMP. When it is the subject itself which
is being questioned, however, as in (12), there is no longer overt lexical material

intervening, only the (phonologically null) trace of the subject, and Infl, even in C’, is

adjacent to the verb stem.
(14)
Ccp
. /\\
wh-subject C'
o[infl] P

N
\'4 NP
jverb]  ohj

i g

wh-subject [ INFL [trace [ VERB object J}1}
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The examples just considered indicate clearly that it is adjacency and not structure
which is relevant here. Exx (13) and (14) do not differ structurally in any respect relevant
to head movement. The only relevant difference between them is in the phonological
content of Spec,IP. In (13), Spec,IP contains a lexically overt NP, and do-support is
obligatory. In (14), the same position contains only a trace of the wh-moved subject, by

definition phonologically null. Do-support is not triggered.!0

Yet a further environment which supports the adjacency analysis over structure-
based analyses of do-support is the interaction of constituent questions and Locative
Inversion (LI).!! In LI construc.ons in English, the subject surfaces following the finite

verb, as in (15):

(15) Locative Inversion

a. Into this auditorium poured throngs of undergraduates.
b. Over that briage rode Robin Hood and his band of married men.

That the postverbal DPs boldfaced in (15) are indeed subjects at some level can be
seen by the fact that they obligatorily trigger agreement with the verb:

(16)  Post-verbal DP triggers agreement.

*ride

Every Thursday at noon, over that bridge {ri d es} King John.

10 For analyses of the differences in the distribution of do between subject and non-subject questions
which do not refer to phonology, see Watanabe 1993 and Richards 1995. While these analyses account for
the subject versus non-subject asymmetries in syntactic terms, they feil to generalize to the other cases of
do-support in English. The account offered here claims that all instances of do-support in English fall
under a single generalization and accounts which do not derive this are therefore missing the generalization.
11" Surely this data has been noticed before in the literature, but I have been unable to find mention of it in
a cursory search of some of the relevant articles. My thanks to Heidi Harley for discussion of these facts.
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If we assume that triggering subject agreement requires the subject to be in Spec,IP
at some level (perhaps LF in these cases), then we have another range of data where the
structure-based and adjacency-based accounts make different predictions. When the
locative PP is questioned, then the adjacency-based account predicts that there should be no
do-support; the subject is pronounced in the post-verbal position and does not intervene
between C° and the verb stem. These are non-subject questions, however, and thus on a
ron-adjacency account might be expected to pattern with other non-subject questions,
requiring do-support. As the examples in (17) illustrate, the prediction of the adjacency

account is borne out — do-support is not triggered in LI questions:

(17) LI questions - no do-support

a. Into which auditorium poured throngs of undergraduates?
b. * Into which auditorium did pour throngs of undergraduates?

Do-support is ungrammatical if the subject is post-verbal. However, the same
structures with a preverbal subject show the opposite pattern — do-support is obligatory.
They behave just as other non-subject questions (18). The crucial difference is not theta-
relations or structure, but rather the position in the linear string in which the subject DP is

pronounced.

(18)  Preverbal subject

a. * Into which auditorium throngs of undergraduates poured?
b. Into which auditorium did throngs of undergraduates pour?
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2.2 Beyond the obvious: other instances of do-support.

Negation markers (not, n't ) are not the only elements which trigger do-support in non-
interrogative environments in English. As is well known, emphatic elements (so, too) do
so as well:
(19)

a. Heidi’s fish *(do)n’t eat horseradish.

b. Heidi’s fish *(do)so eat horseradish.

This implies that what we have called NegP is more accurately the locus of both

contrastive affirmation or focus and negation, Laka 1990’s ZP.

In this context, so-called “emphatic do” can also be accommodated, very much in
the manner of Chomsky 1955[1975] (pp. 446-7). As is well-known, dummy do is
permitted in the context of simple declaratives, but only if it is heavily accented (indicated

by ALLCAPS), unlike do in any of the obligatory contexts:

(20) Emphatic do
Heidi’s fish DO eat horseradish.

Ex. (20) has a reading of affirmation similar to (19b). The account is

straightforward. The elements which can occupy (Spec of) ZP (i.e. which block
adjacency) include one which is phonologically overt, but includes no segmental features,

only a suprasegmental diacritic: [+ACCENTED] (Chomsky’s “Ac”). Like the other markers

of Z, including the clitic n't, this affirmation element disrupts the adjacency between I' and

V?, triggering do-support.
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This also explains the otherwise curious restriction that “emphatic do” istl. _.nly

auxiliary-like element which can never co-occur with other modals:

(21) * Emphatic do with auxiliaries

a. * Sam will DO leave.
b. * Sam DID have left.

Auxiliaries in English, as we know, raise past ZP to Infl (or are base-generated in
Infl - see Chapter V) and the environment for do-support never arises. If emphatic do
reduces to “normal” do-support in the manner just indicated, then auxiliaries should raise in
these constructions as well. This is confirmed by the fact that raised auxiliaries support

[+ACCENTED] in exactly the same way that they support 't :

(22) [+accented] with auxiliaries

a. Sam hasn’t left.
b. Sam HAS left.

One final environment which triggers do-support worth considering here is that of

VP-ellipsis. |2

(23)
a. Sam will leave today (even) though Pat might too.
b. Sam left on Thursday (even) though Pat did too.
c. * Sam left on Thursday (even) though Pat too.
d. Sam left on Thursday and Pat will tomorrow.

As (23a), shows, it is possible to elide the VP complement of a modal auxiliary,
even if the modals of the first and second VP are not identical. This indicates that it clearly
is the VP which is elided in the second clause, and not, say, IP or I'. Now (23c) shows

that when there is no modal, do-support is obligatory. The account of this is intuitively

12 A context which makes the sentences of (23) more felicitous would be along the lines of some rule that
only one person may leave on a given day. Sam, in these instances would be violating the rule.
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straightforward: even though the VP is elided, the inflectional affix in I” is still present and
must be affixed to a stem. In (23a) and (d), a modal occupies I° at s-structure, but when

there is no auxiliary verb, do must be inserted to support the affix (23b). Schematically:

(24)
...though... IP ...too...
NP T
subj
I VP
o [infl] |
_—
G——

On the adjacency account, this is not surprising: the affix in INFL must be (do-)
supported. Note that do-support in VP-¢llipsis contexts is a potentially serious problem for
theories of do-support which do not make reference to phonology, such as those invoking
LF-raising (Chomsky 1991, Jaeggli & Hyams 1993), or those based on thematic
considerations treating do as an auxiliary verb (Watanabe 1993). The appearahce of do in
(23b) is a problem for these theories if VP-ellipsis involves PF-deletion of the elided VP,
i.e., the entire VP being visible for syntax and LF, as argued in Tancredi 1992, and
Chomsky & Lasnik 1993. Consider in this light the pre-Spell Out representation of (23c)
on the copy-deletion theory of VP-ellipsis:

(25)  Pre-Spell Out representation of (23c)
[ip Sam [yp left on Thursday 1] even though [jpPat [yp left on Thursday ]] too.

On Tancredi’s (and Chomsky & Lasnik)’s thecry of VP ellipsis, this is the
representation which feeds both Spell Out (PF) and LF. The apparent deletion of the VP in

the second conjunct is a late phonological process (Tancredi’s “copy intonation”). Thus,
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from the point of view of LF, there is no difference between the two conjuncts. That is,
the structural configuration which obtains between Infl and the main verb in the first
conjunct, which does not have do-support but rather a simpie, inflected main verb, is
identical to the structural configuration which obtains between Infl and the main verb in the
second conjunct. If do-support is an LF-phenomenon, triggered by an ECP violation or the
inability of the main verb to raise at LF, as in Chomsky 1991, then there is no motivation
whatsoever for do-support in the second conjunct. If the main verb may raise to Infl at LF
in the first conjunct (thus not requiring do), then it must be able to do so in the second
conjunct as well. But this does not accord with the facts; as we know from (23c) Ao-

support is obligatory in the second conjunct, but not in the first.

The point is even more straightforward than this. If one assumes a PF-deletion-
under-identity approach to VP-ellipsis, then (23) shows that do-support (in at least these

cases) must be sensitive to the phonological environment.

An extension of the adjacency account to the appearance of do in tag questions such
as (26) should be straighiforward. Again, the differing behaviour of main verbs (a,b) and

auxiliaries (c) indicates that an Infl node is involved.

(26) Tag questions.
a. The linguists didn’t go to the faculty club again, *(did) they ?

b. The linguists went to the faculty club again, g;ﬁ,lgntt ttllil?),/ ?
c. The linguists have gone to the faculty club again, { Eg‘i,gg,: t':::g,’ ?

The analysis offered here provides a remarkably simple account of English do-
support and inflection. Resurrecting the ideas of Chomsky (1955[1975]), the leading idea

is that the duminy verb do is inserted to support an inflectional affix which cannot be
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legitimately associated with the verb either through overt verb-raising (auxiliaries) or
through affixation under adjacency (i.e., the cases where adjacency is blocked by
phenologically overt structural material or where there is simply no overt verb-stem tc be

adjacent to).

Lasnik 1994 extends this account of do-support to a range cf phenomena in VP-
ellipsis contexts and pseudo-gapping, reducing the latter to the former. Lasnik shows that
with reasonably few problems, the impossibility of stranding affixes can be extended to the
participial affixes in VP-ellipsis constructions with multiple auxiliaries.

Lasnik’s account, as he acknowledges, has some outstanding problems. For a discussion
of these, and thoughts on both extensions of Lasnik’s proposals and an adaptation of them
to the “feature-movement” framework of Chomsky, forthcoming, see Hagstrom 1994. I

leave this as beyond the scope of the present work.
The case that I have laid aside without comment, which has received treatment in

other accounts, is the question of why adverbs do not trigger do-support in English, even

though they occur between Infl and the verb stem.
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(27) Adverbs do not disrupt adjacency.

a. An adverb never disrupts adjacency.

IP

/\
NP I
subj

VP
afinfl AN

adv /VP\
\; NP
: [verb} obj
o0—X 6
~ adjacency not
blocked by

adjoined material

Anadverb  never disrupt +s adjacency

The answer 1 will offer is not deep, and is admittedly somewhat ad hoc. Adjacency
was defined in the introduction such that adverbs are not relevant, and in particular do not
block the merger of an affix and stem. As we shall see, this one observation allows simple
explanations of a wide range of phenomena in quite a few languages. This is not an
entirely uninteresting point. That the inflected verb occurs following the adverb indicates
that the single vocabulary item which is the output of the merger of affix (Infl) and (verb)
stem occurs in the position occupied by the stem. Thus, in a non-trivial sense, the affix
adjoins to the stem and not vice-versa. This will be seen to be the case in all the instances
of merger/affixation examined below. It remains an open question if this is a universal

characteristic of such merger operations.!3

The use of never as the illustrative adverb in (27) is important. Unlike not, the

adverbial negation never does not trigger do-support. However, never does license

13 If cliticization is a process occurring also at this level, then it would seem to fall within the scope of
this generalization. Certainly, English “clitics”, like negative n't, or the clitic forms of the auxiliaries do
nct run counter to this, though see Pullum & Zwicky 19xx for discussion of English n’t.
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negative polarity items like any as in (27). One of the principal motivations for the
existence of a NegP in the literature is the licensing of negative polarity items, at least on
some accounts. If this is so, then the minimal difference between not and never makes an
important point. Namely, it reinforces the observation from the consideration of questions
above. That is, if NPI licensing entails a NegP (or ZP), then such a projection must be
present in (27). Thus, in terms of syntactic projections, the structure of (27) with never is
the same as the structure of (9) with not. However, only the latter triggers do-support,
indicating the relevance of the difference between structural elements such as not and

adverbs such as never, and the irrelevance of projections.

As noted in the introduction (especially note 6), it is well known that the adjunct
versus argument dichotomy is relevant in the phonology. The stipulation that this
distinction makes itself felt in adjacency phenomena as well is thus only ad hoc to the
extent that I have offered no account of just how the “transparency” of adjuncts should
reduce to  .nore general problem of expressing this syntactic notion in the phonological

component. !4

3.  Object Shift

Another set of phenomena which has received a fair deal of attention in the recent literature
is the clause-internal fronting of non-subject arguments in the Germanic languages,
subsumed under the terms Object Shift and Scrambling, and discussed briefly in the

previous chapter. Of particular interest to us at the present are the conditions affecting the

14 An intriguing suggestion, which has wound its way into the literature now and again, is that adjuncts
are on a separate plane or tier from structural elements. If trees are represented .a three dimensions, with
adjuncts “'sticking out,” this could account for the structural effects (scope, etc...) of adverbs, as well as their
linear positions, while other processes (head-movement in the syntax, adjacency in the morphology) would
“see” only two dimensions and thus be blind to adjuncts. Detailed proposals concerning three-dimensional
trees for coordination and other phenomena have been entertained by Moltmann (1992) and references
therein.

78




Bobaljik Chapier Il - Adjacency

distribution of the A-movement fronting across elements which demarcate the left edge of

the VP, exemplified in (28):15

(28)  Object shift in Germanic

a. A barnum drakk stidentinn bjérinn [ stundum ]
In bar.the drank student.the beer.the [yp sometimes trace ]
‘In the bar, the student sometimes drank all the beer.’
(Icelandic)

b. I gér leste Peter den { uden tvivl [  ikke. 1

yesterday read P. it [yp without doubt [yvp not frace ]}
‘Peter doubtlessly read it yesterday.’
(Danish, Vikner 1991:300)

c. ..dat veel mensen datboek  gisteren gekocht  hebben
that many people that book [yp yesterday [yvp ¢ bought ]] have
‘... that many people bought that book yesterday.’
(Dutch)
d. Mit Professoren in den 60ern hat Renate den Hubert [ nicht [  gegvilt.]]
with professors in the 60s hasR. the H. [vp not [yp ¢ tormented]]
‘Renate has not tormented Hubert about professors in the 60’s.’
(German)
The issues that the phenomena associated with object shift raise are slightly
different in SOV Germanic languages (German, Dutch, Frisian, Afrikaans...) and the SVO

Scandinavian languages. I will consider them separately here.
3.1 OS-1: The SVO Languages

In the Scandinavian languages, there is a class of adverbial elements including the sentential

negation markers (Icelandic ekki, Swedish inte, Danish ikke ...), which are taken to

15 1 will not generally provide arguments in this chapter either that any specific example involves
A-movement (as opposed to A’-movement) or that any specific example involves movement at all. T will
provide a long argument in Chapter III, §1 that these examples do involve object shift, and in particular the
same object shift process as in Icelandic, i.e. for NPs this is movement to Spec,AgrO-P. For pronouns,
the question is more delicate. In the previous chapter, I argued (following Bobaljik & Jonas 1994 and
others) that pronoun shift (28b) is a distinct process, or rather involves a different landing site. While I
believe shifted NPs occupy Spec,AgrO-P, shifted pronouns must occupy a different structural position, also
between Infl and VP. For the purposes of this chapter, I will collapse this distinction and treat the
pronouns as if they were also in Spec,AgrO-P as nothing here hinges on teh distinction.
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mark the left edge of VP. Presumably, like English adverbs quickly or never, these
elements are adjoined to the VP.16 Using these as a diagnostic, it is well known that in
certain contexts, object NPs may raise overtly to a derived, VP-external position. A near
minimal pair with non-shifted indefinite (a) and shifted definite (b) NP objects is given

here, illustrating the two positions. See also the shifted pronoun in (28b).

- (29) Definites shift, indefinites do not.
a. ffyrra  maludu suidentarnir [vpekki his ].

last year painted students.the not house
‘The students painted a house last year.’

b. [fyrra mAaludu stidentarnir hiisid {vp ekki trace].
last year painted students.the house.the not
“The students painted the house last year.’
(Icelandic)
In the SVO Germanic languages (excluding English), Object Shift is dependent
upon overt verb raising, an observation originally due to Holmberg 1986.!7 In the
examples above, the verb has raised to some VP externial position, either Infl or COMP. In
the environments where it is permitted, shift of unstressed pronouns is cbligatory in all the
Scandinavian languages, while Object Shift of full NPs is possible only in Icelandic and

Yiddish. In these languages, shift is apparently dependent upon the contrast between new

and old information, or something similar (see Chapter III, §1, and references there,

16 Again, I am assuming that negative markers do not universally occupy the same structural position
cross-linguistically. In footnote 9, I suggested that the Finnish negative markers were heads in their own
right, as they bear inflectional morphology for (some) tense and agreement. In English, I assumed that not
occupies Spec,NegP. That Scandinavian negation markers are adverbial does not preclude the projection of
a Neg (or X) P in negative contexts, in the same manner that English never, as an adverb, does not trigger
do-support, even though it licenses Negative Polarity Items as discussed in the end of the last section.

17 1 assume that English does not have object shift, contra Johnson 1991, Koizumi 1993, Lasnik 1993.
For one thing, a characteristic of object shift is that, when possible, it is obligatory for arguments which
carry old information (especially weak pronouns), and prohibited for arguments which introduce new
information, see Chapter Ill, Zwart 1993b, Diesing 1995 and others. The proposed cases of “object shift”
in English do not display this characteristic. To the extent that there are movement processes involved in,
for example, the alternations in (i) with particles, or the more subtle effects in psuedo-gapping and
Antecedent Contained Deletion (Lasnik 1993), these do not show the semantic/interpretive effects which are
hallmarks of true object shift.

@) I put [a new hat] on ~ I put on {a new hat].

More discussion of this will crop up in Chapter I and Chapter VI.
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especially Zwart 1993b, Diesing 1995). In the Scandinavian languages, when the verb has
not raised overtly, however, no object shift is possible (Holmberg 1986).18 There are two
environments in which the verb does not raise overtly. The finite verb remains VP-internal
in embedded clauses (outside of “bridge” environments) in the mainland Scandinavian
languages (30) and Icelandic non-finite complements of modal verbs (Thrdinsson 1993).1°
Likewise, if the inflected verb is an auxiliary, the participle remains internal to the VP in all

the languages (31).

(30) Embedded ciause, verb in VP

a. Det var godt [ at Peter [ ikke kgbte den. 1]
b. * Det var godt{at Peterden[ ikke kgbte l
it was good that P it [vp not [vpbought it 1]
‘It was good that Peter bought it.’
(Danish, Vikner 1991)

18 Yiddish apparently does allow leftward movement of (definite) NPs to a position between Infl and
V even in constructions with auxiliaries (i.e., without verb raising):

() Max hot [Np dos bukh]; ni(sh)t geleyent t;

Max has  the book not read

‘Max has not read the book.’

(Yiddish, Molly Diesing, pc)

This is also possible for some speakers of Icelandic (Régnvaldsson 1987, see Jonas & Bobaljik
1993:93f for discussion) and Norwegian () but only with certain quantified objects, and not all speakers
agree.

There is reason to believe that these are instances of A’-movement, i.e. Focus Scrambling, and not
Object Shift, in the technical sense in which the latter is (A-) movement to the Spec of AgrO-P. For
example, constructions such as (i) in Yiddish are not restricted to NPs, and also lices:s¢ parasitic gaps
(Molly Diesing, pc):

(ii) Max hot dos bukh aroysgevorfn on frier vertsuleyenen
Max has the book out-ge-thrown without earlier ver-to-read  [e].
‘Max has thrown the book out without reading it.’
(Yiddish, Molly Diesing, pc)

If the medial NPs are adjoined higher than the participle phrase (see below) and not in the Specifier
of an intermediate projection, then this data does not run counter to the analysis at hand.

Thanks to Molly Diesing, Chris Collins, and David Braun for the Yiddish data and discussion of
it.
19 In Icelandic and Yiddish, the verb generally raises to Infl or higher in embedded clauses even in the
presence of an overt complementizer. In such cases, as might be expected, NP objects may shift, and
unstressed pronouns must do so. This provides further confirmation that the releva.t factor is overt raising
of the finite verb. Furthermore, as Thrdinsson 1993 points out, the verb does not raise to Infl in the non-
finite complement of a modal verb, and in these contexts object shift is prohibited. See Chapter V for an
analysis of verb raising in these languages.
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C. * Risarnir ®ttu [ ad rikisstjornirnar [ éta. rrace ]]
giants.the ought to governments.the [vp eat 1
(The giants ought to eat the governments.)
(Icelandic, Thrdinsson 1993:304)
(31) Compound tense, auxiliary in Infl, verb in VP:
a. Hvorfor har Peter ikke kgbe den?
b. * Hvorfor har Peter den ikke kgbe ?
why  hasP it not bought it ?
‘Why hasn’t Peter bought it 7’
(Danisk, Vikner 1991)
c. Hann hefur [ aldrei lesi0 bdkina ]
d. * Hann hefur békina [ aldrei lesid ]
He has book.the [yp never read book.the
‘He has never read the book.’
(Icelandic, Thrdinsson 1994b:20)
Holmberg’s generalization, namely the fact that (overt) verb raising is a
precondition for (overt) Object Shift, is well known, and is accounted for in most
treatments of the phenomenon. In recent accounts within the framework of Chomsky
1993, this is derived for the movement of full NPs through an interpretation of Baker’s
1988 Government Transparency Corollary through which verb moveinent may render
two positions “equidistant” for purposes of Relativized Minimality qua Shortest Movement
(see especially Bobaljik & Jonas 1993, Bures 1993, Marantz 1995a and Chapter III,
below). On these accounts, however, Holmberg’s Generalization receives a principled

account only insofar as it applies to full NPs, even though it applies equally to the shift of

pronouns in the SVO Germanic languages.20

I would like to suggest that there is an alternative analysis to derive Holmberg’s

Generalization. The fact that Object Shift (OS) is prohibited when the verb has not raised

20 Tarald Taraldsen (personal communication) has drawn my attention to certain weak pronouns in
Norwegian which may occur preceding the subject, but are not strictly clitics in the sense that they may be
separated from the verb by adverbs. See Josefsson (1992) and Holmberg (1993) for some thoughts on
these. Though I have little to say about them here, it should be noted that they occur in a higher position
than INFL and therefore do not interact at all with the adjacency phenomena discussed in this paper.
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can be seen as another result of the Adjacency Condition. For the SVO languages, this
account is at least equal to other accounts that have been offered. In the next section, we
will see that it allows a much clearer picture of :he interaction of headedness with Object

Shift.

Let us first lay aside the case of auxiliary + participle constructions and take the case
of matrix clauses with overt verb raising (28) versus embedded clauses with overt
complementizers and no overt verb raising (30). I will assume that Object Shift is
movement of the NP or pronoun to some A(rgument) position between IP (i.e., TP) and
VP. For the sake of familiarity, I will continue to call this the specifier of AgrO-P as in the
previous chapter, though I will ultimately wish to distance myself from the case-theoretic
connotations of this label (see Chapter VI). This phrase is simply “whatever phrase the
object moves to,” and could equally, for present f.vposes, be AgrO-P (Chomsky 1991),
Inner Asp(ect)-P (Travis 1992), uP (Johnson 1991, Koizumi 1993) or some other
functional projection. In labeling the position occupied by shifted pronouns and that
occupied by shifted NPs as “Spec,AgrO-P,” I am coliapsing an important distinction
between shift of NPs and shift of pronouns. While pronouns and full NPs behave the
same for the purposes of Holmberg’s generalization, it is well known that they behave
differently with respect to a wide range of other properties examined in other chapters of
this thesis. I will make this abstraction for the present chapter, as nothing hinges on it

here.

To begin with, the derivation I assume for a simple V2 clause in Icelandic with

overt object shift is given in (32):
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(32) object shift in a V2 clause

a. [ger las Pétur békina eflaust ekki.
yesterday read P.  book.the undoubtedly not
‘Petur undoubtedly didn’t read the book yesterday.’
(Icelandic, Vikner 1991:300)

Cp

N
Spec C'

P N
[verb] + [infl]

\ subject I'

"~

60—
fger las Pétur bokina eflaust ekki

The verb has raised from V° to adjoin to I°, and then the complex head has itself
raised to adjoin to C°. The subject is in Spec,IP and the topic is in Spec,CP (though the
latter is not important, the topic may be elsewhere). The object has raised out of the VP, as
it is to the left of the VP-adjoined adverbial negation ekki, and I assume it is in
Spec,AgrO-P. Assuming that, as in English and French in the previous section, Infl is an
affix, the adjacency condition is satisfied trivially between o[Infi] and the verb stem, as
they form the two parts of a complex head. Object Shift does not interact with this
relationship at all. The prediction, then, is that OS will be possible when the verb has
raised. Independent factors, (definiteness, specificity, pronoun vs. NP) will interact to

determine whether or not the object actualiy raises.
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However, if the verb has not rased to I’ overtly, the situation is different:

(33) Embedded clause, verb in VP, object shift blocked

a. Det var godt [ at Peter [ ikke kgbte dem. ])
b. *Det var godt[at Peterden[ ikke kgbte ]
it wasgood that P it [vp not [vpbought it ]]
‘It was good that Peter bought it.’
(Danish, =(30) above)

A~

Spec C'

: v
: (verny  Oblect
O—# p———o i
.. at Peter [+past] den keb-
G ©
. at Peter [+past] keb- den

Abstracting away only from the node labels, the structural configurations we are
dealing with are parallel to those which determined the distribution of do-support in English
in the previous section. As in English and French, the inflectional affix in these languages
must satisfy ( ). If the verb raises, this is satisfied trivially as Infl and the verb stem are
adjoined. If the verb stem does not raise overtly, then this relationship must be satisfied
under adjacency. The adjacency relation is only satisfied in case the object remains in its
base position following the verb (the second example in (8)). The relation is disrupted by

an overt object in Spec,AgrO-P (the first example in (8)).

Beyond English, the Germanic languages do not have the option of a dummy verb

stem to support the inflectional affixes. The morphophonclogical requirement that an affix
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be supported is by hypothesis inviolable. Thus, in an important way, we see another
example of the morphology acting as a filter on the syntactic derivation. The movement
process of Object Shift is prohibited in the syntax when it would disrupt the adjacency
between the affix Infl and the verb stem in V° in the morphology. The independent factors
governing the distribution of objects shift (e.g. old versus new information) do not come
into play here; Object Shift is excluded for all objects.2! This part of Holmberg’s
Generalization reduces straightforwardly to the adjacency requirement on affixation. As in
the analysis of the previous chapter this entails that syntactic derivations may be filtered by

morpho(phono)logical considerations.

The second environment where the verb stem does not raise overtly is the case of
auxiliary constructions. As the adjacency requirement under discussion is a condition on
affixation, it is not transparently clear why it should hold of an auxiliary (in Infl) and the
verb stem. In fact, it doesn’t, as any case of Infl to COMP movement in a question or V2
clause shows. In the grammatical (34), the subject NP intervenes between the auxiliary in
C® and the verb stem in V°, exactly the environment which for Inflectional affixes required

do-support in English:

(34)  Auxiliary and participle need not be adjacent

[cp Hvorfor har [jp Peter [yp ikke kgbe den ]]]?
why  has P not bought it
‘Why hasn’t Peter bought it 7’
(Danish, (=31a))

Adjacency between the auxiliary and the verb stem is not required, then. But if it

was the requirement that Infl and the verb stem be adjacent which prevented OS when the

21 Certain quantificational objects appear to escape this generalization. See Jonas & Bobaljik 1993 for
discussion.
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vert was in situ in the VP (33), then why should OS be blocked in auxiliary + participie

constructions in the SVO languages ?

Recalling that the leading idea here is that inflectional morphology may head its own
projection in the syntax (i.e., that the affix o[Infl] may be base-generated in Infl), it seems
plausible that the participial affix heads a PARTicipial Phrase, the complement of the
auxiliary.22 If we assume that AgrO-! the phrase to which shifted objects move,
immediately dominates the thematic VP headed by the verb stem, then the prohibition
against Object Shift in these constructicns is also a case of the adjacency configuration we
have been investigating. Note that the assumption that AgrO-P is between VP and PartP is
required if the syntax of these constructions is governed by Relativized Minimality qua

Shortest Movement plus Equidistance. The situation we are dealing with is:

(35) Object shift blocked in participle constructions.

a. Hvorfor har Peter ikke kgbe den?
b. * Hvorfor har Peter den ikke kgbe ?
why  hasP it not bought it ?
‘Why hasn’t Peter bought it 7’
(Danish, =(31a,b))

22 Thanks to David Pesetsky (pc) for suggesting this approach to the participle constructions. See also
the discussion of Lasnik 1994 in section 2.

See Hedlund (1992) ior a different analysis of the formation of the participles in Swedish, where it is
suggested that at least some participle formation takes place in the lexicon. Her assumptions differ too
much to permit a comparison of these approaches here.
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... har [+perf] kegb- den

Summarising, we find that Holmberg’s Generalization, the requirement that the
verb raise overtly in order for overt Object Shift to be possible, is explained in the same
way as the distribution of do-support in English. That is, we assume that the inflectional
(and participial) affixes head their own projections in the syntax, returning to the original
motivation for such categories. I have further proposed that in the absence of head-
movement, simple morphological adjacency (i.e. a linear adjacency blind to adverbs /
adjuncts) is sufficient for affixation. In English, this entails that do-support is required just
in case structural material intervenes between the affix Infl and the verb stem, and likewise,
overt Object Shift to a structural position external to the VP is prohibited just in case such
movement would disrupt the adjacency between Infl or PART and the verb stem. Two
distinct processes are accounted for in that one is forced by a lack of adjacency and the

other barred if it would otherwise disrupt adjacency.
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3.2  Object Shift II - The SOV languages

The discussion of Object Shift in the previous sections has been limited to the members of
the Germanic family with SVO word order, i.e., Yiddish and the Scandinavian languages.
The remaining languages aside from English, i.e., German, Dutch, Frisian, Afrikaans...,
all display underlying SOV word order. That is, they are head-fin ’ languages. Besides
the gross word-order difference, another correlation with this word order is that
Holmberg’s Generalization fails to obtain.23 That is, all of the SOV (Germanic) languages
allow Object Shift (i.e., A-movement to Spec,AgrO-P) in ex.ctly those cases in which it
was prohibited in the SVO languages, in particular, when the verb does not raise due to the
presence of an overt complementizer, or when the main verb is a participle selected by an

auxiliary.24

(36) No dependence on verb raising in SOV

... dat veel mensen [Agro.p dat boek [vp gisteren gekocht]] hebben ].
that many people that book  yesterday boughtipar) have
‘... that many people bought that book yesterday.’
(Dutch =(28c))
On accounts which derive Holmberg’s generalization as a principle independent of
headedness, this fact poses a potentially serious problem.2> On the adjacency account

under investigation, the account is very straightforward. The tree in (37) is exacily the

same tree as in (33) the sole difference being the seiting of the headedness parameter. That

23 This was first noted by Vikner 1991, though trom it he concludes that object movement in the SOV
languages is a different process. In Chapter III, §1 I will argue that the two are the same process and thus
the lack of a dependence on verb movement needs to be explained. Déprez 1991, Watanabe 1993, Zwart
1993b, 1995a and Koopman 1995 all note the apparent failure of the generalization to extend to the SOV
languages.

24 For arguments that these examples do indeed involve object shift, as opposed to a scramblin,, - ~<:: ieq
to some higher projection, see Chapter II §1 and references there.

25 There are, of course, various technical solutions, including the analysis of ex-corporation offered by
Watanabe 1993 following a proposal for Romance phenomena in Roberts 1991. While this solution
accounts for the data mechanically, it offers no insight as to why the variation should correlate exactly with
headedness. Zwart 1995a.
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is, in (33), the heads are to the left of their complements (SVO order), while in (37) the
heads are to the right (SOV order).

(37)  Structure of (36)

CP
C'
/\.
COMP IP
subject '
/\
AgrP I
/& OL{infi]
shifted  Agr
object .= >
] VP Agr
v(
/\
object \4
[v?rb]
dat V. m. dat boek koch- [+past]

Regardless of whether or not the object has shifted, it will never interrupt the
adjacency between the verb stem and either the inflectional affix in I’ or the participial affix
in Part’. Not only is Holmberg’s Generalization accounted for in terms of adjacency
relations, then, but the systematic failure of Object Shift to be dependent on verb raising in

verb-final languages is predicted on this account.

On a final note, Kayne 1994 proposes that universal grammar dictates a fixed order
such that specifiers are universally to the left of a head, and complements to the right, a

proposal extended to Dutch by Zwart 1993b.26 Though I do not adopt this proposal, it is

26 Predating Kayne, Davis & Alphonce 1991 propose the antisymmetry which Kayne argues for on the
basis of parsing considerations, though they do not enforce left-right erdering in toto. For them, a language
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worth considering how the analysis of the present chapter may be integrated into the

Kayne-Zwart framework.

Under their proposal, the difference between the SOV and SVO languages is not
one of headedness, but rather the SOV order is derived by multiple raising of all
constituents which surface to the left of the verb to specifiers (and heads) of projections
dominating the projection hosting the verb. Thus, a simple SOV embedded clause would
have the all objects (and preverbal PPs and adjuncts) shifting from complement positions
following the verb to specifier positions c-commanding the verb phrase. As there seem to
be few if any constraints on such leftward movement in this framework, my proposals
above could easily be recast as forcing the object to move to some position higher than one
which would intervene between the inflectional head and Infl. While we have a way of
expressing the analysis of this chapter in terms of Kayne’s approach, it is unclear how this
approach accounts for the differences among the Germanic languages in any meaningful

way.

4. Extensions

In this final section, I would like to suggest a few ways in which the analysis proposed
here may extend to problems from other languages. The first case, involving quirks of the
Irish complementizer system, is taken from McCloskey 1992b. For the most part, I
present McCloskey’s data and arguments. I agree with his conclusion that the verb is no
higher than (the highest head of a split) Infl, and that the complementizer is base generated
in C°. The fact is that the two surface as a single phonological unit, towards the left

periphery of their clause, but to the right of material which is taken to be adjoined to the left

should be specifier-head-complement, or complement-head-specifier, with ramifications for the theory of
wh-in situ. The rigid left-to-right ordering is derived for Kayne by means of an added stipulation.
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edge of IP. McCloskey invokes a rule of PF lowering, which I suggest is exactly the
process of morphological merger under adjacency developed above. In section 4.2, T will
similarly reanalyse Koopman’s 1992 Bambara data. In Bambara, in certain tenses, the
verb and Infl are realized as an affix+stem combination if nothing intervenes between them.
In transitive clauses, the direct object intervenes between Infl and the verb stem, and a do-
sur ort-like process is triggered. Unfortunately, while the Bambara data is consistent with
the approach taken here, the predictions which my approach makes are untestable for

independent reasons, hence I will not dwell on the data for very long.

4.1 Modern Irish Complementizers

4.1.1 The Problem

In Modern Irish, as in most of the Celtic languages,2’ the finite verb is the first
element of a simple declarative clause. The standard assumption, at least since McCloskey
1683 is that the underlying order is SVO and that the verb has raised overtly to some
position external tc the VP, generally taken to be (some head in a complex) Infl (see Carnie
1995b for extensive discussion). The question to be addressed here is whether or not the

finite verb raises further than Infl, in particular, does the finite verb raise all the way to

»
'

COMP ?

The one piece of evidence which would suggest that the answer is in the
affirmative, that the finite verb does raise overtly to COMP, is the fact that the sequence
COMP + Infl + verb . ms a phonological unit, an inseparable sequence at the front of any

clause with a complementizer and a finite verb:28

27 The notable exception is, of course, Breton, which has an obligatory fronting process reminiscent of a
V2 or Wackernagel effect.

28 1Infl itself is internally complex, with both an (aspectual ??) past/non-past distinction (traditionally
associated with the complementizer) and a further tense distinction... I abstract away from this here, as it is
not entirely relevant.
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(38)

Creidim [ gu-r fhill sé ar an bhaile ].

I-believe COMP-PAST return he on the home

‘I believe that he returned home.’

(Irish, McCloskey 1992b:4)

Nevertheless, McCloskey 1992b and Bobaljik & Carnie 1994 maintain that the verb
raises (overtly) no farther than I°. While the latter authors do not address the problem
posed by (38), McCloskey suggests that COMP lowers to Infl at PF in order to derive the
observed order and the phonologica! unity in (38). In this section, I will propose that
McCloskey is in essence correct, except that in place of PF-lowering, I suggest that the
process is affixation under adjacency familiar from the preceding sections of this paper.
For this reason, where I am simply adopting McCloskey’s reasoning, I will give only the

main points of the analysis and a subset of the data, referring the reader to McCloskey for a

more detailed and careful discussion.

The analysis again is that the verb raises overtly to (some head of) Infl and then the
affix in COMP is associated with this complex head under adjacency. We turn now to the

relevant data, as offered by McCloskey (1992b).

4.1.2 IP-Adjuncts
McCloskey 1992a has carefully delineated a class of adjuncts which behave in a
similar manner across languages. These include time-adverbials such as next year and

longer adverbial clauses such as when she got home. The paradigm relevant for present

purposes is (39):
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(39) 1P adjuncts

a. She promised when she got home [cp that she would read Marx’s “Kapital” ]
b. She promised {cp that when she got home she would read Marx’s “Kapital” ]
c. She promised [cp that she would read Marx’s “Kapital” when she got home ]
when she got home modifies
a matrix event - time of promising
b: embedded event - time of reading
c ambiguous

(after McCloskey 1992a)

The available readings are as noted above. For example, if the adjoined adverbial
precedes the complementizer of the embedded clause, it cannot be construed as modifying
any aspect of that embedded clause, as shown in (39a). McCloskey derives this, in
essence, from the Adjunction Prohibition (Chomsky 1986a:6), which prohibits
adjunction to a selected complement; in the present case it rules out adjunction to an

embedded CP.

McCloskey 1992a proposes that these elements are adjoined to the IP which they
modify. In (39b), the adverbial is adjoined to the left of the embedded IP. In (39a), it is
adjoined to the right of the matrix IP, preceding a postposed CP, and in (39c) the adverbial
is adjoined to the right of either IP, whence the ambiguity. The mechanics are not directly
relevant. The observation is that an adjunct cannot be adjoined to an embedded CP, as

shown by the fact that the embedded reading is unavailable in (39a).

Turning to Irish, we find that a similar class of adjuncts exists, with similar
properties. Assuming then that these elements are adjoined to IP, if the verb (+Infl) raised
to C, then we would expect them to follow the finite verb. In fact, they obligatorily
precede the entire verbal complex including the complementizer. The examples below are

McCloskey’s, taken from text sources:
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(40)
a Bhi sé rdite nuair a thégann na sagairt an mhdid
was it said when C take the priests the oath
dheireanach go geuirtear an [machipe orthu.
last COMP put[impers] the on-them
‘It was said that when the priests take the final oath, the machine is applied to them’
lit: ... said [ when ... oath ] that-is-applied ...
b. Deiridis an chéad Nollaig eile go dtiocfacdh sé anios

they-used-to-say the first Christmas other COMP would-come he up
‘They used to say that next Christmas he would come up.’

cf. * They used to say pext Christmas that he would come up.
(Irish, McCloskey 1992b)
In both examples, the adverbial clause is construed with the clause which follows
it. This is clearest in the second example, in that the adverbial clause has a future
interpretation — ‘the next Christmas’ — compatible with the embedded clause, though clearly
incompatible with the matrix clause which is in the past tense — ‘they used to say...". As
McCloskey points out, this data is not predicted on the verb+Infl in COMP analysis,
though it is clearly consistent with the analysis offered here in which the verb moves only

to Infl.
Recalling that we have seen in a number of instances above that adjoined elements

such as adverbials are irrelevant for adjacency, the derivation of a clause such as (40b) is

given in (41):
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(41)
Cp

™~
C
é i

o [COMP]

adverbial

3
§

Il

N

I

VP
(infl]+verb &
G OWobj

Deiridis y[go] [the 1st X-mas] dtiocfadh sé anfos.

] affixation
Deiridis [the 1st X-mas] {algo], dtiocfadh } sé anfos.

U
spell out

The verb raises and adjoins to Infl, where it is now adjacent to the affix in COMP,
the only element intervening being the adverbial clause (italicised), which is irrelevant in the

same way that VP-adjoined adverbials do not trigger de-support in English (§1) nor do

they disrupt the adjacency between Infi and the verb stem in the Germanic languages

(§2).2°

4.2.3 Against Syntactic Lowering: NPI Licensing

Though a syntactic lowering account (C to I) would derive the same result, it is

perhaps desirable to pfohibit syntactic lowering on general theoretical considerations (cf.

29 For another source of evidence that the main verb is not in C’, see Carnie, Pyatt & Harley 1994. They
compare verb and complementizer positions in Old and Modern Irish, tracing a historical shift from a time
when the verb did (or could) cecupy Comp, to the modern case. Their argument is sound from a historical
perspective, though it does not exclude the possibility of reanalysis by the child acquiring modern irish who
does not have access to the historical data.
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Ouhalla 1990, Speas 1991, Chomsky 1993).30 There is also, as McCloskey notes, subtle
empirical evidence that even though the complementizer does surface following IP-adjoined
material, i.e., lower than C°, it nevertheless occupies C° at s-structure. This evidence
comes from the distribution of Negative Polarity Items in Modern Irish. Chung &
McCloskey 1987 have argued that items such as ar bith (lit: ‘at all’) or pingin rua ‘red
penny’ are best understood as Negative Polarity Items, with a behaviour similar to English
any and the like (see McCloskey 1992b for arguments that they are not negative guantifiers
such as French personne). One would assume, then, that these items would obey a naive
s-structure c-ccmmand condition, i.e., they should be licensed only if c-commanded by a
negative element such as the negative complementizer. Unlike Engiish, NPIs in Irish are
licensed in subject position, but this difference results from another obvious difference
between the two languages. In Irish, negation is expressed with a negative
complementizer.3! As the subject is c-commanded by the complementizer, NPIs such as ar
bith are licensed in this position:
(42)

Char labhair  duine ar bith liom.

NEG-PAST speak person “any”  with-me.

‘Nobody spoke to me.’

lit: Didn’t speak any person with me.

(Irish, McCloskey 19920)
The relevance of an s-structure c-command condition for Negative Polarity

Licensing is seen for example by the ract that while NPI objects are generally licensed in

English, this is not possible if the object has topicalised past the subject:

30 Though see Lasnik & Saito 1992, who argue that lowering should not be excluded a priori. As they
argue, if movement operations are constrained, the constraints should be derivative of independent
considerations.

31 Negation in Irish is expressed by an element which for all intents and purposes is a complementizer, as
argued in Chung & McCloskey (1987). Laka (1991) and references therein includes a long discussion and
analysis of sentence-initial negation in a number of languages. See also footnotes 9 and 16 above for a
comment on differences in the morpho-syntactic realisations of negation and its implications for the present
work. Uribe-Etxebarria 1994 argues, as have many others, that an s-structure ¢-command condition is too
simple to acount for the distribution of Negative Polarity Items, though such an account will suffice for
present concerns.
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(43) * Anyone, Sam really doesn’t like.  {fails c-command condition on NPL}

Modern Irish also has a process of topicalisation, generaily referred to as Narrative
Fronting. The topicalised constituent occupies a position preceding the verbal complex
including the complementizer, a position which McCloskey 1992b argues is analogous to
that occupied by IP-adjoined adverbial clauses. We assume that this position is the same,
IP-adjoined position. Now, if the apparent “lowering” of the complementizer from C’ to I’
were indeed a syntactic process, it would of course have to occur prior to s-structure, thus
we would predict that NPIs would not be licensed in fronted topics. On the view
advocated here, though, the complementizer occupies C° in the syntax at s-structure, and
the apparent lowering effect is simply affixation under adjacency, the IP-adjoined material
not being visible for adjacency as we have seen above; thus, the present analysis (and

McCloskey’s) predict that NPI's are licensed in the topic position.

The facts bear out the latter prediction, against a syntactic lowering account:

(44)
a. [Greimarbith ] ni  fhuil sé a ithe.
bite anynypp NEG is  he eat [PROG]
‘Not a bite is he eating.’
(cf. * Any bite isn’t he eating)

b. [Pinginrua] char chaith mé ar anbhad.
penny redypp NEG spend I on the boat
‘Not a red cent did I spend on the boat.’
(cf. * A red penny I didn’t spend on the boat)
(Irish, McCloskey 1992b:41)
This entails that the IP-adjoined topic position is c-commanded at s-structure by the
negative complementizer. Note that this obtains even though the complementizer follows

the topic in linear order. What is more, the topic can be separated from the verbal complex

by another IP-adjoined manner adverb:
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@) [pB6 amhdin [fp i mbliana [ char dhiol mé ¢
cow one.single this year NEG-PAST sell I
‘Not one single cow did I sell this year.’
(Cft. * A single cow didn’t I sell this year.)
(McCloskey 1992b:37)

This situation is totally unexpected on either the V-to-Infl-to-COMP approach, or
on a syntactic account of the “lowering” of COMP to Infl, though it follows
straightforwardly on the assumptions entertained here. The verb raises overtly to Infl, and
the complementizer is base-generated in COMP. Thus at s-structure, the negative
complementizer c-commands subject, object, and IP-adjoined topics. In the mapping from
syntax to phonology, the complementizer, by hypothiesis an affix, must be supported by an
appropriate stem. As the verb has not raised, this must be realised through affixation under
adjacency. We know for independent reasons that the distinction between structural
material (Specs, heads, ...) and adjuncts is important in that while the former do disrupt
adjacency, the latter do not. Thus, even in the presence of two IP-adjoined elements as in
(45), the complementizer and the complex head in Infl do satisfy the formal requirement on
adjacency, and the complementizer is realised phonetically as a prefix to the complex head,

following the IP-adjoined material.32

In its essential respects then, I have suggested that McCloskey’s analysis of the
surface position of the verb, inflection, and most importantly, the complementizer, may be
grafted into the general direction of this chapter, with no additional theoretical machinery.

The one major point of difference between McCloskey’s analysis and the present one is the

32 1tis tempting to try to relate the VSO order to this adjacency requirement as well. The account would
be that raising of the subject to Spec,IP (or Spec,AgrS-P) would disrupt the adjacency between the
complementizer and the verb+infl complex in INFL. This works nicely for ail the cases which involve an
overt complementizer, but does not derive the VSO order for simple affirmative declaratives without a
complementizer. Nothing in the account so far is incompatible with the analysis of VSO presented by
Bobaljik & Carnie, nor is it incompatible with many other analyses. For present purposes, I leave the
matter of how VSO order is derived as an open question.
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process by which the complementizer in C° comes to be realised phonetically as a prefix or
proclitic on the verbal complex (i.e., in I"). McCloskev suggests that the complementizer
lowers at PF, adopting Chomsky’s reformulation of Rizzi's (1990) Relativized
Minimality and phrasing it in terms of a constraint on movement such that head
movement can not skip intervening heads. This, he propeses, would apply equally to
lowering and raising. In place of this, I have shown that the relevant configuration is
exactly that which we have been examining throughout this paper, namely adjacency, but in
particular a relation of adjacency which is blind to adjoined, adverbial material. Among
structural elements, when Spec,IP is not occupied by the subject the complementizer in C°
and the inflected verb in I’ in the syntax are adjacent. Hence, the complementizer may be
affixed to the inflected verb. The strict locality of this operation follows as adjacency is by

definition a local relation.

4.2  Bambara transitive perfectives

Bambara, a Mande language spoken in Mali, displays the following basic word order,
essentially as characterized by Koopman 1992:556, though with some details omitted:
(46)  Basic Bambara Word Order

Subject - Infl - (object) - Verb - Adjuncts (PP, Adv ...)

This is seen in an example like (47):

(47) Bambara word order - an illustration
Balabe ji di den ma.
B. INFL water give child to
‘Bala is giving water to the child.’
(Bambara, Koopman 1992)
This example is in the imperfective tense/aspect, as indicated by the selection of the

inflectional element bé. Bambara has a range of inflectional elements, most of which are
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independent as in (47). This is not the case of all Infl elements, though. In particular, the
marker of perfective aspect can be either an affix -ra (with phonologically conditioned
allomorphs) on the verb or an independent element ye. The choice between the two is far
from arbitrary. If the verb is intransitive, then the perfective marker surfaces as the suffix
on the verb, but if the verb is transitive, then the independent form of the auxiliary is used,

separated from the verb by the direct object as in (47). This is illustrated in (48).

(48) Transitive versus intransitive.

a. A kasira b. *A ye  kasi.
s/he cry-PERF s/he PERF cry
‘S/he cried.’ (S/he cried)

c. * Den min-na JL d. Den ye ji min.
child drink-PERF water child PERF water drink
(the child drank water) ‘The child drank water.’

(Bambara, Koopman 1992:559f)

Laying aside the finer questions of structure, this pattern is strikingly reminiscent of
the pattern of object shift in the SVO Scandinavian languages, save that shift is obligatory
(the object always appears between the verb and Infl) and Bambara has ye-support, akin to
English do-support. We could analyse it in this way. Koopman's analysis is that the verb
trace cannot assign case, and that the verb raises to Infl in intransitives, but remains in situ
in the VP when it must assign case. Unfortunately, independent factors of Bambara syntax
conspire to preclude the evidence which could distinguish between the two proposals. Let

me sketch why this is so.

First, on my analysis, the verb remains in the VP uniformly. In most cases, Infl is
a separate element, one of the many perfective markers. It is only in the case of the
perfective affirmative that the verb and aspectual marker form a phonological unit, and then

only in the intransitive. In Koopman’'s analysis, the verb raises only in this environment,
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and in my analysis, the affix merges only in this environment. Empirically, the matter is
undecidable — the only element which may ever intervene between the Infl and verb
positions is the direct object, Elements which provide the test cases for verb positions in
other languages, such as adverbs and the like, occur either sentence initially or after the
verb. Hence, we have no empirical test to decide between the raising and lowering

analyses.

Could there be any theoretical reason to prefer either the verb-in-situ or the verb
raising analysis? Possibly. In Chapter V, I will follow an earlier discussion of Koopman
1984, showing that the morphological condition of being an affix is doubly dissociated
from the syntactic feature [+affix] often posited as a motivation for raising. That is,
Koopman has shown independently that being morphophonologically an affix is neither a
necessary nor sufficient condition to trigger raising in the syntax. Clearly, Infl is not in and
of itself a category to which the verb obligatorily raises in the syntax in Bamabara. Of nine
aspect / mood / negation markers which Koopman 1992 identifies as occupying Infl in
sentences with a verbal predicate, only one (that under consideration) is ever realized as an
affix on the verb stem. The same considerations lead us to believe that it is not a property
of Bambara verbs that they raise to Infl when possible, since raising is apparently not
attested in any of the other inflectional environments. Thus, Koopman’s 1992 argument
must be that the morphophonolcgical status of one specific lexical item, namely the
perfective affirmative inflectional element, is triggering otherwise unmotivated raising of
the verb in the syntax. On the morphological merger account, this behaviour is exactly
what is expected. This one lexical choice for Infl is idiosyncratically marked in the lexicon
as an affix, a morphophonological feature. This feature is irrelevant in the syntax, and the
verb remains in the VP. At the morphological level, if the adjacency relationship between
the affixal Infl and the verb stem is satisfied (in intransitives), the affix merges with the

stem under morphological merger. If the adjacency relationship does not hold, due to the
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presence of an object (transitives), affixation in the morphology is blocked, and the
supported form, ye must be used. In this way, I believe there are, or can be constructed,
theoretical reasons to prefer the analysis I am proposing over Koopman'’s, though these are

not overwhelming by any stretch.

Is there any other evidence that may decide the issue ? My adjacency account makes
a very clear prediction in which it differs from Koopmen’s. If the object is dislocated in
any way from its position between Infl and the verb stem, leaving a phonologically null
trace, then the affixal (-ra) form of Infl should be used, even in transitive clauses.

Unfortunately, the syntax of Bambara conspires against us, again.

The standard cases which trigger dislocations in the Indo-European languages fail
to trigger movement in Bambara. Thus, wh-words obligatorily remain in situ (492).
Relative clauses are dislocated, but the NP which they modify, plus a relative marker,
remains in situ (49b). Even focus constructions do not allow movement, rather indicating
focus by means of a particle following the focused constituent (49c). Finally, clausal
arguments occur after the verb, but obligatorily involve a (p)resumptive pronoun or

pleonastic in the canonical object position (49d).

(49) Bambara objects. You can’t ger away from them.

a. I ye jon ye?
you PERF who see
‘Who did you see 7’
(wh-object)
b. I ye c¢ min ye, © t0gd Bala.
you PERF man REL see that.one’s name B.
‘The man you saw is called Bala.’

(relative clause extraposition)
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c. N ye c¢ de ye.
I PERF man FOC see
‘I saw the MAN.’
(focus)
(Bambara, a-c Koopman 1992:581)
d. Nye afdo i taara
I PERF it say you go-PERF
‘I said (it) that you left.’
(Bambara, Koopman 1992:562, n7)
Here, then, we are at an impasse as far as the data is concerned. There is only one
more piece of data which may distinguish the two analyses, but this only on a very specific
assumption which the reader may or may not adopt. Hale & Keyser 1993 (and elsewhere)
have suggested that unergative verbs, i.e., those taking an agent as their sole surface
argument (laugh, cry, jump, run, walk...) are structurally transitive, taking a “cognate” or
“implicit” argument. While this hypothesis has few implications for the case patterns of
nominative-accusative languages, the proposal makes striking predictions for ergative-
accusative languages. In such languages, the subject of transitive and intransitive clauses
are marked distinctly, intransitive subjects bear absolutive case, while transitive subjects
bear ergative case. If Hale & Keyser are correct (and the implicit argument is syntactically
no different from other arguments), then their theory would predict that unergative verbs
(those taking an implicit argument) should behave as transitive verbs, their subjects bearing
Ergative case. In Bobaljik 1993 I argued that this is correct, at least for some
ergative/absolutive languages. Thus, in Basque (and other Ergative languages), verbs
which correspond to English intransitives are split such that unergative verbs have Ergative

subjects and a transitive auxiliary, while unaccusatives have Absolutive subjects and an

intransitive auxiliary.33

33 Many ergative languages do not show this pattern. In this, Basque contrasts with, for instance, the
“Eskimo” languages, including Yup’ik and Inuktitut/Inuit which never allow an ergative subject or
transitive agreement on an intransitive verb. Contrast the Basque pattern with Yup’ik:
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(50) Unergatives have ergative subjects.

a Haurr-ak negar-egin zuen.
child-ERG cry [+trans]AUX.3A/3E
‘The child cried.’
(Basque, Bobaljik 1993)
b Jonek jaten du.

Jon.ERG eat [+trans]AUX.3A/3E
‘Jon ate’ / ‘Jon ate it’
(Basque, Levin 1983:308)

@) unergatives

Qiaguq. Cuuget assigtut pinirluteng.

cry.[-tr].3s people dance.[-tr].3p be.strong.[-fin].[-tr].3s

‘S/he is crying’ ‘The people are dancing well.’

{Central Alaskan Yup’'ik, Jacobsen 1984:330,85)

(ii) unaccusatives

Angpartuq. Tekituq elakamek.

open.[-tr].3s arrive.[-tr].3s water.hole.from

‘It opened.’ ‘S/he arrived from the waterhole.’

(C.A. Yup’ik, Jacobson 1984:71,366)

Contrast these with verbs with transitive agreement, especially (iii), which forrs a minimal pair with

(ii):

(iii) transitives
Angpartaa. Neqairayuli tuqutaa nerrsaagpakallrani.
open.[+tr].3s/3s magpie.abs Kill.[+tr].3s/3s eat.try.while.{-tr].3s
‘S/he opened it.’ ‘S/he killed the magpie while it was trying to eat.’

(C.A. Yup'ik, Jacobson 1984:71,379)

In Bobaljik 1993, in prep, I argue that this is due to an independent difference between the languages.
Yup’ik and Inuktitut producuvely allow noun incorporation (Baker 1988) and the resultmg complex
predicate is formally intransitive (contrast (iv) and (v), the latter transitive):

@iv) Palasi niqi-tur-puq [incorporation]
minister.ABS meat-"eat”-[-trans).3sA
‘The minister is eating/ate meat’

) Palasi-p niqi niri-vaa [transitive]
minister-ERG apple.ABS eat-[+trans].3sA/3sE
‘The minister is eating/ate the meat.’
(West Greenlandic Inuit, Rischel 1971:231)

Incorporation is not, as it is sometimes taken to be, an optional process. For any given verb stem, it
either obligatorily incorporates or cannot do so. Further, the incorporated object is always non-referential,
i.e., “classificatory” in the sense of Mithun 1984. I propose in the work cited that the “implicit” object in
unergative verbs in Yup'ik, Inuktitut, etc. obligatorily incorporates as well, accounting for the su-face
intransitivity of all intransitive verbs, unergative and unaccusative alike.
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61))

c. Emakumea-k dantzatu du.
woman-ERG dance  [+trans] AUX
‘The woman danced.’

Unaccusatives have absolutive subjects.

a Ume-a etorri da.
kid-the.ABS arrived [-trans]AUX.3A
‘The kid arrived’

b Ate-a ireki da.

door-the.ABS open [-trans]JAUX.3A

‘The door opened’

Chapter Il - Adjacency

(Basque, Laka 1993:154)

(Basque, Laka 1990:14)

(Basque, Levin 1983:301)

If one accepts the hypothesis that unergative verbs are structurally transitive with an

implicit argument behaving as the structural object, then my theory and Koopman’s make

different predictions for Bambara. As my theory relies on the morphophonological status

of the object (overt versus null), the implicit argument should not intervene to disrupt

adjacency between the verb stem and Infl, and the affixal perfective -ra should be used for

unergatives and unaccusatives alike. As Koopman’s theory relies on the inability of the

verb trace to assign case, the implicit argument, if it requires structural case (as the Basque

examples would support), would predict that unergatives should behave as transitives,

taking the ye perfective, even though no overt element intervenes between Infl and the verb

stem. The data bears out the prediction of the adjacency account; there is no difference

between unaccusative and unergative predicates, as Koopman has noted.

(52)

(53)

unergatives

a. A kasi-ra
s/he cry-PERF
‘S/he cried.’

unaccusatives

a. A taa-ra
s/he go-PERF
‘Sthe left.’
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*A ye  Kkasi
s/he PERF cry
(S/he cried)
(Bambara, =(48), above)

*A ye taa
s/he PERF go
(S/he lefi.)
(Bambara, Koopmian 1992:559)




Bobaljik Chapter !l - Adjacency

Final support for this view, perhaps, comes from the behaviour of a class of verbs
in Bambara which select a PP complement (54a). This class 6f verbs appears to be
unergative, and, notes Koopman 1992:n6, licenses an overt non-thematic / “cognate” object
(54b). If the (a) example does indeed involve a nul! “cognate” or “implicit” argument, as
Hale & Keyser have argued for other languages, then the alternation in (54) between ye
and -ra aspectuals depending upon the null versus overt status of this argument lends

support to the theory advocated here.

(54) Cognate / implicit arguments.

a. N maga-ra a la. cf. *Nye maga a la.
I touch-PERF on it I PERF touch onit
‘I touched it.’ (I touched it.)

b. N ye n bolo maga a la.

I PERF my hand touch onit

‘I touched it (with my hand).’
(Bambara, Koopman 1692:561)
The arguments in favour of my adjacency account of Bambara are at best weak, the
strongest being that from the nature of affixation after (48) above. They rest on a large
number of independent assumptions which I have not tried to motivate here. The
arguments in favour of Koopman’s approach are of a similar character. In her article,
Koopman relates the case-theoretic account of (48) to other processes in the language, also
arguably case-related. Ultimately, the issue must be decided by which theory’s

assumptions are independently motivated. I have offered reasons why I feel that the

adjacency account may be preferable, though these reasons are by no means meant to be

compelling.
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5. Conclusion

At the outset of this chapter I suggested that the relation between an affix and its head need
not in all cases be derived in the syntax or the lexicon. Rather, simple adjacency is a
sufficient condition for an affix to be associated with an appropriate siem, even if the two
elements remain structurally distinct in the syntax. The move, I feel, is plausible, as the
notion of affix is by definition a morpho-phonoiogical notion and thus a condition on
affixation should not hold at any point in the derivation earlier than the mapping from
syntax to phonology. The relation of adjacency which is relevant for present purposes is
for the mcst part a linear notion, as the discussion of the SVO vs. SOV differences among
the Germanic languages (§3.2) showed. The major exception is that the argument vs.
adjunct asymmetry appears relevant, the former being “visible” for adjacency, the latter not.
While this must remain an ad hoc exception for the time being, it is not without empirical
justification to the extent that this asymmetry is relevant for purely phonological effects in
many languages. Further, that this stipulation allows us a cleaner account of a number of
seemingly disparate phenomena in a number of languages justifies making use of it until

further investigation may uncover what it may reduce to.

Focusing on the Germanic data, the discussion above offers the most complete
account of Holmberg’s generalization, and in particular, an account of why the applicability
of this generalization seems to vary for the most part with headedness within the Germaric
languages. Permitting the morphology to filter syntactic derivations, movement operations
in the syntax may be blocked if they lead to a violation of a morphophonological condition:
the requirement that an affix and a stem be merged, a process demanding adjacency

between the elements to be concatenated.

108



Bobaljik Chapter Il - Adjacency

Recently, adjacency accounts similar to the one offered above and that in Halle &
Marantz 1993 have been shown to have promising effects in a number of domains. The
results are still preliminary, and some of the analyses which appeal to the adjacency account
rest on assumptions to varying degrees different from those adopted here. Without
discussing the accounts, I refer the reader to (i) Lasnik’s 1994 account of verbal inflection
in English, French and Swedish, and in particular to the sections on VP-ellipsis under
auxiliaries, (ii) Pesetsky’s 1995 account of a curious restriction on English double object
constructions with verb + particle combinations, and (iii) Hagstrom’s 1995 account of

some apparent do-support like phenomena in Korean — ha-support.
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Tweedledum and Tweedledee
Agreed to have a battle;

For Tweedledum said Tweedledee
Had spoiled his nice new rattle.
Just then flew down a monstrous crow,

Black as a tar-barrel;
Which frightened both the heroes so,
They quite forgot their quarrel.

L. Carroll, Through the Looking-Glass.

ChaEter three

Leapfrogging and stacking

chapter will contrast two competing views of clausal architecture which have

arisen in current literature.! For the purposes of this chapter, I make three

assumptions without question, accepting that the empirical and conceptual
evidence for these is well enough ¢stablished to make them at least plausible, if not amply

demonstrated.

1 This Chapter developed initially out of discussions with Masatoshi Koizumi, and builds in part upon the
ideas in Koizumi 1993,1995. In addition to my committee members and those colleagues thanked in the
general acknowledgements, I would like to thank Kai von Fintel and Uli Sauerland for written comments on
an earlier version of this chapter which also, subsumed the next.
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First, I assume that the base, i.e., 8-position of the subject is lower than Spec,IP.
That is, I assume some version of a VP-internal subject hypothesis. For the sake of
simplicity, I assume that the base position of the subject is a specifier of (some) VP,
although for present concerns the extra position should be irrelevant. The characterization
offered by Koopman & Sportiche 1991, for instance, that the subject is slightly higher,
i.e., sister to the VP, is not different from the specifier view in any important way.
Similarly, the projection which I write as a higher VP could be Pr(edicate)P (Bowers
1993), VoiceP (Kratzer 1994), or a “light verb” (Chomsky, forthcoming). Second, I
accept that there is sume functional projection the specifier of which is the position to which
“derived” objects move in “Object Shift” constructions. I refer, of course, to the projection
which I have called AgrOP in Chapters 2 and 3 (Travis’s 1992 Inner Aspect Phrase). And
finally, I assume that indirect objects enter into the computation in a manner similar to

subjects and direct objects.

For the purposes of this chapter, it is not important whether or not all (direct)
objects raise to the specifier of AgrOP, as claimed by Chomsky (1991-1994), or only those
with some additional requirement which requires them to be in a derived position, such as
the interpretive effects (presupposition, specificity...) discussed by, among others, Adger
1994, Diesing 1995, Meinunger 1993 and Runner 1994. For the arguments of this
chapter, we restrict ourselves to those cases where some argument raises detectably in the
overt syntax, or fails to do so when otherwise expected to, making no claim as to whether
or not objects which do not shift overtly do so later (i.e., covertly). See Chapter VI for

some thoughts.
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The question of central interest, then, is the following:

« If the base position of the subject is lower than the specifier of IP and (at least
some) objects may surface in a *“derived” position higher than the VP containing the base
position of the object, then what is the relative hierarchical ordering of the base/lower
subject position and derived/higher object position ? Furthermore, what is the relative

order of lower indirect object and higher direct object positions ?

One possible answer, introduced by Chomsky 1991 and maintained in some form
or another through Chomsky 1995 (at least for subject and object) is that the base position
of the subject is lower than the derived position of the object; thus, those objects which
raise (at least overtly) must raise across the base position of the subject, resulting in
“crossing paths”. Bures 1992, Koizumi 1993, and Collins & Thréinsson 1994 extend this
analysis to indirect objects of ditransitive verbs, within the framework outlined in Chomsky
1993. I gloss over irrelevant differences among these proposals in the tree in (1b). I will

call this family of views the Leapfrogging Hypothesis.?

(1) The Leapfrogging Trees

a. simple transitive (Chomsky 1991 et seq)

Agr-S-P

Agr-S  Agr-O-P

AgrO VP
PN

Subject Direct
bject

2 “Leapfrog” is a children’s game in which the players take turns leaping over each other, one at a time.
According to the CED, the word is first attested in 1599.
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b. double object construction
(Bures 1992, Koizumi 1993, Collins & Thréinsson 1993)

AgrSP

Indirect
Object V. Direct
Object

Another possible answer to the question, introduced in this context by Koizumi
1993, 1995 and Travis 1992 for subject/object interactions (see Sportiche 1992 for a related
proposal, and Harley 1995 for discussion), is that the base position of the subject is indeed
contained within some projection of IP (i.e., it is VP-internal), but nonetheless it is higher
than the derived position of the object. That is, raising of the direct object does not cross

the base position of the subject. I refer to this analysis as the Stacking Hypothesis.

2 The Stacking Hypothesis

a. simple transitives (Koizumi 1993, Travis 1992)
AgrSP
Agis WP
SN N
V  AgrDO-P
AgrDO
Direct \Y
ject
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b. double object constructions

AgrSP

Agr-DO VP

Dirgt’\

bject

This chapter will show that thers is no evidence for the leapfrogging hypothesis,
while there may be some evidence in favour of stacking. Moreover, I will show that, on a
common set of assumptions, the stacking hypothesis makes the correct predictions, while
the leapfrogging hypothesis makes incorrect predictions. Additional assumptions are
necessary for the leapfrogging hypothesis to account for data that is straightforward on the

stacking hypothesis.

In section 1, I consider the empirical evidence adduced in favour of the
Leapfrogging Hypothesis. Arguments come from two sources. The first ~ and strongest —
argument that the base position of the subject is lower than the shifted position of the object
comes from Chomsky’s 1993 derivation of Holmberg’s (1986) generalization, i.e., the
observation that objects in the Scandinavian languages can only shift overtly to a position
(assumed to be the specifier of AgrO) external to the VP if the main verb also raises overtly
out of the VP. If the main verb remains internal to the VP, as it does in compound tenses

(i.e., auxiliary + participle constructions) and (certain) embedded clauses, then the object

117




Bobaljik Chapter III - Leapfrogging v. Stacking

must remain VP-internal as well. Chomsky introduced the notion of “equidistance” of iwo
positions, arguing that overt verb raising provides an “escape hatch” allowing an object to
raise across the subject trace, by rendering the specifiers of the VP and AgrO-P
“equidistant” from the object. If the verb raises, the object will not violate Shortest Move
in raising to Spec,AgrO. If the verb does not raise, however, the specifier of AgrOP is
“too far” and the object must remain VP-internal. This theory had the merit that, with a
single assumption about the universal nature of movement — namely the “equidistance”
clause — a single account was provided which both forced the subject and object to raise to
the specifiers of the appropriate Agr projections, and which derived the restriction that
object shift was dependent upon verb movement. Unfortunately, this restriction on object
shift (i.e. Holmberg’s generalization) is not universal. As I showed in Chapter III, the
restriction does not even hold across the Germanic languages, and runs into serious
problems in other languages as well. In Chapter III, 1 attempted to show that it was a part
of a larger generalization, one which does not necessitate or support crossing paths. It is
hard to see how Chomsky’s “equidistance” account could be weakened enough to admit the
data, but still have any predictive force. Accounting for a generalization which does not
fully generalize can hardly be a feather in any theory’s cap, let alone an argument in favour

of the account.

A more direct empirical argument that the base position of the subject is lower than
the position of the derived object rests on Sportiche’s 1988 analysis of “floating”
quantifiers as marking the position of the subject trace. Observationaily, a subject-oriented
“floated” quantifier in Icelandic may follow a shifted object, but not an object in its base
position. The conclusion drawn by Bobaljik & Jonas 1994 and Collins & Thréinsson 1994
is that this data shows that there is a subject trace above the base-position of the object but
below the derived position of the object. That is, they take this as an argument in favour of

the Leapfrogging architecture. There are, however, two serious flaws with this
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conclusion. On the one hand, even on its own assumptions, this analysis of the
distribution of floating quantifiers in simple transitives makes the wrong predictions
concerning the distribution of the same elements in double-object constructions. Moreover,
in the next Chapter I will show that the crucial premise, i.e., the view that floating
quantifiers mark the positions of subject traces, is itself untenable for a wide range of
reasons. An alternative account is that the floating quantifiers are adjoined to (maximal ?)
projections of predicates. This account, I will show in Chapter IV, is at the very least
plausible, if not superior to the trace-based account. However this alternative does not
entail that there is a subject trace beneath the shifted object in its account of the relevant

data. The second argument in favour of leapfrogging thus also vanishes.

In section 2, I consider possible empirical support for the stacking view. In
sections 2.1-2.3 I consider a number of arguments, some baszd on new data, which show
that, accepting the evidence for two distinct positions for each of subject and object, we
nonetheless find that the lower surface positions of the subject are higher than the higher
positions of the object, as predicted by stacking. For the leapfrogging theory, this requires
the postulation of additional positions and additional machinery, which have liitle if any
independent motivation. Section 2.4 extends these observations to indirect object
positions in double object constructions. In this section, I will show from consideration of
novel data that the leapfrogging nypothesis actually makes the wrong predictions in double-
object constructions involving adverbs adjoined to the lower VP projection. The additional
assumptions required to avoid the problem created by the data presented there are not

obviously plausible.

As always, it is possible to maintain virtually any analysis with extra assumptions.

However, in the present case invoking Occam’s Razor is appropriate. The stacking and

leapfrogging hypotheses can be made to account for the same range of empirical
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observations. However, the stacking hypothesis does so on a proper subsct of the
assumptions required by the leapfrogging hypothesis. That is, both hypotheses posit base
and derived positions for subjects and objects, partly in order to account for the range of
phenomena falling under the rubric of object shift in the Germanic and Celtic languages.
Further, adopting split VPs (i.e., VP-shells) for double object constructions, both accounts
must accept that certain adverbs, especially those which serve as diagnostic tools for object
shift phenomena, must be allowed to adjoin to VP projections other than the highest VP
(i.e. the projection containing the subject trace). For the stacking hypothesis, this is all that
need be said to explain all the data in the present work. For the leapfrogging hypothesis, a
number of extra assumptions are needed, as will be made clear below. Stacking requires
no assumptions which leapfrogging does not, but leapfrogging requires assumptions which
are not required by stacking and are not independently motivated. There is thus, to my

knowledge, no reason at all to maintain the leapfrogging view of clausal architecture.

1. In this corner... The arguments for leapfrogging.

1.1  Equidistance, Shortest Move, and Holmberg’s generalization.

The major argument in favour of leapfrogging is that, when combined with the
“equidistance” clause in the definition of Shortest Move (Chomsky 1993), the result was a
straightforward account of the generalization noted by Holmberg 1986, to the effect that
object raising is dependent upon verb raising (in the Scandinavian languages). That is,
within the context of a study of the Scandinavian languages, Holmberg 1986 proposed the
following rule to describe a process which is attested in some form or another in most of

the Germanic languages:
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3) Holmberg’s: Object Shift
Move an object NP leftwards within the X' projection of its
governing verb, when this verb is phonetically empty.
(Holmberg 1985:184)
The important part of this observation is the clause when this verb is phonetically
empty. In particular, Holmberg had in mind cases where the main (i.e. thematic) verb

raises overtly out of the VP. From this observation stems the following, which has come

to be known as Holmberg’s generalization:

4) Holmberg’s Generalization

Object shift is possible only if the (main) verb raises out of the VP.

The condition in (4) has become a standard feature of work on argument movement
within the framework set forth in recent work by Chomsky 1993 et seq. The generalization
describes contrasts like (5) versus (6) in the mainland Scandinavian languages, repeated

here from Chapter II

(5) Verb raises, object shifts across VP-adverb

a. Peter kgbte den; [vpikke {vp ti 1]
Peter bought it not
‘Peter didn’t buy it’.
(Danish, Vikner 1991)
b. I gr leste Peter den [ uden  tvivl [ ikke. 1

yesterday read P. it [yp without doubt [vp not trace]]
‘Peter doubtlessly read it yesterday.’
(Danish, Vikner 1991:300)

c. A barmum drakk stddentinn bjérinn [ stundum )
In bar.the drank student.the beer.the [yp sometimes trace ]
‘In the bar, the student sometimes drank all the beer.’
(Icelandic,)
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(6)  main verb remains in. VP, object shift prohibited

a. auxiliaries: Hvorfor har Peter ikke kgbe den?
* Hvorfor har Peter den ikke kgbe ?
why  hasP it not bought it ?

b. embedded: Det var godt [ at Peter ikke kgbte den.

* Det var godt [at Peter den ikke kgbte
it was good that P it not bought it

(Danish, Vikner 1991)

In Icelandic, unlike the mainland Scandinavian languages, finite verbs do not
remain in the VP in most embedded clauses, hence object shift is possible in the
environment parallel to (6b), as seen in (7a). However, in cases where the auxiliary
occupies Infl, the main verb (participle) obviously remains VP-internal, and object shift is

blocked.

@) Holmberg’s generalization in Icelandic:
(shift of full NPs blocked with auxiliaries)

a. J6lasveinarnir  bordudu bidinginn [vp ekki ]

the.X-mas.trolls ate the.pudding  not
‘The Christmas Trolls didn’t eat the pudding.’

b. * J6lasveinarnir hafa badinginn [yp bordad ].
the.Christmas trolls have the.pudding eaten
(Icelandic, Jonas & Bobaljik 1993:93)

Object shift is likewise blocked by (4) in Icelandic in non-finite complements of
modal verbs, where there is no raising of the non-finite main verb (Thrdinsson 1993, see

also Chapter V).

(8) Complements of modal verbs: no v-raising, object shift prohibited

a. * Risarnir  &ttu ad rikisstjornirnar éta.
giants.the ought [jp to governments.the eat]
(The giants ought to eat the governments.)
(Icelandic: Thrdinsson 1993:204)
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The structure assumed for the object shift examples in all cases is the following:

®

Chomsky’s 1993 account of this generalization relies on a notion of equidistance
[i.e. from moving element, of two potential landing sites] by domain extension.3 In
brief, Chomsky was concerned with the general problem of ensuring that subject and object
arguments raise to the specifiers of the appropriate agreement phrases. Translating major
aspects of Rizzi’s Relativized Minimality condition into strictly derivational terms, he
proposed a principle of Shortest Move (see also Chomsky & Lasnik 1993 Minimal Link
Condition), which dictates that movement must be to the closest potential landing site.4
The immediate problem is that raising of the object to Spec,AgrO across the subject or its
trace in Spec,VP would appear to violate this principle. The solution proposed is as

follows:

Raising and adjunction of the verb to AgrO© forms a chain C={V, tygpp } with the
head in AgrO° and the foot as the trace heading the VP projection. The specifiers of

AgrO-P and of VP exclusively stand in the same minimal relationship (i.e. Spec-Head,

3 This is discussed in much more detail elsewhere in the literature springing from Chomsky 1993. For
carly detailed discussion of this, see Bobaljik 1992, Branigan 1992, Bures 1992, and papers in Bobaljik &
Phillips 1993 and Phillips 1993b. For more recent summaries, see Marantz 1995a, Lasnik 1993) and many
others.
4 Bobaljik & Jonas 1994:4 offer the following definition for shortest move:
® Shortest Move (Ecoromy)

The target of movement must be no farther than the first appropriate landing site,

where sppropriate includes the following:

@) A Head position for Head Movement (cf. The HMC of Travis 1984).

(ii) A-positions for A movement.

(iii) A'-positions for A' movement.
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minimal domain) to this chain. The two positions may thus be said to be equidistant
from, e.g., the complement of V. Raising of the object to [Spec,AgrOP] can in effect
“skip” [Spec,VP]: while [Spec,VP] is the “first appropriate landing site”, head-movement
renders [Spec,AgrOP] equidistant to, and thus by definition no farther than, [Spec,VP] for
the object. This skipping of exactly one specifier therefore dces not constitute a Shortest

Movement violation, iff the heads of the two projections are part of the same chain.

(10

Object , /\\W

,V+Agr0/

\ ,
Subject )\
t verb t,

Holmberg’s generalization is offered as strong support for this analysis. If the verb

has not raised overtly at least to AgrO, then Spec,AgrO and Spec,VP are not equidistant

from the object and it is trapped in 1ts base, VP-internal position.

Much fruitful work stems from this approach, in particular from the application of
this mechanism to other parts of the clause; see for instance the various papers within this
framework of assumptions investigating the TP node (Bures 1993, Bobaljik & Jonas 1994,
and others) and double object constructions (Bures 1993, Koizumi 1993,1995, Collins &

Thréinsson 1994, and others).

As I showed in Chapter II, the requirement that the verb raise for object shift to be

possible does not hold of all the Germanic languages. In particular, it systematically fails

to hold of the OV Germanic languages (Dutch, German, Afrikaans...) and fails also in
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languages beyond Germanic as far as object shift has been investigated in these (for
instance, Modern Irish).5 The accounts which elevate Holmberg’s Generalization to a

universal principle constraining object movement are too strong.

The following examples all show instances of object shift — overt raising of the
object NP across a VP-adjoined adverb, presumably to Spec,AgrO. Given that the
languages are head-final, it is not straightforward to determine whether a simple inflected
finite verb is in V or Infl. However, in Icelandic, even though the finite verb raises to Infl
in embedded clauses, it clearly does not, and could not, raise to Infl when Infl is occupied
by an auxiliary. Thus, the test case for the applicability of Holmberg’s generalization in the
SOV languages must be clauses with auxiliaries, since in none of the Germanic ianguages
do these involve raising of the main verb to Infl, which is occupied by the auxiliary. In
Icelandic, as we have seen (7b), object shift is impossible. However, in the SOV
Germanic languages, such as Afrikaans, Dutch and German, object shift is not blocked in

these constructions:

(11)  Object shift with auxiliaries, SOV Germanic.

a. Ons het  al die bier [yp gister  gedrink.
we have allthebeer  yesterday drunk
‘We drank all the beer yesterday.’
(Afrikaans)
b ..dat veel mensen dat boek gisteren gekocht hebben.

that many people [Agrop that book [vp yesterday bought ] have ]
‘... that many people bought that book yesterday.’
(Dutch after Zwart 19932)

5 The observation that object raising in the SOV languages does not require overt verb raising is originally
due to Vikner 1991 (who Chomsky 1993 cites for Holmberg's generalization). Vikner takes this fact as
evidence that the leftward movement of objects in SOV languages is different from that in SVO languages,
though with no thoughts on why the difference may correlate with headedness in this way. Since then,
Déprez 1991 noted the fact that the SOV languages do not fall under Holmberg’s generalization, followed
by Watanabe 1993, Zwart 1993b, 1995a, Bobaljik 1994a, and Koopman 1995 for Dutch.
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c. Ich denke...
I think...

... [cpdaB viele Leute [sgrop die Zeitung [vp ganz gelesen ] ] haben ].
that many people the articie completely readpary) have

‘I think that many people have completely read the article.’
(German: Bobaljik & Jonas)

If these examples involve object shift, i.e., movement to Spec,AgrO-P, then they
constitute clear counterexamples to the structural account of Holmberg’s generalization, as
offered by Chomsky. If object shift requires overt verb raising, then it should be blocked
in all the examples in (11). Since it is not, we must give up the equidistance account as
empirically untenable. If, on the other hand, object shift does not require overt verb
raising, then the equidistance-based account of Holmberg’s generalization is not correct.
Thus, either way, the account of Holmberg’s generalization rooted in the interaction of

Shortest Move and Equidistance is found to be untenable.

Before proceeding further, then, I will demonstrate that the leftwards movement of
the objects in these examples do involve A-movement, i.e. shift to Spec,AgrO-P, as

opposed to a clause-internal adjunction or A’-movement operation.
1.1.1 Object Shift in SOV Germanic is Object Shift
As is well known, movement to Spec,AgrO-P is not sufficient to account for all
instances of leftward movement of arguments within a clause. Cross-linguistically, there

are at least two well-attested processes which are of this character. One of these, clearly

attested in, e.g. Icelandic, and discussed above will be refered to as “object shift”. This is
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distinct from “focus scrambling”; a much freer process in terms of derived word order, as

we shall see presently.6

The clearest distinction between the two movement processes is in Dutch. Of the
two processes, I will show that the one exemplified in (11b) has very much the properties
of Icelandic object shift and should therefore be considered the same operation. The
relevant properties are that it is quite local, that it is obligatory for arguments introducing
old information and impossible for arguments introducing new information, that it licenses
floating quantifiers, and that it does not require a special, marked intonation characteristic
of focus scrambling. For the second and especially the last points, I draw heavily on
arguments in Zwart 1993 and refer the reader to that work. In all of these, the movement
contrasts with “focus scrambling”.” The one objection that has been raised to the
characterization of leftwards movement in Dutch and German as object shift is that it
appears to license parasitic gaps, which has been argued to be a diagnostic of A’-movement
(Webelhuth 1989). I will discuss this in §1.1.2 and show that this fact clusters with other
facts of the SOV languages, suggesting that the apparent gaps licensed in these

environments are not true parasitic gaps. They show quite different distribution from the

6 There is much confusion of terms in the literature. The term “focus scrambling” is due to Neeleman
1990, I believe. The term “scrambling” on its own is used by some authors to mean what I call “focus
scrambling”, an A’-adjunction process with certain focus characteristics (since Mahajan 1990, also Bobaljik
& Jonas 1994), as distinct from what I call “object shift”. Zwart 1993 and other European scholars use
“scrambling” to refer to what I call “object shift”, i.e. movement of a full NP to Spec,AgrO, reserving
“object shift” for the movement of pronouns in Scandinavian. Vikner 1991 uses “scrambling” to refer to
leftward NP movement in the SOV languages, and “object shift” to refer to the movement in the SVO
languages. While there are differences between the movement in SOV languages and that in SVO
languages, I believe that the differences are for the most part due to the interaction of independently
motivated factors, as 1 will show. Diesing 1994 argues that all movements are part of a single,
semantically driven range of possibilities, though she has no account for the subtle differences among
different languages which form one of the central topics of this thesis.

For this reason, I have decided to avoid the simple term “scrambling” entirely. For me, “object shift”
is movement of pronouns and full NPs to a fixed position to the left of the verb phrase. In the case of full
NPs, this position is Spec,AgrO-P; and for pronouns some similar position (se Chapter V, below). This
process, 1 argue directly, is attested in all the Germanic languages, save English. The term “focus
scrambling” is reserved for a different process, quite marked in Dutch though freer in German and perhaps
Yiddish (Diesing 1994).

7 1 will not consider the arguments from binding theory and weak crossover here. There is a standing
debate in the literature as to what these show, and substantial disagreement in the judgements. Someday, it
is hoped that careful investigation will sort the matter out, but this is beyond the scope of this thesis.

127



Bokaljik Chapter Ilf - Leapfrogging v. Stacking

gaps licensed by A’-movement, as first discussed by Zwart 1993. If there are gaps at all
here, then they are the pseudoparasitic gaps identified in English by Postal 1994, though I
will suggestive tentatively that there are no gaps here at all; rather, these structures involve

coordinate structures.

We begin with consideration of the two types of movement, as exemplified by (12)
and (13):

(12) object shift

a. Jan heeft Marie gisteren  gekust.
J. has M. yesterday kissed
‘Jan kissed Marie yesterday.’

b. ... dat Jan Marie gisteren gekust heeft.
..that]. M. yesterday kissed has
‘... that Jan kissed Marie yesterday.’

(Dutch: Zwart 1993b:48)
(13) focus scrambling
a. * ...dat Marie de jongens vaak kussen

that M. the boys often kiss
(... that the boys kiss Marie a lot.)

(Dutch)
b. ... dat MaRIE de jongens vaak KUSsen
that M. the boys often kiss

‘... that the boys kiss Marie a lot.’
(Dutch: Zwart 1993:47)

Zwart 1994:49 observes that the word order in (13) is possible only with what is
felt to be a marked intonational pattern. That is, (13) requires an intonation with emphasis
on both the object Marie and the verb kussen ‘kiss’. Further, he notes that the type of
scrambling in (13) is possible with non-arguments such as resultative predicates (p. 49),
which is not possible in object shift. Finally, this movement is optional, and in fact
rejected by many speakers. At first presentation, some informants reject (13) out of hand,

and only accept it when the distinct intonational pattern identified by Zwart is pointed out.
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The movement in (12), on the other hand. does not require a marked intonation.
With neutral intonation (Zwart cites van Buuren 1980 for a discsussion of intonation in
Dutch), such movement is obligatory for elements which denote old information (pronouns
and definite, specific NPs), but blocked for elements introducing new information
(indefinite, non-specific NPs). de Hoop 1992 also gives this characterization of the

semantic effect or motivation of object shift.

(14) object shift = old information

a. ... dat Jan Marie gisteren gekust heeft.
that). M. yesterday kissed has
‘... that Jan kissed Marie yesterday.’
[Marie = old information])

b. ... dat Jan een meisje (uit zijn klas) gisteren  gekust heeft.
that). a girl (fromhis class) yesterday kissed has
‘... that Jan kissed a girl (from his class) yesterday.’
[specific reading prefered, viz. ‘a girl who I have in mind.’]
(Dutch: Zwart 1993:313ff)

(15) non-shifted object = new information

a. ... dat Jan gisteren = Marie gekust heeft.
that J yesterday M.  kissed has
‘...that Jan kissed Marie yesterday.’
[felicitous as answer to: “Who did Jan kiss yesterday?’ = new information]

b. ... dat Jan gisteren een meisje (uit zijn klas) gekust heeft.
that J. yesterday a girl from his class kissed has
‘... that Jan kissed a girl (from his class) yesterday.’
[i.e. some girl in his class]
(Dutch: Zwart 1993:313ff)

This split between old and new information is the same semantic split between

shifted and non-shifted object in Icelandic, modulo the effects of Holmberg’s

generalization, and has been studied in detail in 2 number of languages by Adger 1994,
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Diesing 1994,1995, Runner 1994 and others.® This can be seen clearly in the different
interpretations of morphologically definite NPs modified by superlatives.

(16) object shift = old information, “referential, specific definites”
a. Hann les  lengstu békina sjaldan.
He reads longest book.the [yp seldom ]
‘He seldom reads the longest book.’
de re: There is a book which is longest, and he seidom reads that book
b. Hann les sjaldan lengstu békina.
He  reads [vpseldom longest book.the
‘He seldom reads the longest book.’

de dicto:  He seldom reads whichever book happens to be the longest.
(Icelandic: Diesing 1995: 15)

Similarly, the old versus new information is quite salient if an appropriate context
can be constructed. Hoskuldur Thrédinsson, personal communication, points out the
following scenario. If the title of a book, say Barriers, is mentioned in the discourse, then
repetition of this will clearly constitute old information. In such a context, object shift is

strongly preferred and leaving the object in situ is felt to be infelicitous:

(17) object shift = old information

context: Does he know “Barriers?”
a. Hann les Barriers alitaf.
he readsB. allways

‘He is always reading Barriers.’

b #Hann les alltaf  Barriers.
he reads allways B.
(He is always reading Barriers.)

(Icelandic, Hoskuldur Thrdinsson, pc)

8 Diesing 1994,1995 in fact draws the opposite conclusion from this data. Her argument is that, since
focus scrambling in German (and Yiddish) does not seem to require as marked an itonation pattern as in
Dutch, there is therefore no distinciton between the two processes in these languages, and further, that there
is thus no distinction cross-linguistically. I feel that this position is incorrect. German has both focus
scrambling and object shift, however, it is often difficult to tell one from the other. This difficulty should
not lead us to abandon the difference when it is so clear in other languages (e.g. focus scrambling is totally
absent in Icelandic, and is quite marked in Dutch, as we have seen), but rather to simply place little weight
on German and Yiddish data until we can find a better test to distinguish the two processes.
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This contrasts with a different context in which mention of the title, Barriers,

would introduce new information, as in (18). In such a case, the judgements are reversed:

(18) object in situ = new information
context: Does he know Chomsky’s work?
a. # Hann les Barriers alltaf.
he readsB. allways
(He is always reading Barriers.)
b Hann les alitaf  Barriers.
he reads allways B.
‘He is always reading Barriers.’

(Icelandic, Hoskuldur Thrainsson, pc)

The relevance of the contrast between old and new information is clear here, though

it is perhaps possible to find a slightly better term.

Finally, as noted by Diesing 1994 and others, intonation can disrupt this pattern in
the same way it can in the SOV languages. That is, by emphasizing, or placing contrastive
stress on an element which otherwise introduces cld information, it can behave as if it is
introducing new information into the discourse. This is, of course, unsurprising on

semantic grounds.

In their distribution, then, focus scrambling and object shift have different
properties in Dutch. Further, what I have called object shift in Dutch patterns quite clearly

with object shift in Icelandic.
There is another, much stronger argument that object shift, the leftward movement

in the SOV languages, has the characteristics of an A-movement property, and not of an

A’-movement operation like wh-movement or topicalization, as noted by Déprez
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1989,1991. Sportiche 1988, and more careful work in Déprez 1989:90ff demonstrated that

floating quantifiers in English may be licensed by A-movement operations such as raising

or passive, but not by A’-movement operations such as relativization, topicalization, and

wh-movement. These facts are, of course, independent of the issue of the analysis of

floating quantifiers, to whichk Chapter IV is devoted. Thus:

(19)

(20)

@1

A-movement licenses floating quantifiers.

a. The children have all been invited to this party.
b. The children all seem to have understood Orin’s instructions.
(cf. Déprez 1989)

A’-movement does not license floating quantifiers.

a. * [Np the professors who I will have all met before the end of term] ...
(relativization)
b. * These professors, I will have all met before the end of term.
(topicalization)
c. * Which professors will she have all met before the end of term?

(wh-question)

As Déprez shows, the same facts obtain in French:
A-movement licenses floating quantifiers

a. Les enfants ont fous été invités a cette soirée.
the children have all been invited to this party
‘The children have all been invited to this party’

b. Les enfants ont rous semblé avoir compris les exercices.

the children have all seemed to.have understocd the exercises

“The children have all seeined to have understood the exercises.’
(French, Déprez 1989:90)

132



Bobaljik Chapter IlI - Leapfrogging v. Stacking

(22) A’-movement does not license floating quantifiers®

a. *[Npces livres,ane  j'ai  touscru que tu avaislu]...
these books which I-have all believed that you had read
(these books, which I thought you had read all of)

b. * [Npces hommes, que j’aurais tous cru qui auraient été arrétés ]...
these men  which I-had all believed who had been arrested
(these men, whom I had believed to have all been arrested)
(relativization, French, Déprez 1989:92-94)

Turning to the SOV Germanic languages, we see that the same considerations
apply, as Déprez 1989 has shown. A-movement licenses floating guantifiers, but A’-
movement does not.
(23) A-movement licenses floating quantifiers.
a. Strdkana var allra getid { redunni.
boys.the were all mentioned in speech.the
‘The boys were all mentioned in the speech.’
(passive, Icelandic, Sigurdsson 1991:331)

b. Mina kamrater ska alla verka konstiga.
my friends will all seem (to be) strange
‘My friends will all seem (to be) strange.’

9 Long distance (successive cyclic) extraction is necessary to make the point in French, since, as Kayne
1975 (Chapter 1) discusses in great detail, French has a process moving tous leftward, Kayne’s L-tous.
This movement is illustrated in (i). As (ii) shows, L-tous is clause-bounded.

(i) I a tour repris.
he has all  taken.back
‘He took back everything.’
(French, Kayne 1975:38)
(ii) *Tu a tous cru les avoir compris.

you have all believed them to.have understood
“You thought you understood them all.’
(French, Déprez 1989:92)
Note that the position of tout in L-tous constructions such as (i) is not a possible position for either
clitics or NP objects.

(iii) Il les a repris. / *I1 a les repris.
he them has taken.back he has them taken.back
‘He took them back.’
(iv) Il a repris ses livres, / *1II a ses livres repris.
he has taken.back his books. he has his books taken.back
‘He took back his books.’

(French)
Déprez points out that sentences parallel to (20) are grammatical in French, but the possibility of

L-rous deriving the order in these cases cannot be excluded. Since L-tous is clause-bounded, successive
cyclic extractions control for this possibiity and are thus the test case for A’-movement in French.
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(raising, Swedish)!0
(24) A’-movement does not license a floating quantifer

a. * [Np boeken  att jeg ikke leste alla ]...
books.the thatI not read all
(the books, which I didn’t read all of)
(relativization, Norwegian, Déprez 1989:197)

b. * (Np b&kurnar  sem JOn keypti ekki allar] ...
books.the whichJ. boughinot all
(the books, which Jon didn’t buy all of)
(relativization, icelandic, Déprez 1989:202)

c * Dessa flaskor vin  har min kamrat alla druckit.
these bottles wine has my friend all drunk
(My friend has drunk all these bottles of wine.)
(topicalization (V2), Swedish)

d * Vilka flaskor vin  har min kamrat alla druckit.
these bottles wine has my friend all drunk
(Which bottles of wine has my friend drunk all of )

(wh-question, Swedish)
Object shift in these languages, of both NPs and pronouns, is fully compatible with
object-oriented floated quantifiers on the left edge of the VP.
(25) Object shift licenses floating quantifiers.
a. Jeg leste dem ikke alla.
I read them [ypnot all]

‘I didn’t read all of them.’
(Norwegian, Déprez 1989:197)

10 Ingvar Lofstedt (personal communication) observes that using verka ‘seem’ in a non-present tense
seems strange in Swedish, just as it does in English. However, in the context of something one might say
to someone right before being introduced to the speaker’s friends, (23b) and the English gloss are much
more natural: Don't worry, my friends will all seem to be quite strange at first....
Another point car also be made from these examples. Preliminary results show that the floated
quantifier in Swedish is quite marked between the subject and the finite verb in subject initial sentences:
@) Mina kamrater (*alla) verka vara lyckliga.
my friends all seem to.be happy
‘My friends (*all) seem to be happy.’
(Swedish)
This could be taken as evidence that subject-initial clauses in Swedish are V2, involving topicalization
of the subject to Spec,CP and raising of the verb to C, a position which I must take in Chapter V. This
final stage of movement, being topicalization, is expected rot to license floating quantifiers, just as in (24c)
below. I leave development of this idea to further work, and testing with a wider range of data.
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b. pad bordudu margir strédkar bjigun [vpekki [vp 6ll ]]
there ate many boys the.sausages not all

‘Many boys didn’t eat (all of) the sausages.’
(Icelandic, Bobaljik & Jonas 1994)

c. A barnum drakk stidentinn bjérinn stundum  allan.1!
In bar.the drank student.the beer.the sometimes all
“The student sometimes drank all the beer, in the bar.’
(Icelandic)
d. Hann las bakurnar eflaust ekki allar.
he read books.the doubtlessly not all
‘He undoubtedly didn’t read all the books yesterday.’
(Icelandic, Vikner 1991:291)
This argument is the strongest I am aware of in favour of object shift being (or at
least involving a stage of) A-movement. Independent of the analysis of floating quantifiers
which one prefers (see Chapter IV), the facts seem to be that A-movement licenses floating
quantifiers while A’-movement does not. The SVO Germanic languages are no exception
to this general rule.!2 Following Déprez 1989, 1991, I therefore take the licensing of
floating quantifiers to be a diagnostic for A-movement. Applying this to the SOV

Germanic languages, we see right away that this movement licenses floating quantifiers:

(26)  Object shift licenses floating quantifiers in SOV Germanic

a. Die Miénner haben die Wiirste nicht alle probiert.
the men  have the sausages not all tried.
‘The people have not eaten all the sausages.’
(German, Uli Sauerland, p.c.)!3

11" Hoskuldur Thréinsson points out that this example is perhaps somewhat marked. Interestingly, it
contrasts clearly with shift of the full NP including the quantifer:
@) 77 A barnum drakk stidentinn allan bj6rinn stundum.
in bar.the drank student.the all beer.the sometimes
The student sometimes drank all the beer, in the bar.
(Icelandic,)
This contrast might have to do with the semantics of object shift, the difference between old and new
information. That is, all the beer is actually new information, even though morphologically definite, in
the same way as lengstu bokina ‘the longest book’ in (16). Recall that this latter NP could shift only if it
refered to a presupposed, specific book, known to be the longest, i.e. the de re reading. Only in its
unshifted position does this NP prefer the de dicto reading “whichever book happens to be the longest.”
These examples are discussed in more detail in Chapter IV.
12 Déprez 1989 extends the A/A’-distinction as a diagnostic for floating quantifier licensing beyond the
languages considered here as well.
13 The floated quantifier in this example is actually ambiguous between the subject and the object. I
return to this in Chapter IV.
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b. Er wird die Biicher ohne = Zweifel nicht alle lesen
he will the bocks without doubt not all read
‘He undoubtedly will not read all the books.’

(German, Vikner 1991:291)
c. Marie heeft de dronken tallkundigen allemaal vitgelachen.
M. has thedrunk linguists all  made.fun.of

‘Marie has made fun of all the drunk linguists.’
(Dutch,)

Evidence that A’-movement in the SOV languages does not license floating
Guantifiers is more difficult to construct, since the possibility of object shift (A-movement)
having applied prior to A’-movement, licensin ilic floated quantifier, must be excluded.
Thus, like French, the test cases will have to involve long-distance or successive cyclic A’-
movement. As we see, A’-movement clearly does not license a floated quantifier in thesc

languages. !4

(27) A’-movement does not license a floating quantifier

a. Welche Wiirste hat der Peter (*alle) bezweifelt ob  der Hund gegessen hat.
which sausages has the P. all doubted whetherthe god eaten has
‘Which sausages did Peter wonder whether the dig has eaten all (of)?’

(wh-movement, German)

14 Something which I have no explanation of is the following fact, brought to my attention for Dutch by
Fleur Veraart. As far as I have been able to test it, long-distance wi-movement appears to license floated
all in the matrix clause if the verb is a bridge verb. Hence, the Dutch (i) is not entirely ungrammatical.
Compare the English contrast in (ii) versus (iii):
@) Welke dronken taalkunigen heefi Freek allemaal gezegd dat Marie uilachte.

which drenk linguists has F. all said that M. made.fun.of

‘Whch drunk linguists did Freek all say that Marie made fun of ?’

(i1) ? Which bottles of wine did he all say that my roommate had drunk.

(iii) * Which bottles of wine did he all regret that my roommate had drunk.

As Mark Hale reminds me, in addition to triggering rcot-like phenoména in embedded clauses, these
verbs also permit other instances of apparent raising of elements out of the lower clause, as in, for example,
Neg-raising:

(iv) 1 don’t think that Mark left. [can =1 think that Mark didn’t leave]
v I don’t regret that Mark left. [can’t = I regret that Mark didn’t leave.]
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b. Diese Wiirste hat der Peter (*alle) bedauert da8 der Hund gegessen hat.
these sausages has the P. all regretted that the dog eaten  has
‘Peter regretted that the dog ate all these suasages.’
(V2 topicalization, German)

c. De dronken taalkundiger heeft Freek (*allemaal) gezegd dat Marie uitlachte.
the drunk linguists has F. all said that M. made.fun.of
‘Freek said that Marie has made fun of all the drunk linguists.)
(V2 topicalization, Dutch)
We conclude that the short leftwards movement of objects even in SOV Germanic is

object shift, that is, that it is or involves an A-movement operation.

1.1.2 Parasitic gaps and pseudo-gaps!’

Webehuth 1989 argued that what I am calling object shift in German (and Dutch)
has both A and A’-movement properties. Binding facts aside,! the main argument that the
movement has A’-properties comes from the fact that it licenses, or appears to license,
parasitic gaps (Bennis & Hoekstra 1985, Webelhuth 1989, Vikner 1591), as in (28). It is
perhaps important to note that these sentences are not found to be fully grammatical by
most speakers, at least in German, and vary in the degree of markedness assigned to them
by different speakers (Fanselow 1990, Susi Wurmbrand, Uli Sauerland, personal
communication). In the following examples [e] marks the supposed parasitic gap.

(28)
a. ?Ich habe den Artikel ohne zu lesen zerrissen.
I have the articlle [without [e] tc read] ripped.up
‘T have ripped up the article without reading it.’
(German)
b. Pim heeft het boek zonder te lezen afgekraakt.
P. has the book [ without [e]to read ] slighted

‘Pim has slighted the book without reading it.’
(Dutch, Vanden Wyngaerd 1989:268)

15 This section is somewhat preliminary in nature and I hope to develop it in later work, should it lead
anywhere. For discussion of the material in this section, I am indebted to Susi Wurmbrand, Marcel den
Dikken and especially Jan-Wouter Zwart.

16 See Déprez 1989, 1991 for a lengthy discussion of why the binding facts are inconclusive.
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That the movement is indeed licensing the gaps in these constructions is seen by the
contrast between (28b) and (29):
(29)
a. * Pim heeft zonder telezen hetboek afgekraakt.
P. has [without [e]toread ] the book badmouthed
(Pim has badmouthed the book without reading it.)
(Dutch, Vanden Wyngaerd 1989)
There are, however, a number of reasons to believe that the gap in these
constructions is not a parasitic gap, or at least not the same type of parasitic gap as licensed
by A’-movement, as in:
(30)
a. Welk boek heeft Jan zonder uittelezen  weggelegd ?
which book has J {without [e] out to read] ¢ put.away
‘Which book has Jan put away witlivut reading ?°
b. Dit boek heeft Jan zonder uittelezen  weggelegd ?
this book has J [without [e] out to read] ¢ put.away
‘Jan has put away this book without reading it 7’
(Dutch, Zwart 1993)
Zwart (1993, pp 309ff) and personal communication) has offered evidence that the
gaps in (30) are true parasitic gaps, licensed by A’-movement (i.e. the presence of a non-c-
commanding trace, hence ihe name “parasitic”’) and substantially different in distribution

from those licensed by object shift.

Here, I will summarize Zwart’s evidence and add to it facts which suggest that the
gaps in these constructions are something else, likely akin to the pseudo-parasitic gaps
identified by Postal 1994 as being licensed by Right Node Raising (RNR) in English.
Though I will not go beyond a brief discussion of the data, I believe the data suggests that a
direction for future inquiry is to relate the leftwards movement in Dutch and German which
licenses these gaps to the rightwards movement in Englsh which does. In fact, there is
reason to believe that these operations, English RNR and Dutch Left Node Raising (LNR)

involve no movement at all, rather coordinate structures.
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The first piece of evidence that the gap licensed by object shift is of a different
character from that licensed by A’-movement is the observation that they differ in
acceptability even in simple environments. Zwart 1993:311 notes that the gap in (28b) is
“though grammatical, less acceptable” than those in (30). This slight difference in
acceptibility is amplified in more complex environments. Thus, in the context of the blank

in (31), the gaps degrade with complexity, just as parasitic gaps in English.17

(31)  True parasitic gaps degrade with complexity of adjunct

context: Wie heb je opgebeld ?
whe have you called
‘Who did you cali r
a. zonder te vermoeden dat wij  al uvitgenodigd hadden

without to suspect  that we [e] already invited had
‘without suspecting that we had already invited (them)’

b. ? zonder je af tevragen of wij al  uitgenodigd hadden
without you off to ask  whether we [e] already invited had
‘without wondering whether we had already invited (thern)’
c. 77 zonder te weten voor welk feest je moest vitnodigen
without toknow for which party you [e] must invite
‘without knowing to which party you had to invite (them)’
(Dutch, Zwart 1993:311-312)
In the object shift cases, the supposed parasitic gaps are immediately impossible

under even a slight added degree of complexity.

(32) Gaps in object shift ungrammatical when adjunct complex

context: Jan heeft de buren opgebeld
J. has the neighbours called
‘Jan has called the neighbours, g

a, * zonder te vermoeden dat wij  al uitgenodigd hadden
without to suspect  that we [e] already invited had
‘without suspecting that we had already invited (them)’

17 See Dickey 1995 for interesting processing results on English parasitic gep versus resumptive pronoun
contrasts.
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b. * zonder je af tevragen of wij al  uitgenodigd hadden
without you off to ask  whether we [e]} already invited had
‘without wondering whether we had already invited (them)’
c. * zonder te weten voorwelk feest je moest vitnodigen
without toknow for which party you [e] must invite
‘without knowing to which party you had to invite (them)’
(Dutch, Zwart 1993:312)
A contrast between true parasitic gaps and the gaps licensed by object shift is to be

found in complement clauses.

(33) Parasitic gap licensed in complement clause
Wie heb je overtuigd dat we zouden bezoeken ?
who have you ¢ convinced that we [e] would visit

‘Who did you convince that we were going to visit (them).’
(Dutch, Zwart 1993:312)

(34) Object shift does not license a gap in complement clause
* Ik heb Piet overtuigd datwe  zouden bezoeken.
I have P. convinced that we [e] would visit
‘I convinced Piet that we were going to visit (hiin).’
(Dutch, Zwart 1993:313)
Postal 1994 has argued at length that there are two distinct processes in English
which are generally subsumed under the rubric “parasitic gap”. In particular, he shows that
the gaps permited by one of these operations, those involving A’-extractions, display a
distinct cluster of properties, and labels these “true parasitic gaps.” The other gaps do not
necessarily show this cluster of properties and Postal calls these “pseudo-parasitic gaps”.

A characieristic environment of pseudo-parasitic gaps is Right Node Raising (RNR)

constructions such as the following:

(35) RNR - pseudo parasitic gaps

John offended, by not recognizing immediately, his favourite uncle from Cleveland.

14¢




Bobaljik Chapter ill - Leapfrogging v. Stacking

I refer the reader to Postal 1994 for extensive arguments that the gap (if there is
one) in these constructions is not a true parasitic gap. Of the propertiecs which Postal
(1994:80ff) describes as characteristic of true parasitic gaps, not all are obviously testable
in the object shift cases under discussion. However, Zwart (1995b) notes that those
properties which are testable lead to the conclusion that the gaps in object shift
constructions are pseudo-parasitic gaps.!® First, Postal claims that true pacasitic gaps
cannot correspond to or be licensed by NPs which are not inherently passivizable (Postal

1994:83). Here, there are two relevant tests.

First, indirect objects do not passivize:
(36) Indirect objects impassivizable.
* Marie wordt het boek gegeven.
M. was thebook given
‘Marie was given the book.’
(Dutch, Zwart 1995b:2)

But, indirect objects do undergo object shift and in such constructions license the

type of gap associated with object shift generaily.

(37) Indirect object shift licenses pseudo-parasitic gap
... dat hij Marie zonder iets te geven blij maakt.
that he M [without [e] to give ] ¢

‘that he ..." xx
(Dutch, Zwart 1995b:2)

A second class of nominals which do not passivize well in Dutch is the language in

a construction like I know Chukchi (cf. English 7* Chukchi is known by me.)

18 The following paragraphs, including the construction of the tests and the argumentation, reproduce a
squib-length letter from Jan Wouter Zwart, to whom I am deeply indebted. For convenience, I refer to this
letter as Zwart 1995b.
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(38) Languages do not passivize
77 Chukchee wordt door mij gekend
Chukchi was by me known

(I knew Chukchi), lit: Chukchi was known by me.
(Dutch, Zwart 1995b:2)

As the reader should be expecting by now, object shift of Chukchi permits a

pseudo-parasitic gap.

(39) Languages license p.p.g.
... dat hij Chukchee zonder te kennen  vloeiend spreekt.
that he Chukchi [ without [e] to know ] ¢ fluently speaks
‘that he speaks Chukchi fluently without knowing it [i.e. Ch.]’
(Dutch, Zwart 1995b:3)
A second diagnostic which Postal motivates is that predicate nominals may not
license parasitic gaps. Zwart notes that constructions which appear similar to the object

shift cases license gaps; however, he cautions that predicate nominals do not generally

undergo object shift. It is therefore not clear what exactly is involved here.19

(40) Predicate nominals

... dat hij honkballer zonder ooit te hebben willen worder jarenlang met plezier geweest is
that he baseballer [without ever [e] to have wanted become] for.years with pleasure been has
‘that he has, without ever wanting to be a baseball player, has been one for years.’

(Dutch, Zwart 1995b:2)

There is thus, for Dutch at least, a surprisingly large range of data converging on

the conclusion that the apparent gaps which occur with object shift constructions are not
true parasitic gaps, which are licensed by A’-dependencies. If anything, they would appear
to pattern with Postal’s psendo-parasitic gaps, though concluding that this is what they are

may be somewhat premature.

19 Likewise, Zwart observes that certain non-NP constituents, such as locatives er ‘there’, daar ‘there’,
ergens, overal, ... also license gaps in these constructions, again failing two of Postal’s tests for parasitic-
gaphood.
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However, there is a range of data from both Dutch and German which makes the

connection to English RNR, I believe, rather tempting.

The leftward movement in the head-final languages, which above I have
characterized as object shift, in addition to showing the pseudo-parasitic gap effects
associated with RNR in English, also shows the mirror image of the typical RNR

configuration, a form of reduced conjunction. First, the English pair:

(41)  Right Node Raising

a. I have ironed, without having washed, my new shirt.
b. I have washed, but have not ironed, my new shirt.

In Dutch and German, the mirror image is attested:
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(42) Left Node Raising 20

a. ... dat ik mijn nieuwe overhemd zonder te wassen gestreken heb.
that I my new  shirt without to wash ironed have
‘...that I have ironed, without washing, my new shirt.’

b. ... dat ik mijn nieuwe overhemd gewassen, maar niet gestreken heb
that] my new  shirt washed but not ironed have
‘...that I have washed, but not ironed, my new shirt.’
(Dutch: den Dikken, pc)

20 yan-Wouter Zwart points out (personal communication) that something which looks like a form of
rightwards RNR is also possible in main clauses in Dutch.

) Jan schrijft, en Piet leest, artikelen over taalkunde.
J writes and P reads articles about linguistics
(Dutch, Zwart 1995b:3)
This is contrary to the claim of Kayne 1994:67f that Dutch does not display RNR at all. I thank
Marcel den Dikken for bringing Kayne's claim to my attention. Note that Kayne's examples (citing Teun
Hoekstra) involve compound tenses. The apparent parallei to (i) is ungrammatical with a compound tense,
as in (iii).
(ii) * Jan heeft gekocht en Marie heeft verkocht de spullen waarmee zij rijk werden.
J has bought and M. has sold the things wherewith they rich became
‘Jan bought and Marie sold the things with thich they became rich.’
(Dutch, Kayne 1994:67, citing T. Hoekstra)
(iii) * Jan heeft geshreven en Piet heeft gelezen artikelen over taaikunde.
J has written andP. has read articles about linguistics
(Dutch, 12/05/95:4)
Recall that Dutch is a V2 language, SOV language. Hence, the object does not follow a verb in situ in
the verb phrase, such as a participle:
(iv) * Jan heeft gekocht de spulien.
J has bought the things.
(Dutch, Kayne 1994:68)
However, in case the main verb is inflected, then in the absence of topicalization the observed order is
SVO:
v) De kinderen maken zoo een lawaai.
the children make so much noise
“The children make so much noise.’
(Dutch, Bloomfield 1944:57)
Thus, Zwart’s example (i) need not involve rightwards movement of the object, but rather a structure
where the conjoined elements are the subject and inflected verb, both above the position of the object,
which could be in its base position to the left of a participle or in Spec,AgrO. We maintain the ciaim,
standard in the literature, that Dutch does not have rightwards extraposition of NPs. This analysis of
Zwart's exampie sharply calls into guestion the analyses of RNR involving rightwards movement of the
object and a gap. Rather, a biplanar (i.e. forking) conjunction analysis, such as that entertained by
Moltmann 1992 and references therein, especially Muadz 1991, seems to be forced at this point. I wish
there was more time to discuss this, but we will have to postpone this for a later paper. Thus, for Dutch,
using Moltmann’s notation, the structure of (i) would be (vi) and for its English gloss, as in (vii):

(vi) [p Jan schrijft

en Piet leest > [vp [nparticles about linguistics 1]

(vii) [lP l;;?; [VP ‘g&? >[Np articles about linguistics 1}]]
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c. ?Ich habe den Artikel ohne zu lesen zerissen.
I have the article without to read ripped.up
‘I have ripped up, without reading, the article.’
d. Ich habe den Artikel im  Haus gelesen und dann in der Schule zerissen.
I have the article in.the house read and then in the school ripped.up
‘I have read the article at home and then ripped (it) up at school.’
(German, Susi Wurmbrand, pc)
The final link in the argument is to show that these constructions do not entail A’-
movement. There are a number of directions in which one could go to show this, and I
will leave this hanging. However, if these involve coordination structures, then I believe a
plausible analysis will be to subsume them with other Across-The-Board (ATB)
phenomena.2! In particular, a planar analysis of coordinate structures such as that of
Moltmann 1992 or Muadz 1991 will allow an analysis of these phenomena without
necessitating movement at all. Hence the word raising in Right and Left node raising is

perhaps a misnomer. I will not pursue the analysis here, though Moltmann’s structures

will arise again elsewhere.

To sum up this long excursus, we have seen a number of reasons to liken the local,
leftwards movement in the SOV languages, especially Dutch, to that found in Icelandic. It
has the hal!mark characteristics of object shift, including an old versus new information
structure, a strictly local character, and an unmarked intonation. Moreover, it licenses
floating quantifiers, which I have argued, following Déprez 1989, is a clear diagnostic of
A-movement, and we have seen strong reasons to doubt that the apparent gaps licensed in
these constructions are true parasitic gaps licensed by A’-movement. At this point, I feel
that we have sufficient evidence to assume that the movement is A-movement, and proceed

accordingly.

21 williams 1990 has argued that parasitic gaps are ATB structures, as has, apparently Muadz 1991.
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1.1.3 Holmberg’s generalization aiso fails in Irish

The point in the first part of this section (and of Chapter II) was that the requirement
that the verb raise overtly in order for object shift to be possible (Holmberg’s
generalization) does not hold of all the Germanic languages. In particular, the split seems
to pattern with headedness. Beyond Germanic, Modern Irish has been investigated in
some detail with respect to an Object Shift-like movement in non-finite clauses (Duffield
1990, Noonan 1993, Guilfoyle 1994 and Carnie 1995b).22 If this process is akin to object
shift in the Germanic languages, then it too fails to show the dependence on verb raising.
The discussion here summarizes a section of Bobaljik & Carnie 1994, and I refer the reader

to that work and to Carnie 1995b for more discussion.23

Modern Irish shows certain alternations between OV and VO orders in non-finite
clauses. The VO order is assumed to be basic and the OV order derived (see, especially the
references above). What is of immediate relevance is those infinitive clauses in the Munster
dialect which display an SOV order, such as that in (43).

(43) Ba mhaith liom [é an teach a thégdil ]
COP good  with.ls him.ACC the house.ACC TRANS build
‘T would like him to build the house.’
(Irish, Bobaljik & Carnie 1994:5)

In such constructions, it is possible that the non-finite verb has raised to AgrO,
thereby rendering the specifiers of AgrO and VP equidistant from the object, licensing
object shift. However, given that the object precedes the verb, the verb could be no higher
than AgrO. Recall that the leapfrogging account of overt object shift involved two

instances of crossing paths. First, the object raises to Spec,AgrO, skipping the subject.

22 Though this movement fails the new versus old information test. However, there is an aspectual
character to the analogous process in Scots Gaelic (Ramchand 1992, Adger 1994). I am beyond considering
the implications of this fact at this point.

23 Go raibh maith agat to Andrew Carnie for telling me about Irish.
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This movement is licensed by the overt raising of the verb to AgrO, thereby extending the
domain of the verb. This much is not problematic - the verb could well have raised to
AgrO in (43). The next step of the derivation is subject-raising to Spec,TP, skipping the
object in Spec,AgrO. On the equidistance account, this is licensed by raising of AgrO
(containing the verb) to T. Since the verb in Irish follows the shifted object, we have
evidence against this crucial step of the derivation. AgrO (the verb) can not have raised to
T° and the subject should be trapped lower than, i.e. after, the shifted object. Since (43) is

grammatical, we conclude that the equidistance-based account is seriously flawed. 24

The point that these data raise should be clear by now. Chomsky’s analysis of
object shift, and those building on it, derives Holmberg’s generalization from very basic
principles constraining movement, namely, Shortest Move and its Equidistance subclause.
For this family of proposals, overt verb/head raising is the crucial factor in extending
domains to allow a specifier position to be “skipped”. However, we have seen that
Holmberg’s generalization is a valid generalization only of a subset of even the Germanic
languages, let alone those beyond Germanic. The leapfrogging story is too strong in an

important way. We conclude, then, that this argument cannot be maintained.

In Chapter 2, I offered an alternative proposal to capture Holmberg’s
generalization, relating it to do-support in English and other processes in other languages.
This proposal correctly predicted the correlation between the validity of Holmberg’s
generalization and headedness of the VP. In the SVO languages, a shifted object intervenes
between Infl and an unmoved V, while in the SOV languages, V and Infl will be adjacent

24 A solution to this proposed by Watanabe 1993 is that a null AgrO element “excorporates” out of the
AgrO+verb complex moving at least to T and extending the domains in the appropriate manner. This is
also the analysis Watanabe offers for German and Dutch. While this analysis works mechanically, there is
no independent motivation for it, and it drastically weakens the predictive force of the theory.

Bobaljik & Carnie 1994 note the problem, but do not attempt to solve it, while Noonan 1994,
Guilfoyle 1994, and Carnie 1995b all take the position argued for below, namely, some form of the
stacking hypothesis, such that the problem does not arise for them.
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whether or not the object shifts. This account is thus superior to the equidistance account.
However, it does not distinguish between stacking and leapfrogging. It is compatible with
either view of clause architecture. Thus, at this point we are without an argument for
either. We now turn to the major putative empirical example for leapfrogging, the
distribution of the floated quantifier allir ‘all’ in Icelandic. We will see that it, too, does not

support the leapfrogging view after all.

1.2 Floating Quantifiers and object shift.

The strongest (in fact the only) direct empirical argument which I am aware of to
support the claim that the base position of the subject is lower than the derived position of
the object is based upon the following examples, first noted in Jonas & Bobaliik 1993 and
Collins & Thréinsson 1994.25

(44)a. fger  maludu strskamnir hisi®  [vp allir rautt].
yesterday painted the.boys the.house all red
‘Yesterday all the boys painted the house red.’
(Icelandic, Jonas & Bobaljik 1993:92)26
b. I[fyrra méludu stidentarnir hisi®  [ypstundum  allir rautt. ]
last year painted the.students the.house sometimes all red
‘Last year, all the students sometimes painted the house red.’
(Icelandic, Bobaljik & Jonas 1994:36)
In (44) the “floated” quantifier allir is unambiguously construed with the subject
NP stiidentarnir ‘the students’ as is immediately apparent from its morphological shape
(masculine, plural). The premise from which the argument is made that (44) entails
crossing paths is that the floated quantifier occupies (cr “marks”) the base position of the

subject (Sportiche 1988 and others since). Since the quantifier is to the right of the shifted

25 The relevance of floating quantifiers as a test of the base position of the subject (i.e. assuming a
Sportiche-style analysis) was in this context first suggested to Dianne Jonas and myself by Chris Collins.
26 This sentence may be slightly marked; indeed, it was assigned the judgement of (?) in Jonas &
Bobaljik 1993 to reflect some disagreement among speakers. However, the variation seemed to be from
acceptable to slightly marked. In Collins & Thréinsson, the sentence is fully grammatical.
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object, it would follow that the base position of the subject is to the right of the shifted

object.

In the remainder of this section, I will show that the argument from the distribution
of floating quantifiers in favour of leapfrogging cannot be maintained. In 1.2.1. I will give
in some detail the steps of the argument which take (44) to be pro-leapfrogging. In the next
section (§1.2.2) I show that these arguments, when extended to double object
constructions, make exactly the wrong predictions. In the next chapter, I wili show that the
floating quantifier as trace analysis is untenable. The interested reader is invited to skip
ahead to that chapter prior to reading the following, if they are convinced of the validity of

that analysis.

1.2.1 Painting the houses red...

I will now briefly summarise the arguments from Jonas & Bobaljik 1993 and
Collins & Thréinsson 1994 that the floated quatifier allir ‘all’ in (44) marks the position of

a subject trace. Where relevant, I extend their paradigms with new data as marked.

Recall from section 1 that Object Shift in Icelandic is restricted to pronouns and
definite or specific NPs (see Chapter VI). Thus, in (45a), the definite NP husid ‘the
house’ is licit in the position preceding the negation marker ekki, taken to denote the left
edge of the VP, while an indefinite, non-specific object in that position is ungrammatical

(45b).

45)

a. ffyrra miludu stidentarnir [Agrop husid [vp ekki. 1]
last year painted the.students the.house not
‘Last year, the students didn’t paint the house.’
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b.  *ffyma mélubu stidentarnir [agrophis  [vp ekki. ]]
last year painted the.students house(s) not
(‘Last year, the students didn’t paint a house / houses.”)

(Icelandic)

Extending the paradigm of (44), we note that only a definite NP can precede the
subject-oriented quantifier allir ‘all’, and take this as evidence that the definite object husid
‘the house’ in (44) is in the shifted position.

(46)

a. ffyra méludu stidentarnir [vp allir einhver his raud. ]
last year painted the.students all some houses red
‘Last year, all the students sometimes painted some houses red.’

b. *1 fyrra maludu stidentarnir [Agrop einhver his allir raud. }
last year painted the.students some houses ali red
(‘Last year, all the students sometimes painted some houses red.")

(Icelandic, Bobaljik & Jonas 1994:37)

We may also take (46) as evidence that the quantifier must occur somewhere no
lower than (i.e., not following) the base position of the object.2’ Recailing that object shift
is prohibited in auxiliary + participle constructions in Icelandic (Holmberg 1986), we add

the following paradigm to help delineate the position of the quantifier.

(47)

a. f ger  hafa strdkarnir allir [vpmélad hiési®  rautt.]
yesterday have the.boys all painted the.house red
‘Yesterday, the boys all painted the house red.’

27 For instance, the subject-oriented floating quantifier cannot be adjoined to the resultative [xp raud). The
sentence (i) is grammatical in English.
(i) The students have painted the house all red.
But this cannot have the reading where all is construed with (i.e. “floated from") the subject NP the
students. Rather, all in (i) has some sort of completive reading, or a meaning like entirely, cf. (ii):
(ii) The studenis painted the house entirely red.
. all
(iii) The house is entirely } red.
See also Chapter IV, below.
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b. * { ger  hafa strdkamir [vpm4lad allir hisid rautt .}
yesterday have the.boys painted all the.house red
(Yesterday, the boys all painted the house red.)
(Icelandic: 11/05/95:1)

c. * | ger  hafa strdkarnir [ypmdlad husid allir rautt .]
yesterday have the.boys painted the.houseall red
(Yesterday, the boys have all painted the house red.)
(Icelandic: Bobaljik & Jomnas 1994:37)

This paradigm shows that the quantifier can indeed occur no lower than the position
to the left of the participle. A reasonable partial structure for sentences such as those in

(47) is something like (48):

(48)
1P
the studerO\
1 VP

e

painted the house red

Given something like this, the candidate positions for the quantifier are those
denoting the left edge of the VP, including the position which would be the base position of
the subject under a VP-internal subject hypothesis, eg., the specifier of VP, and also the

VP-adjoined position.

Sportiche 1988 analyses “floating™ quantifiers in Romance (French unstressed
tous) and English (all) as being restricted to positions containing traces of the subject (i.e.
in the case of subject-orientation; object-oriented floating quantifiers are also considered to

some degree).28 If Sportiche was correct, and if Icelandic aflur is syntactically the same as

28 postal 1974 proposes that quantifier float is only possible from subject NPs. Fiengo & Lasnik 1976
show that this is clearly wrong; floating quantifiers are quite possible associated with non-subject
arguments. Similar examples are considered by Maling 1976.

@) I considered the professors all crazy.
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French rous and English all, then (44) would be strong evidence for a trace of the subject
beneath the shifted object. Of course, if either of these premises is incorrect, then the
paradigm is no evidence for the leapfrogging hypothesis. Before turning to independent
reasons for rejecting the subject-trace analysis in favour of the adjunction analysis, let us
accept these assumptions at face value and examine the predictions regarding the positions

of floating quantifiers in double object constructions.

1.2.2 FQs and double object constructions

In this section, I introduce new data bearing on the issue of the position of floating
quantifiers. In particular, I will show that the distribution of floating quantifiers in double
object constructions in Icelandic poses a serious problem for Collins & Thréinsson’s
(1994) analysis, on their own assumptions. By extension, it is a problem for the
leapfrogging hypotheses more generally, since it forces a paradox: there cannot be a subject
trace lower than the shifted position of the direct object of a ditransitive for independent
reasons, yet a floating quantifier, which by hypothesis marks the positions of subject
traces, is legitimate in exactly this position. Since the contradiction follows directly from
two assumptions — the possible leapfrogging accounts of double-object construction
structures and the subject-trace view of floating quantifers — one of these assumptions must
be abandoned. In fact, the conclusion is slightly more subtle. The scle remaining
argument in favour of the leapfrogging architecture is from the distribution of floating
quantifiers; hence, even were we to decide that the subject trace view of floating quantifiers
is incorrect in order not to abandon the leapfrogging architecture, we would be left with ro

argument in favour of it.

(ii) I gave the kids all chocolate and candy.
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The architecture of double object constructions

Collins & Thrédinsson 1993’s proposa! for the architecture of double object
constructions was given slightly simplified above in (1b), repeated here as (49). Their
structure adapts earlier proposals by Bures 1992 and Koizumi 1993 which are, for present
purposes, not distinct from (49) in any relevant way.2?

(49)
AgrSP

AgrS

TP
%.Do.p

Agr-DO VP
Indirect

Object V.  Direct
Object

What is important to note about the proposals of Bures 1992, Koizumi 1993, and
Collins & Thrdinsson 1994, is that the subject trace cannot be below the shifted position of
the lower object (which we assume is the direct object). This conclusion is due to the
nature of the equidistance clause in the definition of shortest move (see especially Bobaljik
& Jonas 1994). This clause allows maximally one specifier position to be skipped by an
instance of raising. The direct (i.e. lower) object cannot skip the base positions of both the
indirect object and the subject. One intermediate projection (TP in (49), Koizumi's WP)

permits the indirect object to skip the shifted direct object before raising over the base

29 See Ura in prep. for more on double object constructions and an attempt to deal with the problem posed
by the equidistance + shortest move constraints on movement.
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position of the subject. The addition of this one extra position allows these authors to

maintain a constrained system , and a concise account of what moves where.

As Bures 1992, 1993 has shown (Koizumi and Collins & Thrdinsson discuss and adopt
Bures’s conclusions), relaxing the conditions on movement (as in Ura 1994) or adding
extra projections in the style of Kayne 1995, leads to collapse of the account. By allowing
the object to skip two arguments, nothing determines any longer which arguments raise to

which specifier positions.

The union of this structure with the assumption that floating quantifers mark the
positions of subject traces leads to clear predictions for the distribution of floated allur in
double object constructions. Recall Collins & Thrainsson’s (and Bobaljik & Jonas 1994’s)
account of the data in (44-47). The subject-oriented quantifier allur is permitted to the right
of a shifted object (the latter being in the specifier of AgrOP), but is prohibited from
occuring to the right of VP-internal elements such as participles and unshifted objects, since
the quantifier occurs in the position occupied by a subject trace, i.e. the specifier of VP.
Extending this to double object constructions, Collins & Thréinsson’s analysis predicts that
the quantifier may occur between a (shifted) indirect object and a direct object in situ, since
that position is the base position of the subject — on their account the specifier of the highest

VP. This prediction is indeed bomne out:

(50)
[ger  gifu stidentarnir kennaranum  allir eplid.
yesterday gave the.students the.teacher.DAT all  an.apple

‘The students all gave the teacher the apple yesterday.’
(Icelandic)

Now, Collins & Thréinsson show that shift of the direct object across a VP-adverb

is possible (though slightly degraded) even in double object constructions, subject to the
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same conditions as the canonical instances of object shift in a simple transitive (verb
raising, definitness...). This they analyse as shift of the direct object from its base position

to the specifier of the lowest Agr-P in (49).

(51)
a.  Egléna Marfu ekki bzkurnar/bzkur
I lend Maria not the books/books
“I do not lend Maria the books/books.”

b. 7 Egléna Marfu bekumar ekki
I lend Maria the books not
def.obj [yp tfrace]

“I do not lend Maria the books.”
(Icelandic, Collins & Thréinsson 1993)
Considering the structure in (49), just as clearly as they predict that (50) should be
grammatical, they also predict that a floating quantifier can never surface to the right of a
direct object in double object constructions, even if the object has shifted. That is, while
there is a subject trace lower than the shifted position of the indirect object (specifier of
AgrlO-P), there is no subject trace lower than the shifted position of the direct object
(specifier of AgrDO-P). This prediction, however, is just as clearly false. Though (52) is
slightly degraded, it is comparable to (51b), i.e. similar to other examples of object shift
across an adverb at the left of the lowest VP.
(52)
?7{ger  gifu stidentarnir kennaranum  eplid  allir.
yesterday gave the.students the.teacher.DAT the.apple all
‘The students all gave the teacher the apple yesterday.’
(Icelandic)
The relevant structure is schematised in (53). Note in particular that the position of
the lowest subject trace for Collins & Thréinsson is significantly higher than the attested

position of the floated quantifier in (52).
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(53)
AgrSP

AgeS  AgrloP

Indirect

Object Agr-IO
lowest
Subject V Agr-DO-P
trace

Direct
Object Agr-DO VP

&7 Diret
ALLIR Object
trace

Moreover, adjunction to the right of VP or extraposition are not availabie to explain
away the incorrect prediction. Example (54) shows that the quantifier may follow only a
shifted definite direct object and is ungrammatical following an indefinite direct object (a),
and further, that the quantifier may not follow a participle or unshifted direct object (b).
(54)
a.
*1ger géfu stiidentarnir kennaranum epli alllir.
yesterdau gave students.the teacher.the apple.indef all
(Yesterday, the students all gave the teacher an apple.)
(Icelandic, 11/05/95:1)
* ger hafa stidentarnir gefid einhverjum kennara pessa epli \r gardinum sinum allir.
yest. have the.students given some.dat teacher these ap. from garden their all
(The students have all given a teacher these apples form their garden yesterday.)
(Icelandic)
In sum, the pattern in (52) through (54) mirrors exactly that of simple traasitive
structures. The floated quantifier may follow an object which has shifted to the left of its
VP, but may not occur following any VP-internal material. Observationally, then, the
generalization is that a floated quantifier may occur in some position on the left edge of a

VP. For simple transitives, the position of the subject trace (specifier of VP) is one
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position on the left edge of the VP, over which shifted objects move on the leapfrogging
story. However, as the examples just considered have shown, on the same leapfrogging
analysis, there is no subject trace position over which the direct object shifts in double
object constructions. In (52) the direct object has shifted to the specifier of the lowest Agr-
Phrase, across a floating quantifier. The fact that only a definite object and not an indefinite
— (52) vs. (54a) — may appear in this position shows that the movement is indeed object
shift. Floated allir may follow a shifted direct object, but not an unshifted one, marking
the left edge of the lowest VP. But, unlike the simple transitives, in these ditransitive
examples there is no subject trace position at the left edge of this lowest VP, as the specifier

is the theta position of the indirect object; the base position of the subject is higher yet.

Thus, internal even to Collins & Thréinsson’s analysis, and by extension other
leapfrogging analyses which have a structure similar to (49) (including Bures 1992,
Koizumi 1993) the assumption that floating quantifiers indicate the positions of subject

traces cannot be maintained in the face of the data.30

An alternative analysis, in fact the more traditional one, is that “floated” quantifiers
are adjoined to (the left edge of, maximal projections of) predicates, for example, the left
edge of VP, along with other adverbials.3! I will argue for this in Chapter IV. This view
makes the correct predictions on both the leapfrogging and stacking hypotheses, and thus

fails to choose between the two. In the basic cases, subject traces coincide essentially with

30 There is another conclusion which could be drawn here. That is, one could in principle maintain the
view that the floated quantifiers do mark subject trace positions, and abandon the second premise i.c. that
ditransitives have a structure like that in (49). An alternative would be that there is a subject trace position
lower than both indirect and direct objects in double object constructions (see Ura 1994 for one such
approach). See the discussion above of Bures 1992, and following him Koizumi 1993 and Collins &
Thréinsson 1994. These analyses have shown that such a view is logically excluded on the assumptions of
the strict leapfrogging hypothesis (i.c. those invoking the notions “Shortest Move” and “Equidistance”,
following Chomsky 1993).

31 That floated quantifiers may adjoin to more than just VP is poinied out by Fiengo & Lasnik 1976:188
and Maling 1976:716. Thus, Fiengo & Lasnik suggest that a floated quantifer may occur immediately
preceding an AP, NP or VP, to which list Maling adds PP.
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the left edge of the VP (i.e. whether the subject is in Spec,VP or the special, adjoined
position advocated by Koopman & Sportiche 1991).

(55)
a. The students have [yp all eaten their lunch.]

b. I gzr maludu strakarnir  hisid [vp allir rautt].
yesterday painted the.boys the.house all red
“Yesterday all the boys painted the house red.’
(Icelandic: =(44a))
In both of these examples, the floated quantifier occurs somewhere at the left edge
of the VP, but it is impossible to tell in these examples whether that position is contained in
VP (e.g. its specifier) or adjoined to it. On both the leapfrogging and the stacking

hypotheses, under the predicate-adjoined theory of floating quantifiers, this is expected:

(56)a. Leapfrogging:

AgrSP
.EO\
AgrS Agr-DO-P

Direct
ObjectAgr-DO VP
N

Sub

158



Bobaljik Chapter 11l - Leapfrogging v. Stacking

b. Stacking
AgrSP
Subject
Agr-DO-P
Direct

Object pgDO VP

allir

v

On both approaches, the shifted position of the direct object precedes the floating
quantifer (44a). The positions following the base position of the object, or between a
participle and its complement, do not constitute either subject traces or the left edges of
predicate XPs; hence floating quantifiers are excluded from these positions on either the

leapfrogging or stacking analysis:32 Thus, a non-shifted object cannot precede a floating

quantifier (47d).
(57
a. *[fyrra mdludu stidentarnir [vp einhver his allir raud. )
last year painted the.students some houses all red

(‘Last year, all the students sometimes painted some houses red.")

(Icelandic: (46b))

b. * { ger  hafa strdkarnir [vpmédlad allir hisi® rautt .
yesterday have the.boys painted all  the.house red
(*Yesterday, the boys have all painted the house red.’)
(Icelandic: (47b))

32 Thus, the floated quantifier cannot be adjoined to any NP. The NF examples in Fiengo & Lasnik 1976
and Maling 1976 all involve double-object constructions in English. There is undoubtedly another
projection in these structures (see. e.g. Larson 1988, Maraniz 1993). That the floating quantifier cannot
adjoin to the NPs in the structures considered here is not surprising on my view since neither the resultative
in (57a) nor the direct object (57b) constitutes an XP which is predicated of the subject. It will become
clear below why these examples should pattern in this way.
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One place where the left edge of the VP does not coincide with a subject trace is the
case of the lower VP in (53), the VP-shell analysis of double object constructions. As we
see, the left edge theory makes the correct predictions, while the subject-trace theory makes

the wrong predictions.

The direct object may shift out of the VP under well known conditions. It must be
definite and the verb must have raised overtly. Only when the object has shifted out of the
VP may it precede the floated quantifier associated with the subject. hence the
grammaticality of (44a) and the ungrammaticality of (47d). Similar facts also obtain for
double-object constructions. Again, the leapfrogging and stacking hypotheses make the
same predictions on the theory of floating quantifiers I will motivate in Chapter IV. A
(subject-oriented) floating quantifier may follow a shifted direct object, but not an unshifted

one. I repeat the examples from above which show that this prediction is borne out.

(52)

f geer gifu stidentarnir kennaranum  eplid allir.
yesterday gave the.students the.teacher.DAT the.apple all
‘The students all gave the teacher the apple yesterday.’

(54)
* f ger hafa stidentarnir gefid einhverjum kennara pessa epli ur garBinum sinum allir.

yest. have the.students given some.dat teacher these ap. from garden their all
‘The students have all given a teacher these apples form their garden yesterday.’
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(58)a. Leapfrogging:

L1

Indirect N
Cbject . Agr-DG-P
Direct

ObjectAgrDO VP

b. Stacking

t Indire{>\

Object Agr-DO-P

In Chapter IV, I will promote the analysis of floating quantifiers as adverbs,
occurring in adjoined positions. This analysis has significantly greater empirical coverage
than the trace-based analysis. Loose ends abound and it remains to be seen just how far it
may be pushed. In the interests of succinctness, I will postpone further exploration of this
topic to the next chapter. Let me now consider briefly some less clear observations,
including a potential glitch, and then summarise the discussion of floating quantifiers, to

move on to the next section of the chapter.
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Presaging“ the conclusions of the next chapter, I adopt the theory of floating
quantifiers as adverbs, rejecting the trace view of Sportiche 1988 and others. This theory,
however, does not rely on — nor does it distinguish between — the two analyses of clause
structure being compared here. In short, in adopting the adjunction theory of floating
quantifiers, the fact that a floating quantifier can occur following a shifted object tells us
nothing about the base position of the subject, since the quantifier is not marking subject

trace positions.

2.  And in this corner... Arguments for stacking.

Though stacking has, in some form or another, been proposed by a number of
researchers recently, there are few direct empirical arguments adduced in its favour. In this
section, I will offer two such arguments, introducing new data into the realm of

consideration. The section will proceed as follows:

In the first section, I recapitulate an argument from Jonas 1992, Jonas & Bobaljik
1993, but with a different conclusion. Icelandic is well known for having two obiect
positions, as we have seen above. One is the base, VP-internal position, to the right of
negation and other adverbs, while the other is VP-external, to the left of these adverbs.
The latter is the “shifted” position, the specifier of AgrOP. Similarly, Icelandic clearly has
two positions which subjects may occupy in the overt syntax, delineated by sentential
adverbs, and discussed above in Chapter 1. The lower position, i.e., thg position of the
indefinite in, for example, transitive expletive constructions, has long been maintained to be
VP-internal (since Ott6sson 1989). Jonas & Bobaljik observe that the intersection of these
two assumptions makes a clear prediction. On the leapfrogging hypothesis, if a definite,
direct object may shift in a transitive expletive construction, then the (putatively VP-

external) object should precede the (supposedly VP-intemal) subject. This turns out to be
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false. Even though there is clear evidence for two subject positions, and for two object
positions, the lower subject position is higher than the higher, shifted object position. This
is a major piece of evidence which Jonas & Bobaljik, and then Bobaljik & Jonas 1994 use
to motivate the use of the specifier of TP as the lower subject position. However, the same
data could be taken just as easily as support of the stacking hypothesis, the position I will

take here.

In section 2.2, I turn to German, and make essentially the same argument from a
different perspective. Diesing 1990,1992 has shown convincingly that adverb and particle
placement delineate two surface positions for subjects in German. These positions
correlate with stage and individual level differences, as well as with generic versus
existential readings for bare plural subjects. For example, a bare plural subject which
surfaces to the left of certain adverbials receives a generic interpretation; an existential
reading is unavailable. By contrast, the same subject occuring to the right of the adverbial
may easily have the existential reading. Extending the considerations to objects, we find
that similar positional asymmetries obtain. While it is uncontroversial in the SVO
languages, such as Icelandic, that there are two positions which objects may occupy in the
overt syntax, it is less easy to demonstrate this to be the case in the SOV languages
(German, Dutch, Afrikaans...), since such movement could well be string vacuous.
Nevertheless, I show that a class of VP-manner adverbials in German delineates two object
positions in the same way that the sentential adverbials discussed above do, with respect to
the interpretation of bare plural NPs. Objects in the higher position are prohibited from
being interpreted as existentials, while such a reading is clearly available in the lower
position. The final stage, then, is to mix the results of the two sets of positions. Just as
with Icelandic subjects and objects, we see in German that the higher position of the object
is clearly lower than the lower position of the subject, evidence for the stacked VP
hypothesis, and, in passing, for a cyclic version of the Mapping Hypothesis, such as that

proposed by Tsai 1994.
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As an aside at this point (section 2.3), it is worth reconsidering the arguments that
the Mapping Hypothesis, or whatever derives its effects, does in fact point to positional
differences for the arguments, and not the other logical possibility — that the arguments are
in unique positions, but that the position of the adverbs varies with interpretation, a
suggestion offered by Zwart 1993 (Chapter IV). The arguments are not as strong as they

could be, but they are nonetheless difficult to refute.

Attention in sections 2.1 through 2.3 is restricted to transitive verbs, i.e., two-place
predicates. In the subsequent sections (2.4-2.5) I turn to some data from ditransitives,
involving interactions of indirect objects and direct objects, which I take to support the
stacking hypothesis as well. Beginning with Icelandic (2.4), it would appear to be the case
that indirect objects in ditransitives can shift as can direct objects in simple transitives, and
further, that direct objects in ditransitives can undergo object shift, with the same
restrictions as in transitive clauses. The arguments from sections 2.1 and 2.2 become
relevant again here. Just as with subject / object interactions, the interactions of two objects
show that a direct object can never shift across an indirect object. Considering the core
cases, the surface order is always subject > indirect object > direct object, regardless of
which are in shifted positions and which in their base positions. The same holds for the
SOV languages as for SVO Scandinavian, cf. Haegeman 1992 for West Flemish, Zwart

1993 for Dutch. There are no crossing paths, as leapfrogging would have predicted.

Perhaps a more interesting argument can be constructed from Swedish to make the
same point (§2.5). In Swedish, as in all the (modern) Scandinavian languages except
Icelandic, only pronouns may undergo object shift. Full NPs may not do so.
Nevertheless, an adverb may occur to the right of a full NP indirect object, between it and
the direct object. On the leapfrogging hypothesis, as exemplified by Koizumi’s (1993) and

Collins & Thréinsson’s (1994) structures, there is no possible attachment site for the
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adverb. Clearly, the indirect object cannot have shifted, since NPs uniformly cannot shift
in these languages. The leapfrogging analyses are thus at a loss to account for the data. On
the stacking hypothesis though, thers is an obvious attachment site for the adverb, i.e. the
lowest VP projection. Thus it is only the stacking hypothesis which predicts the cbserved

distribution of adverbs in these languages.

2.1 Jonas & Bobaljik 1993

In this section, I recapitulate part of an argument from Jonas 1992, Jonas &
Bobaljik 1993, Bobaljik & Jonas 1994 showing that the lower of the two subject positions
in Icelandic is nevertheless higher than the higher, i.e. shifted object position. That is,
while the leapfroggers would predict that a VP-internal subject should occur to the right of,
i.e. lower than, a VP-external, shifted object, the facts line up rather with the stacking
view, where the object may shift out of its thematic VP, but the base position of the subject
is higher still. This conclusion is actually somewhat at odds with that of Jonas & Bobaljik
who take the data presented here as evidence of a third position for subjects (i.e. two
positions above the shifted object position, and one below). Their conclusion was forced
by the premise that the floated quantifier allur ‘all’ marks the lower position, beneath the
shifted object. Section 1 of this Chapter and Chapter IV below argue that the floated
quantifer does not mark the position of the subject trace, and hence Jonas & Bobaljik’s

observations can be taken as evidence for the stacking hypothesis.

We have seen at many points so far that Icelandic clearly has two positions which
certain objects of transitive verbs may occupy, if various requirements have been met. That
is, the objects may occur in their base, theta-position or in a derived position to the left of
certain (VP-) adverbials such as ekki (negation), aldrei ‘never,’ alveg ‘completely,’” and

others. The by-now familiar pair of examples in (59) shows this.
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(59)
a. J6n las bakurnar ekki
John read the books not
"John did not read the books"
b. Jon las ekki bekurnar
John read not the books
"John did not read the books"

(Collins & Thréinsson 1993: 132)

It is an observation first due to Ott6sson 1989 that the subject of a transitive
expletive construction obligatorily follows a sentential adverb such as sennilega
‘probably’ or kannski ‘perhaps’ (60). Based on this, Ott6sson proposed that these
subjects were overtly in the specifier of VP. Similar proposals have been made by
Kosmeijer 1991 and Sigurdsson 1991, among others, and indeed, the view has become
standard, and an often cited piece of empirical evidence in favour of the VP-internal subject
hypothesis.

(60)a. pad bafa [VP sennilega [VP margir stidentar lesid bdkina.]]
there have probably many students  read the.book
‘Many students have probably read the book.’
(Bobaljik & Jonas 1994:23)

The argument is that the adverb sennilega ‘probably’ is adjoinzd to the (highest)
VP projection, and since the adverb precedes the subject, it follows that the subject must be
internal to the VP.

Taking (59) and (60) together, a clear predicticn emerges, noted first by Jonas
1992, and extended in Jonas & Bobaljik 1993.33 If the subject of a transitive expletive

construction is VP-internal, and shifted objects are VP-external, then when object shift

33 Vikner (1994a) and Vikner & Schwartz (1992) almost notice the prediction. That is, they raise points
similar to the one raised here in to show that definite subjects (their examples have the proper name Jén ) of
simple declaratives are external to the VP, yet at the same time Vikner explicitly states (1994a 1.8) that “it
should be emphasised that [the arguments against VP-internal subjects do] not hold for indefinite
constructions with pad.” Vikner does not discuss the relevant data with transitive expletive constructions,
but as Jonas & Bobaljik have shown, there is no difference with respect to the relevant tests.
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applies in a transitive expletive construction, the shifted object should precede the indefinite
subject. This, as Jonas & Bobaljik are careful to show, is patently not the observed word

order, rather the opposite:

(61)a. pad lauk einhver; verkefninuj [VPp t; alveg tj ]

there finished someone the.assignment completely
‘Someone completely finished the assignment.’

b. *pad lauk verkefninu; [Vp  (alveg) cinhver t; .]
there finished the.assignment (completely) someone

(62)a. pad bordudu margir strakar; bjigun; [vpekki [vPty (1) ¢ .]]
there ate many boys the.sausages not (all)
‘Many boys didn’t eat (all of) the sausages.’
b. * pad bordudu bjigun; [VPekki [vpmargir strdkar (6ll) t; .]]

there ate the.sausages not many boys (all)
(Icelandic: Bobaljik & Jonas: 25)

The same argument can be constructed from Dutch (Zwart 1992:489). He also
claims for Dutch that the shifted object dat boek ‘the book’ in (63) must be VP-external
and thus the subject of this transitive expletive construction must also be extesnal to the VP.
Agreeing with the analysis of Yonas & Bobaljik 1993, he proposes that the subject in (i) is
in [Spec,TP].

(63) ..dat er veel mensen dat boek [VP gisteren [VP gekocht hebben .]]
that there many people thebook  yesterday  bought have

‘that many people bought the book yesterday.’
(Dutch - Zwart 1992:489)

Again, like Icelandic, the subject of the transitive expletive construction cannot
occur to the right of the shifted object, i.e., the subject cannot occur in its base position
internal to the VP at s-structure (before Spell Out), even in a transitive expletive

construction.
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(64) *..dat er datboek [Vp veel mensen gekocht hebben .]
that there the book many people bought have

(as (63))
(Dutch, Bobaljik & Jonas 1994)
Similar examples are more difficult to construct in German, given that focus
scrambling as in (13) above is a much less marked process in German than it is in Dutch.

See Truckenbrodt 1995a,b for recent studies of the interaction of intonation and movement

possibilities in German.

The relevance of these examples should be clear. The leapfrogging and stacking
hypotheses both assume base and derived positions for subjects and objects. On the
leapfrogging hypothesis, the base and derived positions are interleaved, as (65) shows,
while on the stacking hypothesis (66), both base and derived positions of the subject are

superior to the derived (and base) positions of the object.

(65) Leapfrogging:

derived derived base base
subject object subject  object

(66) Stacking:

derived base derived  base
subject subject object object
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All else being equal, the data would lead us to prefer the stacking hypothesis.
Indeed, the data as described is predicted by the stacking hypothesis with no additional
assumptions. The facts are surprising on the leapfrogging hypothesis, but can be
accounted for with additional stipulations. Jonas & Bobaljik 1993, Bobaljik & Jonas 1994
indeed argue that transitive subjects can never remain VP internal in overt syntax, or they
will fail to raise at LF to their appropriate case positions. Their arguments are highly

theory-internal, but coherent. We must thus look further to find more convincing evidence.

To conclude this section, we find that the data provides a weak argument in favour
of stacking. The stacking hypothesis predicts the word order data directly from the
structures independently assumed. By contrast, the data is surprising on the leapfrogging
hypothesis, and requires postulation of additional projections and additional assumptions
which force movement out of the lowest of three projections (i.e. movement at least to

Spec,TP - the subject can never remain in Spec, VP).

2.2 Evidence from Mapping

A parallel argument can be made from the range of possible interpretations of bare
plural NPs in German, extending Diesing’s 1990,1992 analysis of subject positions to
objects. Diesing has shown correlations between position relative to a fixed adverb and the
availability of generic or existential readings for German subjects. Her examples are given
in (67), and simiiar examples with more canonically transitive essen ‘eat’ are given in

(68).34

34 To save space, and hopefully increase clarity, I am using the < 2 “brackets” to indicate mutually
exclusive positions. Thus, in (67), there are two examples conflated into one. If Linguisten ‘linguists’ is
in the position preceding the adverb (the leftmost occurence of the NP), then it is generic, while if it occurs
in the rightmost position, following the adverb, then it has the existential reading. It obviously cannot
surface simultaneously in both positions.

In the following examples, this is how the angled, demi-doubled brackets “<2" should be
interpreted.
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(67) Two subject positions in German

... weil <Linguisten2 ja doch <Linguisten> Kammermusik spielen.
since Linguists  indeed Linguists = Chambermusic play
GENERIC EXISTENTIAL
(German, Diesing 1992)

(68) .. weil <Kinder> jadoch <Kinder> Apfel essen.
since children “indeed”  children apples eat.

GENERIC EXISTENTIAL

(or GENERIC)

Generic - ‘... since children indeed eat apples.’
Existential - “...since there are indeed (some) children eating apples.’

(German)

There are interpretive effects associated with the positional differences between
subjects in these examples. In particular, the interpretive effects reflect a hierarchical
asymmetry, such that the position which allows the existential interpretation is the lower of
two positions on either side of a fixed adverbial. The same considerations apply to objects
as well, as (69) shows.35

(69) ..weil Kinder <Apfel> sorgfiltig <Apfel> essen.
since children apples carefully apples eat

GENERIC EXISTENTIAL
(or GENERIC)
Generic - “... since children (generally) eat apples carefully.’
Existential - ‘... since some children are eating some appies carefully’
or ‘... since children eat some (kinds of) appies carefully’

(German)

Just as with the subjects, there is a contrast in available readings correlating with
position relative to a fixed adverb for objects. The relevant adverbs for this contrast are not
sentential adverbs and particles, like ja doch ‘indeed’, but rather VP—/manner adverbials
such as sorgfditig ‘carefully’. Again, this reflects a hierarchical asymmetry; objects have

two structural positions which they may occupy with predictable interpretive consequences.

35 Kai von Fintel points out (personal communication) that the object NP Apfel may also occur to the
left of the particle ja doch in which case, unsurprisingly, it must have the generic interpretation:
@) ... weil Kinder Apfel ja doch gerne essen.
since children apples indeed fain eat
‘... since indeed children fain eat apples.’ (both NPs generic)
(German, Kai von Fintel, pc)
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Thus, even without evidence such as Holmberg’s generalization, we can delineate
two subject positions and two object positions in German. Diesing’s (1990,1992) account
of (67) was that the existential NPs remain internal to the VP, where they are interpreted
existentially by a rule of Existential Closure, while generics (prefer to) move to a VP-
external position to escape such closure. This she gives as evidence for the VP-internal
subject hypothesis. The lower position, subject to existential closure, involves no special
rule of lowering, but rather the subject is simply in its base position, Spec,VP. Diesing’s
account should by rights extend without further comment to the objects. The existential
objects, i.e. those in the lower position, shouid be in their base position (complement of
V), while the generic objects in derived positions should have raised out of the VP to

escape existential closure.

There is a clear prediction, then. If a subject in the lower position, i.e., following
the particle ja doch ‘indeed’, is VP-internal, and an object which precedes a manner
adverb, i.e., has raised to a derived position, is VP-external, then leapfrogging entails that
the correct order of these elements is with the shifted, generic object preceding the
unshifted subject. But this is false:

(70) .. weil jadochKinder Apfel  sorgfiltig  essen.
since indeed children apples  carefully eat
GENERIC
*EXISTENTIAL

(German)

In (70), we see that even with the subject in the lower position, to the right of the
particleja doch, the object may shift to the higher position, as seen both by its position
relative to the adverb, and the unavailability of an existential reading for Apfel ‘apples’.

Even so, the subject precedes the object.
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We find another piece of evidence that the lower position of the subject is higher

than the shifted, i.e. higher position of the object.

In passing, this data also provides strong support for a version of the Mapping
Hypothesis slightly different from Diesing’s original proposal. Assuming that
quantificational structures at LF are tripartite (following Heim 1982, Kamp 1981),

Diesing’s suggestion was as follows:

(71)  The Mapping Hypothesis

i. Material from the VP is mapped into the nuclear scope.
ii. Material from the IP, excluding VP is mapped into

the restriction.

The data above shows that this is somewhat too simple a view of the grammar,
though it seems certainly to be on the right track. Adger 1994, Runner 1994, and Tsai
1994 have offered proposals closely related to Diesing’s, but which would allow the
recalcitrant data. I will not discuss them here, beyond a simple statement of the relevant

parts of the proposals.

Interpreting Adger’s approach in a mapping manner, mapping (or its effects) is
sensitive to syntactic position in more than the simple split that Diesing assumes. For
Adger, material in the specifier of an Agr-Phrase (AgrS, AgrO...) is mapped to the
restriction, and material in the specifiers of VP, TP etc.. is mapped into the nuclear scope.
A related approach is taken in Runner 1994. Adger and Runner argue that the Agr phrases

correspond to presupposed or specific information, respectively, and Runner attempts to
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formulate specificity in terms of discourse factors: linked or not linked to the discourse.36
The data presented above would fit nicely in this analysis. A variant of these two
proposals suggested by Danny Fox, pc, without reference to mapping, per se, is that all
predicate phrases, e.g., VP and TP, are closed by existential closure, while functional
(Agr) phrases are supplied with a default generic operator. See Percus 1995 for strong
arguments that some form of positionally-deterministic Mapping Hypothesis is needed, and
that an interpretive rule which simply says “existentials are in the nuclear scope, generics in

the restriction”, is insufficient.

Tsai’s 1994 Extended Mapping Hypothesis is of a similar natere. For Tsai,
Diesing’s Mapping Hypothesis in (71) applies cyclically, for every predicate. Thus,
starting at the most deeply embedded predicate, eg. the lower VP, material in this predicate
is mapped to the nuclear scope of a quantifier where it is subject to existential closure. If
there is material immediately external to the predicate, but dominated by a maximal
projection which is not a new predicate (i.e. in a functional projection between the lower
VP and the higher), it will be mapped to the restriction, hence should receive a generic
interpretation if it is a bare plural NP. The process applies again at the next predicate, hence

its cyclic nature. Again, the data presented here could be taken as suppor for such a view.

The matter is open for further research and discussion, though I will not pursue it in
this thesis. I simply note that the data presented in this section are evidence a) for two
distinct object positions, just as there are two distinct subject positions, relative to adverbs
and correlating with interpretive effects, and b) for a more fine-grained version of Diesing’s

Mapping Hypothesis, along the lines of any of the proposals just noted.

36 1n this, Runner’s approach suggests a connection with Pesetsky’s 1987 work on D-linking in questions
and its effects on wh-movement.
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2.3 Object Shift in Modern Irisk

I will now make the same argument from yet another range of data. If the reader is
already convinced that I am correct in claiming that the higher position of the object is lower
than the lower position of the subject, then the reader may prefer to skip to the next section.
I will now show that this is the case not only in the Germanic languages, but also in
Modern Irish, another language for which it has been claimed that objects may shift to

Spec,AgrOP.

Simple finite clauses in Medern Irish display a fairly rigid VSOX order.

(72)  Standard VSO order
Leanann an t-ainmni an briathar (i nGaelige).
follows the subject the verb  (in Irish)
VERB SUBJECT OBJECT

‘The subject follows the verb (in Irish).’
(Irish, Bobaljik & Jonas 1993, Carnie 1995, ch2:1)

With little that can intervene between these principal elements, it is difficult to make
arguments of the sort made in the Germanic languages for two subject or two object
positions. However, there is one range of cases which are at least suggestive of two object

positions in non-finite clauses.

Among the evidence for the now standard assumption that VSO order is derived
from an underlying SVO order by verb movement (see Carnie 1995 for a history and
discussion of relevant proposals) is the fact that in clauses with an inflected auxiliary and a
non-finite form of the verb, the so-called verbal noun follows the subject. In certain cases,

the object is postverbal.
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(73) SVO orders...
a. Progressives (see, eg. Noonan 1993)
T4 si ag scuabadh  an urléir.
Be she PRT sweepi.rN; the floor
SUBJ VERB OBJ

‘She is sweeping the floor.’
(Bobaljik & Carnie 1994:10)

b. Infinitives in Munster dialect 37
Ba mhaith liom [cpSedn a scriobh na habairte ]
COP good withme  Sean PRT write.pNj the sentence
SUBJ VE OBJECT

‘I want Sean to write the sentence.’
(Bobaljik & Carnie 1994.9)

In other constructions, the object is preverbal. Compare especially (73b) with the

following:
(74) (S)OV orders...

a. Infinitiv vert subject.
Ba mhaith liom [cp € an teach a thégdil ]
COP good with.me him the house PRT build
SUBJ OBJECT VERB

‘I want him to build the house.’
b. Infinites, all dialects, PRO subject.

Ba mhaith liom [cp an abairt a scriobh ]

COP good withme  PRO the sentence PRT write[.FIN]

OBJECT VERB
‘I want to write the sentence.’
(Bobaljik & Camie 1994:8-9)

These alternations have been taken as evidence for shift of direct objects in Modern

Irish. The preverbal position is claimed to be the specifier of AgrO by Duffield 1991 and

37 These constructions, as is well known are somewhat more restricted than the (S)OV order, and in
particular cannot occur without a lexical subject. See Guilfoyle 1994, Carnie 1995 for discussion.
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Noonan 1993,and the specifier of Asp(ect)P by Guilfoyle 1993, and others. Again, see

Carnie 1995 for much discussion.

What is relevant for our purposes is that even when there is evidence for two object
positions, the one base, the other derived, and further, that the derived position is
structurally somewhere higher than the base position, likely external to VP, the subject
occurs outside of, i.e. higher than, this shifted object position. That is, the higher object

position is lower than the surface position of the subject.

Now, this is only an argument against the leapfrogging hypothesis if it can be
shown that the subject is not in its higher position as well. Bobaljik & Carnie 1994,
McCloskey 1994, Carnie, Pyatt and Harley 1994, Carnie 1995 among others, argue that
the verb in Irish is not in C, but rather occupies the highest functional head in a split IP. If
these authors are correct, then, as they observe, the subject cannot be in the specifier of the

highest functional projection.

Thus, we have most of an argument. The subject in Modern Irish (if the authors
just cited are correct), occupies the specifier of a projection which is lower than the highest
projection in Infl (AgrS), but higher than the specifier position occupied by the shifted
object. The final step of the argument turns on the VP-internal subject hypothesis. The
authors just cited all assume that the subject in these constructions has raised from a VP-

internal position to a medial specifier in IP, e.g. Spec,TP.38 The question is ultimately

38 McCloskey 1994 claims that Irish has AgrP as the lower phrase, with an unspecified functional
projection above it, hinting that Irish may thus show evidence of a different order of projections than that
proposed by Chomsky 1991. However, as far as I can tell, this is a quibble of notation. Ignoring the
object position, Chomsky 1993 claims that it is the lower of the two subject specifiers (Spec,TP) which is
the locus of nominative case assignment, yet that the higher position is the one occupied by expletives
(effectively, see Jonas & Bobaljik 1993 for discussion). McCloskey claims to differ, though he basis this
difference on the idea that the lower phrase must be Agr, since it is associated with Case, and tha' the higher
pr “ction is associated with expletives, explaining their absence in Irish by positing weak fe. .res here.
Thus, Chomsky and McCloskey propose the same functions for the two phrases ~ expletives in the higher
one, case in the lower one. As far as I can tell, they differ only in notation.

176



Bobaljik Chapter Il - Leapfrogging v. Stacking

“How many functional projections are there?”. If there are two positions, a derived
(Spec,Agr) and a base position for each argument, then the base position of the subject in
Irish is higher than the shfted position of the object, as in stacking but not in leapfrogging.
However, as we add functional prcje ;tions (though with no apparent motivation for

movement to the lower one), this argument weakens.

2.4 The Indirect Object Always Comes Firss

In sections 2.1 through 2.3, we have seen a range of converging evidence which
shows that there are two subject positions and two object positions in languages like
Icelandic, German and Irish. Moreover, we have seen that the lower subject position is
higher than the higher object position. In considering the interaction of subjects and direct
objects, there is a clear stacking effect. In this section, I will show that the same stacking
effect occurs one node lower in the tree. In ditransitive, i.e. “double-object” constructions
in Germanic3?, there is evidence for two structural positions for indirect objects, again
showing Mapping-like interpretive effects or correlations between definiteness/specificity
and position. Like subject / object interactions, the two positions for indirect objects are
sandwiched beneath the lowest subject position and the highest direct object position. That
is, the final descriptive observation is that, in their A-positions,40 there is a fixed relative

order among the principal arguments of the verb, as follows:

39 Ditransitives are expressed by means of a PP goal argument in Irish (Andrew Carnie, pc), hence this
section does not apply to Irish.

40 “That is, discounting processes such as topicalisation, V2, wh-movement, extraposition (incl. Heavy
NP-Shift) and the like.
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(4220)

Subject >> Indirect Object
def >> indef def >> indeff§

The inflexibility of this order has been observed for the SOV languages as well as

Direct Object

def >> indef

for Icelandic and Swedish. Illustrating with data from Dutch, we see that the descriptive
generalization (4220) is maintained throughout. We will turn presently to the Scandinavian
languages, and show not only that the order is rigidly observed, but more importantly that
the leapfrogging hypothesis requires postulation of shift operations which are not otherwise

attested in the languages under consideration.

The following paradigm is from Zwart 1993. He observes that, though the relative
ordering of the arguments and the adverbs is rather free, indicating the possibilities of

object shift, nonetheless the order of the arguments relative to each other is fixed.4!

(75)  Subject >> Indirect Object >> Direct Object in Dutch.

a. ... dat Jan de kinderen het boek gaf
that ] the children the book gave
‘that Jan gave the children the book.’

b. 77... dat Jan het boek de kinderen gaf
that] the book the children gave
c. * ...dat de kinderen Jan het boek gaf
that the children J the book gave
d. * .. dat de kinderen net boek Jan gaf
that the children the book J gave
e. * .. dat het boek Jan de kinderen gaf
that the book J the children gave
f. * _..dat het boek de kinderen Jan gaf
that the book the children J  gave
(Dutch, Zwart 1993:303)

41 See Haegeman 1992 for a discussion of these facts with data from West Flemish.
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Though the expanded possibilities of focus scrambling again make the paradigm in
German harder to observe, Winnie Lechner (personal communication) observes that the
leapfrogging and stacking hypotheses may differ in their predictions regarding VP-
fronting. The examples in (76) show that a participle and direct object, or participle and

both objects, may shift to the preverbal topic position in German:

(76) VP-fronting
a. Ein Buch gegeben hat er der Maria.
[vpa book given ]has hethe M.
‘Given (her) a book is what he has done to Maria.’
b. Der Maria ein Buch gegeben hat er noch nicht.
[vpthe M. a bookgiven ]has he still not
‘Given a book to Maria, is what he has still not done.’
(German, Winnie Lechner, pc)
On the leapfrogging structure, one might predict that the direct object could shift to
the lower Spec,Agr-P and then the VP containing just the indirect object and participle

could front, as schematized in (77a). However, this is ungrammatical ((77b)).42

(77)  VP-fronting * 10 - participle

a. [cp [vpIO. participle ] aux ... [agp Direct Object [yp trace ]1]

\r__’/

b. * Der Maria gegeben hat er ein Buch.
[vpthe M. given Jhashea book
(Given to Maria, is what he has done (to) a book.)
(German, Winnie Lechner, pc)

42 Similar considerations obtain for unaccusative constructions which take a dative object:
@) Ein Fehler unterlaufen istihm  noch nie.
a mistake happen is to.him never
‘Mistakes never happen to him.’ - ‘He never makes mistakes.’

(ii) * Dem Peter unetrlaufen ist ein Fehler noch nie.
the. DAT P. happen is a mistake never
(Peter never makes mistakes.)
(German, Winnie Lechner, pc)
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If one assumes the leapfrogging structure (1) with indirect and direct objec:s as
specifier and complement of a single V#, then one cannot appeal to the Proper Binding
Condition to explain the ungrammaticality of (77). That is, it cannot be claimed that (77) is
ungrammatical since the fronted constituent (the full VP) contains an unbound trace of the
direct object. Appeal to the Proper Binding Condition in this way would also incerrectly
rule out (76a). The analysis of (76a) assuming the leapfrogging structure (1) rust
involve raising of the indirect object out of the VP and subsequent fronting of the VP
containing a trace of the indirect object. The sentence is grammatical. Similar
considerations obtain with the subject trace under the VP-internal subject hypothesis. The
fronted constituents on leapfrogging story will contain traces of higher arguments. The
Proper Binding Condition cannot be appealed to and the ungrammaticality of (77) is
unexplained. The potential problems though do not arise under the stacking structure.
Assume that any VP (or Agr-P) may front. The ungrammatical cascs involve fronting of
non-constituents at all stages of the derivation. However, there are many variables to
control for in examining the relevant German structures and it would be premature to draw

strong conclusions from them in the absence of a general analysis of VP-fronting.

Therefore, we turn now to Icelandic, and consider in much greater detail the
evidence for two indirect object positions, and the interactions of these positions with
subject and direct object positions.

2.4.1 The higher 10 Position is lewer than the lowest subject position

Just as a direct objects may shift across a YP-adverb, an indirect object may also

precede a VP-adjoined adverb such as sentential negation:
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(78)
Eg ldna Mariu ekki bakur.
1 lend Maria not books.
‘I do not lend Maria books.’
(Icelandic, =(51a))

In fact, an unstressed indirect object pronoun is strongly dispreferred in the post-
adverbial position, just as an unstressed direct object pronoun is in simple transitive
sentences, indicating that it is indeed object shift ‘we are dealing with here.43

(79)
Petur syndi henni oft bdkina.
P. gives her often the.book
‘Petur often gives her the book.’

* Petur syndi oft henni békina. (henni unstressed)
P. gives often her the.book
(Icelandic, Holmberg 1986 cited in Williams 1994)

Ditransitive constructions may also have an expletive subject, pad, in which case,

the indefinite subject “associate” NP is in the lower position:

(80)
a. pad gifu einhverjir stidentar Mariu bakur.
there gave some students Maria books
‘Some students gave Maria books.’
(Icelandic)

b. pad l4nadi utlendingar Marii; pessa bok.
there lent foreigner Maria this book
‘A foreigner lent Maria this book.’
(Icelandic)

43 1e., the grammaticality of (78) alone does not te!l us that the indirect object may shift, since we know
independently that the adverb may adjoin to the lower VP projection (51), above. However, the fact that a
definite indirect object NP may occur apparcntly freely on either side of an adverb, though a weak pronoun
is ungrammatical following the adverb, mirrors exactly the canonical object shift paradigm in Icelandic.
From this, we conclude that indirect objects may, and if toey are weak pronouns must, shift. Contrast (74)
with the following, both acceptable:

(i) Petur syndi Marfu oft bokina.
(ii) Petur syndi oft Mazfu bdkina.
F.  gives M. often M book.the
‘Petur often gives Mana the book.’
(Icelandic, Holmberg 1986 in Williams 1994:)
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Combining the two observations, indefinite subjects in (di)-transitive expletive
constructions, which were shown above to be in the lower of two subject positions, cannot .
follow indirect objects, even when the indirect object is to the left of a VP-adjoined adverb,
indicating that the indirect object is in the shifted, i.e. higher indirect objest position:44

(81) *Ppad l4nadi Mariu Gtlendingar pessa bék.
there lent Maria foreigner this book

‘A foreigner lent Maria this book.’
(Icelandic,)
While indirect objects, like direct objects, can shift across a sentential adverb, they

may never precede the subject NP, even if the subject is in the lower subject position. On

this side at least, the subject and indirect object appear stacked, not leapfrogged.

2.4.2 The lower 10 Position is higher than the highest DO position

We have just seen that the higher indirect object position is not high enough to
warrant crossing the subject trace. Now, what of the interaction of indirect and direct
objects? Holmberg 1986, Vikner 1991, Bures 1992 and Collins & Thriinsson 1993 note
that the direct object may, under normal conditions, shift across an adjoired adverb,
whence example (51) above:

(82)a. Egldna Marfu ekki bszkurnar/bsekur

I lend M ia not the books/books
"I do not le:. . Maria the books/books."

44 As with the cases of shift of direct objects in simple transitive constructions, subjects containing
quantifiers may sometimes appear in unexpected places:

@) 77 Pad 14nadi Marfu einhver pessa bok.
there lent Maria someone this book
‘Someone lent Maria this book.’
(Icelandic)
Again, 1 subsume this under the more general problem that certain quantified NPs appear to violate
many of the contraints on surface positions throughout Scandinavian noted above. I have no account of
these facts, other than to suggest that scope-changing operations involving quantifiers may occur overtly in
Icclandic and other Scandinavian languages.
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b. 7 Egldna Mariu baekurnar ekki
I lend Maria the books not
def.obj [vp trace]
"I do not lend Maria the books.”
=(51)

Likewise, the grammaticality of (83), shows that the indefinite object, if it is not a

pronoun, need not shift overtly (c.f. (74)).

(83) Petur syndi oft Marfu békina.
P. gave often Maria the.book
‘Petur often gave Maria the book.’
(Holmberg 1986:xx)

The indirect object may be in its lower position (83), and the direct object may be in
its higher position (82b). Pulling these together, we should by now be unsurprised to find

that the direct object, even the shifted direct object, cannot precede the indirect object.43

(84)a. * Eg ldna bazkurnar ekki Marfu.
I lend the.books not Maria
(‘I don’t lend the books to Mary.)

b. Eg l4na Mariu ekki bakurnar.
I lend Maria not the.books
‘I don’t lend Maria the books.’
(Collins & Thréinsson 1993:153)

(85)a. * Egskiladi békinni ekki manninum.
I returned the.book not the.man
(‘I didn’t return the book to the man.”)

b. Egskiladi manninum ekki bokinni.
I returned theeman not the.book
‘I returned the book to the man.’
(Collins & Thrdinsson 1993:154)

45 With certain verbs, including lana ‘lend’, a process of “inversion” allows the order direct object >
indirect object. While unexplained, this process interacts with the object movements we are discussing, but
it is not itself the result of crossing movements to these positions, as Collins & Thrdinsson 1993:150ff
have amply demonstrated. The judgements repo. ted in (84) are skewed by this process if the indirect object
in (84a) is stressed - part of the process of inversion. The judgement in (84a) holds for “flat” intonation, or
for stress on the direct object:

) * Eg l4na BEKURNAR ekki Marfu.
I lend the.books not Mary
(Collins & Thrdinsson 1993:153)
The question does not arise for skila ‘return’, which does not allow invezsion (though note that it
is a quirky case assigning verb - both objects are dative).
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Holmberg 1986, Vikner 1992, Bures 1992, and Collins & Thrdinsson 1993 all
conclude from these and similar examples that some mechanism forces the indirect object to
raise overtly if the direct object raises. Collins & Thréinsson 1993 appeal to constraints ¢-.
the featural make-up of the two Agr phrases relative to one another. Thus, if the lower
object Agr, i.e. Agr-DO, is of the type which requir~s objects to shift, then the higher
object Agr, Agr-10, must be as well. This rather ad hoc requirement will serve to force the

data in (84) and (85). If the direct object raises, then the indirect must raise too.

There is a serious flaw to this line of reasoning. The data above have all involve
definite NP indirect objects. Definite NPs in Icelandic shift, and hence the account which
says that indirect objects must shift if the direct object does runs into no serious problem
when the indirect object is definite. However, indefinite NPs do not shifi in Icelandic.
Nevertheless, the data given to support shift of the direct object (51) can be replicated when
the indirect object is indefinite. There is, importantly, no contrast in acceptability between
(86b) and (51b).

(86) )
a. Eg gaf einhverjum stident ekki békina.
I gave some student not the.book
‘I didn’t give some student the book.’
b.  ?Eg gaf einhverjum stid..c békina ekki.
I gave some student the.book not
ditto
(Icelandic)

On the leapfrogging account, (51b) was supposed to show that the indirect cbject
must shift if the direct object does, and an appeal would be made to likeness of the object
Agr heads. It would follow by parity of reasoning that (86b) also involves shift of the

indirect object. This would be a curious result, since object shift is .ndependently known

to be closely linked to definiteness / specificity / presupposition as discussed above and
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below. Indefinite NPs like einhverjum stident in (86) are generally not shiftable

elements.

The leapfrogging account is forced then to assume that indefinite objects may shift,
and in fact must if the direct object shifts, even if the indirect object is an element which
normally cannot shift, such as an indefinite NP.46 The stacking hypothesis is not forced to
this awkward assumption to account for shift of a direct object to a position lower than the
lower indirect object position:

(87)

Ag”DO/VP;\VP
A vV :
Eg gav einhverjum stident  bokina  ekki

On the stacking view, we maintain the descriptive observation that only

Jefinite/specific NPs may undergo shift in Icelandic.4’? In (86b) the indefinite NP

46 7o be fair, a mechanism they could invoke, given their structures, is that suggested by Jonas &
Bobaljik 1993, which forces subjects to raise overtly out of the VP, at least to Spec,TP. Thus, Jonas &
Bobaljik have three positions for the subject, the higher and intermediate both being VP external ard
sabjects never surfacing in the lowest. Likewise, Collins & Thréinsson have 3 positions for indirect
objects, again two of them higher than the shifted position of the direct object. So, they sidestep the
problems raised here - with the introduction of extra positions which are not clearly motivated. Of course,
with enough extra positions and extra mechanisms, one can force an account of any word order, as Kayne
1994 demonstrates admirably, but it is not clear what the predictive power, if ary, of such devices would
be.

47 The trigger for object shift really seems to be not definiteness but rather the contrast between new and
old information (i.e. to the discourse), see the discussion of (14) and subsequent examples, above. Runner
1994 claims that this contrast is exactly what “specificity” is. If Pesetsky 1987 is correct in his
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einhverjum stiident ‘some student’ is in its lower, i.e., base position, like a well-behaved

indefinite NP.

characterization of the varying behaviour of various wh-elements as being dependent on the feature
[tdiscourse-linked] (see Chapter VI, below), then we have independent motivation for the distinction along
these lines, and furthermore for the claim that this distinction is visible to (i.c. relevant for) 1 . syntactic
computational mechanism (though see Tsai 1994 for arguments that this distinction is either too weak, or
is one of many features which play a roie in the syntax, beyond what is standardly assumed).

Diesing 1994,1995 argues that movement follows from two considerations. In the case of quantified
objects, she suggests that movement is necessary to resolve a type mismatch; quantified objects of type
<<e,t>,t> must move out of the VP since they cannot combine with the verb (type <<,t>) in the verb
phrase (though I admit I do not understand exactly how this is a type mismatch). The ses.ond condition, she
argues, involves scope. She proposes that NPs such as the bare plural Lieder ‘songs’ in (i) and (ii) moves
or does not according to its relative scope with respect to the adverb immer ‘always’:

@) ... weil Elly immer Liceder singt.
since E. always songs sings
‘...since Elly always sings songs.’

ALWAYS; [time(t)] x song (x) & sing (Elly,x). i.e. ALWAYS >> (song)

(ii) ... weil Elly Lieder immer singt.
since E. songs always sings
‘...since, (generally) if it’s a song, Elly will sing it.’

ALWAYSy [song(x)] sing (Elly,x)
(German, Diesing 1995:6)
While this may work for the interaction of piurals with scope taking (i.e. quantificational) adverbs,
we have seen above that objects may shift with respect to non-quantificational adverbs, such as sorgfaltig
‘carefully’ as in (69) above, repeated here as (iii) and (iv):

(iii) ... weil Kinder sorgfiltig Apfel essen.
since children carefully apples eat
Existential - ‘... since some children are eating some apples carefully’
or ‘... since children eat some (kinds of) apples carefully’
also Generic: - *... since children (generally) eat apples carefully.’
(iv) ..weil Kinder Apfel sorgfiltig essen.

since children apples carefully eat
Generic - ‘... since children (generally) eat apples carefully.’
* Existential
(German, =59 above)
Here, there is no issue of scope with respect to the adverb, yet there is movement in any event. In this
context, see Fox 1995a,b who argues specifically that scope-affecting operations are permitted only if they
are non-vacuocus. By this consideration, the movement in (iv) should be illicit. Finally, the movement
cannot be simply to “escape” being bound under existential closure which is taken to apply at the VP level
(after Heim 1982). This is clear since the generic reading is generally possible for NPs in the lower
position (both subjects and objects), rather the effect of movement (s only one-way: the existential
interpretation is blocked from the higher position.

With no specific insight into how to implement the observation, we conclude that the true factor
determining object shift is new versus old information (Zwart 1993), Pesetsky’s 1987 “D-linking”,
Runner’s 1994 “specificity”. This seems to come nearest to accounting for the data, and is independently
motivated as a syntactically relevant feature affecting movement operations (Pesetsky 1987.)
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2.4.3 Swedish

The fact that the leapfrogging analysis will force elements to shift which ordniarily
do not can apparently be made from Swedish as well.#8 Recall that in Swedish, only
pronouns may undergo object shift (88a); full NPs never do (88b). Further, stressed
pronouns behave like NPs; cnly unstressed pronouns may shift, and these must shift if the
verb has raised. Example (88c), with the pronoun post-verbal is acceptible only with stress
or emphasis on the pronoun, indicated by ALL CAPS.

(88)
a. * Han sdg Sara inte.
he saw S. not
(He didn’t see Sara.)
b. Hansig inte * henne /v HENNE.
he saw not her / her-stressed
(He didn’t see her.)

cf. Han sg henne inte.
he saw her not

‘He didn’t see her.’
(Swedish)

Now, in this light, consider the following:4°

48 | thank Marlyse Baptista-Morey for bringing Holmberg’s data in the following section to my attention.
49 There is some speaker variation in these constructions and i