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Abstract 

This thesis is a study of clause architecture within a theory of generative grammar. 
!t discusses four major syntactic hypotheses that have crucial bearing on the design ol' 
phrase structure: the Agreement-based Case theory, the internal subject hypc)thesis (ISE), 
the uniform three-level X-bar theory, and a hypothesis about string vacuous head 
movement. 

In  Chapter 2 through Chapter 4, I discuss object positions In three typologically and 
genztidl y different languages, i .e. English, Zarma, and Japanese, and argue that they all 
possess Object Agreement P5rases (AGRoP). A consideration of learnabili ty suggests that 
the presence of AGRoP in these languages, particularly in Japanese, is not learnable from 
the data available to children. Thus, i t  is highly likely thnt UG is so construed that every 
language has AGR (?'HE UNIVEKSAL AGR HYPO1'HESIS). 

In Chapter 5, I turn to subject positions. There is corlflicting evidence regarding the 
base-position of the external argument. Some data indicate that the external argument 
originates in a position lower than its surface position, as is expected under the internal 
subject hypothesis. Other data suggest that the base-position of the external argument is 
outside AGRoP and the VP that dominates the main verb and the internal arguments. I f  the 
ISH is correct in that all arguments of a predicate category (e.g. V)  originate within the 
maximal projection of this category, then the apparently contradicting data suggest that 
there are two verbs, hence two VPs, in a single clause (THE SPLIT VP HYPOTHISIS). One 
verb is above AGRoP, and the other is below AGRoP. The so-called external argument is 
an argument of the upper V, and "internal arguments" are arguments of the lower V.  

Chapter 6 is concerned with X-bar theory. I argue, contrary to the wide held view, 
that some functional categories allow more that1 one specifier position within their 
projections (LAYERED SPECIFIERS), and that the numkr of specifiers is different across 
categories. I f  this is correct, the X-bar schema as such cannot be a part of Universal 
Grammar, as a'lready suggested in Fukui (1%) and others. Our claim, however, is 
crucially different from Fukui's (1986) in that the specifiers of functional categories do not 
necessarily (but sometimes do) "close off" their projections. 

In Chapter 7, I discuss string vacuous verb raising in head final languages. In 
particular, I present evidence that verbs in Japanese raise out of the VP in overt syntax. Its 
consequences are also explored to various aspects of syntactic theory such as the Roper 
Binding Condition, Kayne's ( 1994) Linear Correspondence Axiom, etc. 

Thesis Supel-visor: Noam Chomsky 
Title: Institute Professor 
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CHAPTER QNE 

INTRODUCTION 

This thesis is a study of clause architecture within a framework of geneutive 

grammar that has been c a l l a  the "minimalist framework" o r  the "minimalist program". 

Throughout the following discussion, basic farniliari ty with the framework is presupposed 

on the part of the reader. 1 in  this introductory chapter, I will present a brief outline of the 

content of the thesis. 

1. Outline of the Thesis 

Extending X-bar theory to non-lexical or  functional categories, Chomsky ( 19Mb) 

suggests the structure in (1) for a simple transitive sentence.2 

(1) [ C P C [ I P N P S I [ V P V N P O ] I ~  (linear order irrelevant) 

The X-bar theory assumed in Chomsky (1986b) is a version of so-called uniform X-bar 

theory. Its X-bar schema is shown in (2 ) ,  where the number of the bars for the maximal 

projection is uniformly two across ~ a t e ~ o r i e s . 3  

For an exposition of the mirlimalist program, the reader is referred to, among others, 
Chomsky ( 1 W b ;  1994; 19!%), Chomsky & Lasnik (1993), and Lasnik (1993). The  
papers in Bobaljik & Phillips (1393) and Phllips (1993) address issues concerning various 
aspects of this framework. Kitahara (1994) and Marantz (1995) may serve as an lucid 
introduction. For a more general consideration of grammar, see Chomsky ( 1993a), for 
example. 

The idea that S is I P  is origindly due to Stowell (1981: Chapter 2) and Pesetsky (1982: 
Chapter 3). For St as  CP, see Stowell (1981: Chapter 6) and Emonds j 1985), among 
others. 

Chomsky (198%) basically adopts Kayne's (1984) proposal that Xn* is one or  zelo 
occurrence of Xn,  i.e. "binary branchingn. 



Among the most influential hypotheses proposed since then about ciause 

architecture are the Inte~nal Subjcct Hypthesis (Fukui and Speas 19%; Kifagawa 1986; 

Koopman and Svartiche 1991 ; Kuroda 1988; Zagom l m ) ,  and the Split Infl Hypothesis 

(Poll,xk 1989; Chomsky 1991). According to the ISH, the original position of the subject 

is within a projection of the verb, as shown in (3). 

Pollock (19852) proposes to "split" I(nfl) into two separate categories, T(ense) and 

AGR(eement); the central motivation being that if we assume that T and AGR occupy two 

distinct head positions in a clause, certain differences of adverbial distributions (and 

differences in the relative positions of V and Negation) among languages (e.g. Engl~sh vs. 

French) and among clause types (e.g. finite vs. nonfinite) can be attributed to differences as 

to how far the verb raises in overt syntax. Chomsky (1991) further argues that a single 

clause contains two, rather than one, . .greement Phrases separated by TP. The higher 

AGR(P) is referred to as  AGRs(P), and the lower as AGRo(P): 

The recent minimalist framework basically adopts this structure (Chomsky 1993b; 1994). 

Despite their popularity in the literature, the uniform X-bar theory, the split Infl 

hypothesis, and the internal subject hypothesis have a.ll been highly controversial. For 

example, Filkui (1%) qucstions the existence of X-bar schema in the grammar. Iatrddou 

(1990) argues that all the English and French data that Pollock uses to motivate AGR(P) 

(and overt verb movement) can and must be explained otherwise, hence there is no 

evidence that these languages have AGR as a separate syntactic terminal node. Nakayama 

& Koizumi (1991) present evidence from Jdpanese that the subject originates outside the 

VP that dominates the main verb and the object. 

In this thesi~ I address these issues as they are concerned with the central property 

of Universal Grammar, i.e. phrase structure. In Chapter 2 through Chapter 4, 1 discuss 

object positions in three typologically and genetically different languages (English, Z;uma, 

and Japanese), and argue that they all possess AGRoP as characterized in the minimalist 

framework. The presence of AGRoP in these languages, particularly in Japanese, does not 

seem to be learnable from the data available to children. 'I :lus, it is highly likely that UG is 

so construed that every language has AGR (THE UNIVFXSAL AGR HYPOTHESIS). 



In Chapter 5, I turn to subject positions. There is conflicting evidence regarding the 

base-position of the external argument. Same data indicate that the external argument 

originates in a position lower than its surface position, as is expected under the internal 

subject hypothesis. Other data suggest that the base-position of the cxternal argument is 

outside AGRoPand the VP that dominates the main verb and the internal arguments. If  thc 

ISH is correct in that ail arguments of a predicate category (e.g. V )  originate within the 

maximal projection of this category, then the apparently contradicting data suggest that 

there are two verbs, hence two VPs, in a single clause. One VP dominates, and the other- 

one is dominated by, AGRoP. The external argument in  the sense of Williams ( 1981 ) is 

generated in the Spec of the upper V (call i t  V U  for ease of reference), and the internal 

arguments are generated within the projection of the lower V ( ~ 1 ) .  The structure of a 

simple transitive clause, then, looks like (5) .  

(5) [CP C ~ A C R ~ P  AGRs [TP T [VP NI-'s V U  [ A G R ~ I '  AGRo [ V P  V '  NPolIIIII 

(linear order irrelevant) 

1 refer to this proposal as THE SPLIT VP HYPOTHLCIS. 

Chapter 6 is concerned with X-bar theory. I argue that some functional categories 

diow more than one specifier position within their projections (LAYFmU SPECIE'ItJRS), 

and the number of specifiers is different across categories. I f  this is correct, the X-bar 

schema a5 such cannot be a part of Universal Grammar. The elimination of the X-bar 

schema has already been suggested in Fukui (1986) and others. Our position, however, 

crucially differs from FII kui's ( 1986) in claiming that the specifiers of functional categones 

do not necessarily "close off" their projections, although they sometimes do. 

In Chapter 7, I discuss overt verb raising in head final languages. In particular, 1 

present evidence that verbs in Japanese move out of the VP in overt syntax, and explore its 

consequences to various aspects of syntactic theory such as the Proper Binding Condition 

and Kayne's ( 1994) Linear Correspondence Axiom. 

The definitions of some relevant notions are given below. 

(6) a. The category a dominates fl if  every segment of cr dominates fJ. 

b. The category a contains fl if some segment of a dominates fl. 
c. MAX (a), where a is a head, is the least full-category maximal projection 

dominating a. 



d.  The domain of a head cha:n CH = (a 1 ,  ... , an) is the set of ntdcs 

contamed in MAX (a 1) and not containing any ai. 

e. MIN (S), S a set of categories, is the smallest subset K of S such that 

fcrr any y E S, some f3 E K reflexively contains y. 

f .  The chi-king domairz of a is the minimal residue of u. 

g . The residue of a is the domain of a minus the complement domain of tx. 

h .  'The complemerrr ciornairz of a head chain CH = ( t x  1, . . . , <xn) is the subset 

of the dcmain reflexively dominated the complement of' a,,. 

These definitions are all taken from Chomsky ( 1993b), except for (6)e and (6) h which are 

slight modifications of his originals given in (7). 

(7)  a. MIN ( S ) ,  S a set of categories, is the smallest subset K of S such that 

for any y E S, come E K reflexively dominates y. 

b. The complement dornain of a head chaln CH = ( a  1 , . . . , <xn)  1s the subset 

of the domain reflexively dominated by the complement of t n 1 .  

Consider the structure (8). 

A /\ 
a YPX ZP 

A 
B zp 

Under Chdrrsky's original definition in (?a, a a:d /3 as well as the category (as opposed 

to B segment) YP and the category ZP are in  the minimal domain of X.  Undcr our 

definition in (6)e, neither a nor fl is in the minimal domain of X. The minimal domain of 

The definitions of the reflexive domination and the reflexive containment are given 
below. 

(i)) a. a repxively domirrates a and everything dominated by a. 

b. a reJexively contairis a and everything contamed in a. 



X in (8) consists solely of the category YP and the cztegory ZP. We will disblrss a 

motivation for this modification in Chapter 6. 

Ncu: consider the structure (9). 

In this structure, y is in the complement domain of Y, and P is in the checking domain of' 

Y ,  in both (6)h and (7)b. If Y raises to X as in ( lo) ,  then, under Chomsky's original 
definition , f$ and y are both in tlie c o m p l e m e ~ t  domain of Y ,  and a is in the checking 

domain of Y (as well as the checking domain of X). 

Under our definition (6)h, y but not 8 is in the complement domain of Y,  and a and f3 are 

both in the checking domain of Y.  Thus, after Y raises to X, 8 is in the complement 

domain of Y under Chomsky's (1993b) definition, whereas it is in the c h e c l u ~ g  domain of 

Y under our  definition. This revision is necessarily for langcages like French, for 

example, in which AGRo raises to T in overt syntax but the object raises to the Spec of 

AGRo only in LF. If the Spec oC AGRo is not in thz checking domain of AGRo after 

AGRo raises to T, the +features of the object cannot be checked off. 





CHAPTER TWO 

INVISIBLE AGR IN ENGLISH 

In Government and Binding Theory (Chomsky 1981; 1982; 19t36a; 1986b), i t  is 

assumed that structural Case may be licensed in several distinct configurations. In English, 

for example, structural Nominative Case is considered to be licensed by Infl in the Spec- 

head relation as in (l)a, whereas structural Accusative Case is considered to be licensed by 

a verb either in the head-complement relation as in (1)b or in the "ECM relation" as in (1)c. 

( 1) Gcvern,kient-based Case Theory 

a. Spec-head b. Head-complement c. ECM 

The term "government" is designated to refer to some or all of these configurational 

relations. 

Chomsky ( i991; 1993b) suggested reducing the second and the third structural 

relations to the first one. More precisely, he suggested that semctural Case licensing is 

invariably a SF-head relation with a functional head. Thus, in English, Nominative Case 

is licensed by Tense+AGR(eement), and Accusative by Verb+AGR, both in the Spec-head 

relation, as shcwn in (2). 

(2) Agreement-based. Case Theory 

a. Spec-head b. Spec-head c. Spec-head 
AGRsP AGRoP AGRoP n 

NP ACJRs' 
/'. 

NPj AGRo' 
n 

NPj AGRo' 

A A 
Ti AGRs ti VP Vi AGRo ... ti.. . tj.. . 

A 
Vi AGRo ...ti... AGRsP 

n 



Under this proposal, structural Case licensin: is stated in terms of a purely core XI- 

relatim, i.e. Spec-head relation. Despite ?;me skeptics (e.g. Iatridou 1990), empirical 

evieence has been accumulated for the Agreement-based Case theory, in Germanic, 

Romance and some other languages (See papers in Bobaljik and Phillips 1993; and Phillips 

1993). For instance, ~t is by now fairiy well-esmblished tha: the object and the ECM 

subject in Icelandic may move to the Spec of AGRo (or some such position) in overt syntax 

(cf. Jonas and Bobaljik 1993; Collins and Thrainsson 1993: Harley 1994, and references 

cited therein). 

Agreement-based Case theory has attracted less attention in the field of languages 

without visible/audible agreement morphology such as Japanese. This is partly due to the 

wide-spread belief that languages without overt agreement morphology could not possibly 

have Agreement Phrases. Similar objections have been raised against the a h v e  mentioned 

hypothesis by Chomsky that English has an Agreement Phrase for the object (AGRoP): 

English, which does not have visiblelaudible object-verb agreement, could not possibly 

have Objecr Agreernen~ Phrases. I t  seems tha: researchers tend to believe that, if  a language 

lacks visi blelaudible (subjectlobject) agreement morphology, i t  docs not havc 

(subject/object) Agreement Phrases. 

I wish to show in t h i ~  and the subsequent two chapters that this wide-spread, and in 

a sense quite natural, belief is not correct. More specifically, I present evidence for the 

existence of Object Agreement Phrases in English (this chapter), Zarma (Chapter 3), and 

Japanese (Chapter 4). I t  is further argued that, since the existence of Agreement Phr~ses in 

these languages is not learnable from the data available to children, Agreement Phrases 

must be universal in the sense that it is innately determined by Universal Grammar thal 

every natural language has Agreement Phrases (Chapter 4). 

1. Case Adjacency Effects 

As observed in Chomsky (1980a; 1981) and Stowell (1981 j, adverbs may not 

occur between a verb and its NP complement in English. 

(3) a. * The policeman arrested quickly the thief. 

b. * Becky speaks fluently Chinese. 

c. * Joni saw frequently the movie. 



Elaborating on a suggestion in Chomsky ( 1980a), Stowell j 1981: 1 13) proposed to account 

for this fact by his Adjacency Condition on Case Assignment, which states that a Case- 

assigner and a Case-assignee be string adjacent. 1 While their basic insight that the anomaly 

of (3) has to d o  with structulal Case seems to be correct, the Adjacency Condition itself' has 

a number of empirical and theoretical problems. 

First, i t  presupposes that the stnlcture of the forril in (4)a in general is allowed in 

the grammar ~ i '  English (and hence in UG) except that it violstes thc Adjacency Condition. 

It is not warranted a t  all, however, that (4)a is not ruled out by some other principles of 

grammar. For example, the grammar must have some principle that determines the 

possible positions of adverbs (which, for example, bans manrier adverbs in the sentence 

initial position). This principle alone might suffice to rule out (4)a. In the absence of an 

explicit theory of adverb placement, it is not clear if we need the Adjacency Condition at all. 

in fact, (4)a seems to violate at  least two principles that have been more o r  less accepted in 

the field: the Projection Pnnciple of Chomsky (1981) and the Binary Branching Condition 

of Kayne (1984). Given the Projection Pnnciple, non-arguments such as VP-adverbs may 

Stowell's ( 1981) project was to eliminate the component of Categorial rules, denving 
instead its empirical effects from other components of grammar. The Adjacency Condition 
was proposed a s  a part of "other components." Other examples that motivated the 
Adjacency Condition are given below 

(i) a. * Neil donated to the fund ten dollars. 
b. Neil donated ten dollars to the fund. 

(ii) a. * It's possible for tomorrow Sue to speak French. 
b. It's possible for Sue to speak French tomorrow. 

I will come back to  these examples in 9 2. I of course agree with the importance and 
necessity of Stowell's project, and believe that he succeeded brilliantly in it. What I wish 
to show in the text is that, with Inore than a decade's advancement oi generative grammar 
after Stowell (1981), now the Adjacency condition as such can, and rnust, be eliminated, 
deriving its effects from other components of grammar in a modular manner. 



not occur as a sister to a verb.? The Binary Branching Condition bars structl!res that 

involve a branching node dominating more than two sisters.3 I f  one of the two conditions 

is correct, (4)a will be ruled out independently or the Adjacency Condition, making i t  

superfluous. 

Second, suppose, for the sake of discus~ior~, that the structure (4)a does not violate 

any conditions except the Adjacency Condition, which might bc a possibility in light of 

sentences such as (5) .  

( 5 )  a. Brynn spoke loudly with everyone. 
b. Amber looked carefully at him. 

c. Ben relies frequently on it. 

We might suppose that the examples in (3), whose VP structure is (4)a, are ungrammatical 

because they are in violation of the Adjacency Condition, whereas those in (5), whose VP 

structure is (G), are grammatical because PPs need not get Case. Even If we grant this, the 

Adjacency Condition is problematic on co~ceptilal grounds, since most sjlntactic principles 

of grarnmar are stated in terms of hierarchical notions such as "domination" and "c- 

command" rather than linear notions like "string adjacency". A few cases that appear to 

refer to the lineu order, such as the Head Parameter (+I- Head I~iitial) etc., are arguably 

handled in PF. Linearity and adjacency surely play important roies in PF, but they do not 

seem to be relevant in syntax proper. Even if we admit, For the sake of argument, that 

"directionality" matters syntax (e.g. the Head Parameter), there is still no known 

syntactic conditions crucially referring to "linear adjacency," other than the Adjacency 

Condition on Case ~ s s i ~ r , m e n t . ~  This point alone, of course, does not render the 

2 It is true, though, that the theoretical status and exact content of the Projtction Principle 
are not clear within the current minimalist framework. 

This is argued against in Pesetsky (1994). 

4 A recent proposal by Bobaljik (1994) appeals to the notion of linear adjacency, bt~t 
crucially adverbs are invisible to his adjacency conditim. Besides i t  is a purely 

(-+corttirtue) 



Adjacency Condition untenable, but i t  surely make.. i t  dubious. Note that i t  is impossible to 

restate thc Adjacency Condition in terms of hierarchical notions (e.g, mutual c-command) 

without relying on "linear adjacency,' silice whatever hierarchical-configurational 

conditions that rule out (4)a will also rule (4)b out, the standardly assumed VP structure sf 

grammatical transitive sentences such as Johrr crrr the orange. 

A third problem with the Adjacency Ccndition is that i t  makes empirically wrong 

predictions in many languages. In English, the subject ~f a small clause is adjacent to the 

mairix verb as predicted by the Adjacency Condition. However, in head final languages 

such as German, the embedded subject and the matrix verb are separated by the embedded 

predicate, contrary to what is predicted by the Adjacency Condition (Johnson 1992), as 

shown in (8).5 

(7) a- I consider Mary unhappy. 
b. * I consider unhappy Mary. 

(8) a. . . .da$ ~ c h  Studenten dieser Uni fiir intelligent 
that I students of-this university for intelligent hoped 

I... that I consider students of this university intelligent.' 

b. ? *  . . .dab ich fiir intelligent Studenten dieser Uni 

that I for intelligent students of-this university hoped 

To summarize, the Adjacency Condition ( i )  is not theoretically well mo~ivated, ( ~ i )  

is implausible on conceptual grounds, and (ii i)  is empirically incorrect (see Johnson 1 9 9 1  ; 

1992 for further arguments against the Adjacency Condition). In other words, the 

Adjacency Condition is more a statement of a problem than a solution thereof. 

Several researchers have suggested that the Case adjacency effects in Lngiish result 

from interactions of universal principles and the particular settings of the parmeters for this 

language. Thus, building on the insight of Ernonds (1976; 1978), Pollock (1%)) 

developed an analysis of the Case adjacency effects that does not rely on linear adjacency. 

Pollock suggests that verbs may not move out of the VIP in English because of a 6-opaque 

property of AGR(eement) in English. Given this, the examples in (3) and (5)  have the 

-- 

morphological condition relevant only in the PF side of derivation. Cf. also Stowell's 
(1981) notion of "Argument-Projection, and Travis' (1%) "argument adjacency." 

5 (8) b is ungrammatical with a neutral (non-focused) reading (Johnson 1992: fn.7). 



structure in (4)a and (6), respectively. ?'he ungrmmatical (3) therefore are correctly ruled 

out by !he Projection Principle of Chomsky (1981:38) andlor Kayne's (1994) binary 

branching condition. A drawback of this analysis is that it incorrectly predicts that the 

sentences in (5) are also ungrammatical. 

One conceivable way out of this problem is to invoke a rightward movement of' thc 

PP, as in (9)a. Another possibility is that the verb has moved out of the VP, as in (9)b. 

(9) a. PP movement account 
Brynn [[ spoke ti ] loudly] [with everyoneli 

b. main verb movement account 

Brynn spokei [ loudly I ti with everyme; j 

While (9)a seems to be a possible structure at least in some cases, Pesetsky (1989) presents 

several arguments that there are instances in which the structure (9)b must be postulated. 

Here we reproduce just two of his arguments. First, whilc: an extraction out of PP is 

possible in (10)a, i t  becomes impossible if the PP is extraposed, as shown in ( 10)b (cf. the 

Condition on Extraction Domain (CED) of Huang 1982). 

(10) a. This is what Bill has now looked at - 
b. * This is what Bill has looked ti now [at -]i 

When a PP occurs to the right of a VP-adverb such as secerttly, the CED effect is not 

observed ( ( I  l)b below). This suggests that the PP has not undergme movement in this 

case, and that the "VP-Adv. PP" order is a base-generated one, which ir: turn implies that 

the sentelm involves a leftward main verb movement past the adverb. 

(1  1) a. This is what Bill has recently looked at -. 

b. This is what Bill has looked recently at -. 

Second, citing Andrews (1983). Pesetsky notes that when adverbs ?,re stacked on 

the right periphery of a VP, the adverb to the right takes scope over the adverb to the left 

(see (12)a and (13)a), and when adverbs are stacked on the left periphery of a VP, the 

adverb to the left has wider m p e  ((12)b and ( 13)b). Thus, with neutral intonation, ( 12.)a 

refers to two events or ytenlional knocking, with twice modif\ring the constituent 

containing intenhbnally. In contrast, (13)b reports the situation in wh~ch there wa? only 



cne  intention, which was to knock twice, with intentionally modifying the constituent 

containing twice. These scope facts reflect the hierarchical arrangement of the adverbs 

under the common assumption that the scope of an  adverb is determined in terms of 

hierarchical structure. 

(12) a .  John [{[knocked on the door] intentionally1 twice] 

b. (?) John [twice [ intentionally [ knocked on the door]]] 

(13) a.  John [[[knocked on the door] twice] intentionally] 

b. (??) John [intentionally [twice [ knocked on the door]]] 

(Andrews 1983) 

Pesetsky then goes on to observe that when two adverbs occur between a verb and it5 PF 

complement, and if the P P  is not "heavy" as in (14)a, the adverb ta the left has scope ovel 

the adverb to the right. This suggests that the adverbs in (14)a, for example, are stacked on 

the left periphery of the VP, which in turn implies that the verb has moiled leftward past the 

adverbs, as  shown in (14)b.g 

(14) a. 4 s  for Mary, Bill relied intentionally twice on her. 
b .  ... reliedi [ intentionally [ twice ti on her]]] 

From these and s e v e d  other pieces of evidence, Pesetsky (1989) concludes that the 

sentences such as (5) d o  not (necessarily) involve PP-extraposition. He then suggests that 

English main verbs may move out of a VP to a higher head position, which he calls p. 

This is illustrated in (15)a. 

6 If the PP is made "heavier", the sentence becomes ambiguous: 

(i) John relied intentionally twice [on the person you told me about]. 

This is because when the PP is "modestly heavy," a s  Pesetsky puts it, it can move 
rightward as in (9)a. The  examples in (ii), drawn from Johnson (1991), show that 
rightward shift of PP is difficult when it is light. 

(ii) a. ?* Sam talked about it calmly to her. 
b. Sarnealkedaboutitcalmlytothewomanwiththeparntedblouse. 



I I 
speaks Chinese 

t on her 

In this analysis, verb movement to p may but need not take place. In fact, Pesetsky argues 

that the verb does not raise when the complement is an  NP, which needs to be Case- 

marked by the verb. This is because, p k i n g  Case-opaque, if a verb adjoins to it, neither 

the verb nor its trace can assign Case to the object NP, leading to a Case Filter violation. 

Thus, when a verb takes an N P  complement, it stays in the VP, as in ( l a b  above, hence, 

because of the Projection Principle, adverbs cannot intervene between the verb and the 

object NP. The examples in (3) are, therefore, ungrammatical. 

Although Pesetsky's (1989) analysis neatly accounts for the contrast between (3) 

and {S), where the verb takes only one con~plement (an NP o r  a PP), without resorting to a 

linear adjacency requirement, it will immediately face difficulties when verbs with more 

than one complement are taken into consideration. Observe the following sentences. 

(16) a. Bob put all three books intentionally on the table. 

b. Aaron gave the ring secretly to her. 

In (16), the adverb intervenes between the verb and the PP complement, which, under 

Pesetsky's analysis, 1:ntails that the verb has moved out  of the VP to the p adjoined 

position. The  same sentences also involve NP objects, which entails that the verb remains 

in the VP. The  problem here is that a single verb cannot simultaneously be located within 

and outside a single V P . ~  

7Anoiher potentid problem with Pesetsky's (1989) analysis has to  d o  with the following 
sentence, which, according to Yoshiki Ogawa (personal communication), is ambigucjus, 
allowing either intentionally o r  twice to have wide scope with respect to the other. 

(+continue) 



Following the lead of Pesetsky (1989), Johnscn (1991) argues that not only verbs 

but also object NPs raise in overt syntax. More specifically, he suggests that object NPs 
move to the Spec of V P  to be Case-marked by p under government. For example, 

Johnson assigns to examples like those in (16) the structbre given in (17). Note that s 

Johnson's analysis, p is 8 -transparent and capable of assigning Case. Verbs themselves 

d o  not have Case-assigning ability. 

( 17) (= Johnson's ( 1 12)) 
U' 

A n 
Vi NPj V ' 

n 
Adv V' 

Vi NPj PP 
I I 

Johnson crucially assumes (i) that complements are all generated a s  sisters to a verb 

(because of the Projection Principle), (ii) the Spec of VP is empty at D-structure, resaved 

for an NP that will later move into this position to get Case-marked, and (iii) adverbs may 

adjoin to V' but not to VP. Johnson needs the third assumption to rule out the examples in 

(3) and (18), in which an adverb intervenes between the verb and the object NP. 

(18) a. * Bob put [ v p  intentionally [vp all three books on the tablel] 

b. * Aaron gave secretly the ring to her. 

However, Johnson's analysis cannot account for the examples in ( 19). ! 19)a will 

have the structure in (20) under his analysis. 

) Mary hit John intentionally twice. 

Pesetsky's (1989) analysis will assign to (i) the structure in (ii), Thus it incorrectly predicts 
that (i) only has the reading where twice has scope over in&wfwnadly. 

(ii) Mary [[[vp hit John] intentionally] twice] 



(19) z. Chuck talked d m l y  to ner about it. 

b. Chucktalkedtohercalmlyaboutit. 

A I 
Vi P V'  

A 
Adv A 

Vi PPto PPabout 
I 
t 

In this structure, the command relation of the two PPs are not quite /:,orrect. The first PP 

must be structurally hlgher than the second PP, as the following examples indicate8 

(21) a .  JonitalkedtoMartyiabouthimselfi. 
b. * Joni talked to himself, about Martyi. 

(22) a. Joni talked to every boy, about hisi mother. 

b. * Joni talked to his, mother about every boy,. 

Furthermore, J o h x o n ' s  analysis cannot generate (19)b, in which an  adverb occurs 

between the two PPs that are sisters to the verb. Note that the scope facts given in (23), 

due to Colin Phillips (personal communication), show that sentences such as (19) and (23) 

are not derived by extraposing the PPs. 

(23) a. ? Job .  shouted inkntionall y twice at  he: about her late homework. 

b. John shouted at her intentionally twice about her late homework. 

c. John shouted at her about her late homework intentionally twice. 

a,b: intentionally > twice ---> [intentionally [twice ...I] 

c twicev intentionally ---> [[ ... intentionally] twice] 

See Pesetsky (19W) for an alternative interpretation of the data. 



Johnson's analysis therefore cannot be rnaintruned as it is. 

Finally, let us consider how a Larsonian (cf. Larson 1988; 19W) VP-shell type 

z-cture might account for the relevant facts, wiihout adopting AGRoP. The sentences in 

(16), which are problematic for Pesetsky (1989), can be derived by assuming that adverbs 

may adjoin to V', as shown in (24).9 

(24) a.  Aaron gave the ring secretly to her. (=(16)b) 

gave NP V ' 
A n 
the ring Adv V' 

I n 

t to her 

The ungrammatical examples in (18) will be ruled out under the assumption that adverbs 

may not adjoin to  VP. Thus, the VP-shell approach can accommodate (16) and (18) by 

malang the two assumptions in (25). 

(25) a. Adverbs may adjoin to V'. 
b. Adverbs may not adjoin to VP. 

An advantage of the VP-shell approach over Pesetsky's and Johnson's analyses is that it 

correctly captures hiemchical asymmetries among complements. io For example, under 

This analysis, though assuming Larsonian VP-recursion (hence called Larsonian), is no1 
Larson's (1988, 1990). At this p i n t ,  i t  is not clear to me how the relevant facts discussed 
here might be accounted for in Larson's analysis, in which VP-adverbs are generated as 
complements of some V in a series of recursive VPs. 

10 See Pesetsky (1994) for a critical evaluation of Larsonian VP-shell type analyses. 



this analysis, the relevant part of (21)a has the following structure at the point of SPELL- 

OUT. 

(26) a. Joni talked to Martyi about himselfi. (=(2 1)a) 

talked PP V ' 
L5.A 
to Mart). Vj PP 

1 -  
t about himself 

The major problem with this approach is that neither of the two assumptions in (25) 

can be maintained. First, (25)a wrongly allows (27)a, assigning to i t  the structure (27)b or 

( 2 7 ) ~  (cf. Larson's 1988 (26)). 

(27) a. * Aaron gave Joni secretly the ring. 
b. Aaron gave" [vp Jonii [vl[vl secretly [vl tv ti I] the ring]] 

c. Aaron gavev [vp Jonii [V, secretly [vl[vl tv ti 1 the ring]]] 

Second, given a structure like (26)b, sentences such as (19)a and (23)a involve adverbs 

adjoined to VP. Thus, (25)b predicts, contrary to the fact, that they are ungrammatical. I t  

seems then that though better than Pesetsky's and Johnson's analyses in certain respects, 

the VP-shell approach still falls short of the mark. 

Since all previous studies fail to solve the problems of case adjacency, I would like 

to start anew. 

2. Deriving the Adjacency Condition 

In the previous subsection, I have critically reviewed three analyses of the Caqe 

adjacency effects in English. Pesetsky (1989) convincingly demonstrates the necessity of 

postulating main verb movement in overt syntax. Johnson ( 1991), drawing on Stowell 

(1981) and Pesetsky (1989), argues that there is a specific position resewed for an NP 

around !.he VP boundary, and that object NPs move to this position for Case-theoretic 

reasons. Larson's (1988) VP-shell provides the right kind of hierarchical structures 



internal to VPs. I believe that the insights of these analyses are basically right. What is not 

right, it seems to me, is that they all assume an impoverished theory of clause architecture 

and a government-based approach to Case-assignment (for g a d  histolicd re.rcs;~s). The 

Split Infl Hypothesis (Pollock 1989; Chomsky 1991) and the Agreement- based Case 

Theory (Chomsky and Lasnik 1993; Choii:gky 1 m b ;  cf. also Fukui and S p a s  1%) now 

give us a better framework in which tiie prc.'cl~:~atic aspects of their analyses can be neatly 

resolved. 

I would like to suggest that in English, object DPs overtly raise to the Spec of 

AGRo. 11 Thus, (28)a has the structure in ( B ) b  at the point of SPELL-OUT. At this point 

I abstract away from the nature of the phrase above AGRdP (i.e. XP) , and will return to a 

discussion of this in Chapter 5. I also suppress i'.e subject a d  its trace3 until then. Tense, 

modals, Neg, aspectual h u e  and be, etc, are all higher than XP. 

(28) a. Aaron gave the ring sexretly to her. (=(16)b) 

A 
X AGRoP 
A A 
gave DP, AGRol - 

A A 
the ring tw VP 

A 
secretlv VP 

A 
ty PP 
A 
to her 

11 Chomsky's (1991; 1993b) analysis, in which the object DP raises to the Spec of AGRo 
in LF, faces the same problems as the Larsonian analysis discussed in the previous 
subsection, because as far as VP-internal structures are concerned, they assume basicaliy 
the same qnes at the point of SPELL-OUT. 



From a natural assumption that VP-adverts must adjoin to verbal projections such 

as VP and V', it follows that they cannot adjoin to projections of AGR. The structure in 

(29) is illegitimate for this reason. 12 

12 I t  has occasionally been sugeested that adverbs must be licensed by a category with 
lexical semantic content which IS compatible with their semantic conten1 (cf. Sportiche 
1988; Zubizarreta 1982; Travis 1988, etc.). Assuming that for an adverb to be licensed, it 
must adjoin to a projection of its licenser, VP-adverbs adjoin to a verbal projection such as 
VP (see (28)b). As AGFi is a "pure" functional category, it has no lexical semantic contmt. 
Thus adverbs may not adjzin to projections of AGR such as AGRoP. For this reason, 
adverbs may not adjoin to AGRsP either, as the fol!owing examples indicate: 

(i) a. * Wi!l [ A G R ~ P  tomorrow ~ G R ~ P  Sue speak French]]? 
b. * It's possible [ cp  for [AGR~P tomorrow [ A G R ~ P  Sue to spmk French]]] 

According to Culicover (IWl), matrix clauses lack the projections of C, and the 
highesc category of a matrix clause is PolP (Polarity Phrase). Will in (i)a is, therefore, 
adjoined to polo, as shown in (ii). 

(ii) *[polp [pol Will, Pol] ~ G R ~ P  tomorrow [ A G R ~ ~  Sue ti speak Frer~ch]] 

The head Pol may have several different semantic and syntactic values ranging over Neg, 
Wh, So, Rel, etc. (see Culicover 1991 for details and discussion, cf. also Chapter 6). 
Cer t iu  adverbs may adjoin to PolP, as exemplified below: 

(iii) c.  [pol? Tomorrow [polp will [ A G R ~ ~  Sue speak French]]]? 
b. John said [ c p  that  pol^ tomorrow [polp ~ G R ~ P  Sue will speak French]]]] 
c. I wonder [ cp  whether [polp tomorrow [polp Sue will speak 

Frenchllll (Kyle Johnson, personal communication) 
6. Thls is the tree [cp  which, [polp just yesterday [p,lp ~ G R ~ P  I had tried 

to dig up ti with my shovel]]]] (Culicover 1991) 

Since PolP does not occur in infinitival clauses, tomorrow in (i) b cannot be adjoined to 
Pol P. 



(29) a. * Aaron gave secretly the ring to her. (=( 18) b) 

b. * 
X '  

/- 
X AGRoP 
A 
gave ~ecre t l  y AGRoP 

A 
AGRo' 22 n 

the ring tw 

t v 25 
to her 

This analysis, unlike the three analyses discussed in the previous section, can 

readily accommodate the sentences i n  (19), by assigning to  them the following 

structures. 13 

(30) a.  Chuck talked [ v p  calmly [vp  to her [vl tv about it I]] 

b.  Chucktalked[vptoher[v~calmly[v~tvaboutit]]] 

T w o  questions arise at  thls point: (i) what is the motivation for the overt raising of 

the object?, and (ii) what is the driving force of the overt movement of the main verb? 

l3 The proposed analysis can also account for the ambiguity of (i), which is problematic 
fcr analyses like Pesetsky's (1989) that d o  not assume overt object raising (see note 7). 

(i) Mary hit John intentionally twit;,. 

Intentionally has scope over twice if (i) has the structure in (ii)a o r  (ii)b, whereas twice 
takes wide scope when it is assigned the structure (iii)a or (iii)b. 

(ii) intentionally > twice 
a. . . . [ A G R ~ P  Johni AGR [vp  intentionally [twice [ ti tv I]]] 
b. . . . ~ G R ~ P  Johni AGR [vp  intentionally ([ ti tv ] twice]]] 

(iii) twice > intentionally 
a .  . . . ~ G R ~ P  Johni AGR [vp  [[ ti tv ] intentionally] twice]] 
b. . . . T A G R ~ P  Johrii AGR [vp  [intentionally [ tj tv I] twice]] 



The first question consists of two parts: "what forces raking ? "  and "what forces 

overi raising?" As for the former, we assume, with Chomsky (1993b), that the object NP 

raises in order to have its CaseIAgreement feathies checked (cf. also Chornsky 1991; 

Chomsky and La..nik 1993). Non-DPs do not raise to the Spec of AGRo, since they do 

not participate in CaseJAgreement checking. Before amwering the second part of question 

( i ) ,  we review Chomsky's ( 1993b) analysis of Nominative Case checking. According b 

Chomsky ( 1993), subjects raise to the Spec of AGRs overtly in languages like English, 

whereas such raising takes place at LF in languages like Irish (cf. Kooprnan and Sportiche 

1991) .  14 Chomsky attributes this difference to the difference in the "strengl!," of the NP- 

feature of Tense (the Nominative Case feature). In  English, the NP-feature of Tcnsc is 

morphologically strong. Strong features are assumed to be visible but uninterpretable in 

PF. 15 Thus, they must be checked off in the derivation by SPELL-OUT. Wcak features 

need not be checked in overt syntax as they are invisible in  PF. Since the NP-feature of 

Tense in English is strong, i t  has to be checked before SPELL-OUT, otherwise the 

derivation will crash at PF. This checking is done through Spec-head agreement mediated 

by AGR, by adjoining Tense to AGRs, and moving the subject NP into the Spec of AGRs. 

This is illustrated in (3 1). [NP-FEATURE] indicates a strong NP-feature. 

(31) a. John laughed. 

b. 
AGRsP 
n 

John, AGRs' 
n 

AGRs 
n A 

T AGRs tt 
I 

[NP-FEATURE] 
A 
ti laughed 

l4 Irish is cited bere for purely expository purposes. I am not committed to the analysls 
that the subject in Irish remains at the original ysition, at the point of SPELL-OUT. In 
fact, i t  is argued in Bobaljik and Carnie (1992) that in Irish the subject moves out of the VP 
in overt syntax. 

15 Chomsky (1994) presents a different reason why strong features must be checked in 
overt syntax. The choice between the two alternatives is immaterial for our discussions 
below. 



In  Chomsky (19!93b), the strong NP-feature of T is presumed to k the locus of "the 

extended part" of the Extended Projection Principle of Chomsky (1982: 10) (cf. also Fukui 

1986). In Irish, the NP-feature of Tense is w e d ,  thus subjects need not, hence must not 

(for an economy reason: Procrastinate), raise in overt syntax. 

Returning to objects, 1 suggest that the Case-features of DPs are strong in English. 

Hence, the object DP must move to the Spec of AGRo in order for i t s  Case-feature to be 

checked off before SPELL-OUT, as shown in (32). 

(32) a. Jan ate lemons. 

b. 
AGRoP 
n 

lemons, AGRo' 
n 

AGRo VP 
A ,\ 

V AGRo tv ti 

As for the second question (i.e., what is the driving force of the overt main verb 

movement to X?), I simply assume that X has a strong V-feature, which must be checked 

against a feature of a lexical verb prior to SPELL-OUT (this amounts to saying that X is a 

bound morpheme). When V raiszs to X, it first adjoins to AGRo (cf. (32)b), then the 

[ A G R ~  V AGRo] complex raises to the position adjoined tx, X. 

3. The ECM Construction 
Chomsky & Lasnik (1993) SuggGSi that the subject of an infinitival complement of 

believe-type verbs (believe, prove, &eke,  etc.) raises to the specifier position of the 

matrix AGRo at LF, as: shown in (33). This analysis captures Postal's (1974) insight of 

Subject-to-Object h s i n g  in a manner compatible with current theoretical assumptions. 16 

In Postal's original analysis, the ECM sul3ject is raised to the position in which the 
canonical object is bare-generated. This vioiates the 8-criterion and/or the projection 
principle of Chomsky (1981). Under the new analysis proposed in Chomsky & Lasnik 
( I W ) ,  this problem does not arise because the landing site of the ECM subject is not a 6- 
position. 



As regular objects raise to the Spec of AGRo for CASE (Case and Agreement) reasons, 

ECM subjects raise to the Spec of the matrix AGRo to have their Case and +features 

checked against the NP-features of the AGRo and the verb of the matrix clause. 

If  we are correct In suggesting that the Case feature of a DP is strong in English, 

Rising of ECM subjec!~ has to take place in  overt syntax. Thus, (34)a has the partial 

structure (34)b at the point of SPELL-OUT. 

(34) a. Chad believes Chuck to bc a genius. 

X'  
A 

X AGRoP 
A n 
believes Chucki AGRo7 

n 

ti to be a genius 

The analysis that the ECM subject raises to the Spec of the matrix AGRo receives 

an initial support from the fol!owing examples by Lasnik & Saitn ( 1991). In  (35) and (36), 

the (a) examples illustrate that the subject of an embedded tensed clause does not c- 

command matrix adjuncts, whereas the (b) cases demonstrate that the object of a clause c- 

commands certain types of adjuncts of that clause. The (c) sentences show that the subject 

of an embedded infinitival clause behaves on a par with the matrix object, rather than the 

subject of an em bedded tensed clause. 17 

(35) a. ?* The DA proved [that the defendants were guilty] during each other's trials. 

b. ? The DA accused the defendants during each other's trials. 

c. ? The DA proved [the defendants to be guilty] during each other's trials. 

(36) a. ?* The nA proved [that none of the defendants were guilty] during any of 

the trials. 

l7 The judgments are not as clear as we night expect. But there are reasons for the 
fuzziness, as discussed in Branigan (2992: Chapter 3). 



b. The DA accused none of the defendants during any of the trials. 

c. ? The DA proved [none of the defendants to be guilty] during any of 

the tnals. 

( h n i  k and Sai to 1 W 1 ) 

This indicates that the ECM subject may raise to a matrix position from which i t  can c- 

command the matrix adjuncts. The examples in (37) and (38) show that the raising is 

obligatory. 

(37) a. Joan believes (that) hej i s  a genius e e n  more fervently than Bob's, 

mother does. 

b. ?* Joan believes himj even more ferventiy than Bob's, mother does. 

c. ?* Joan believes himi to be a genius even more fewently than Bob'si 

mother does. 

(Lasni k and Sai to 1% i ) 

(38) a. *? The king declared him to be an outlaw even more eagerly than Marcel's 

own squire had. 

b. The lung declared that he was an outlaw even more eagerly than Marcel's 

own squire had. 

(Branigan 1992163) 

Under the assumption that the ECM subject him must raise to a matrix position, (37)c and 

(38)a will be ruled out by Condition C, on a par with (37)b. On the other hand, if the ECM 

subject may stay within the embedded clause throughout the derivation, they should be 

perfectly grammatical, as (37)a and (38)b. 

If the level of representation relevant to Condition C and the licensing of anaphors 

and negative polarity items is S-structure, as argued by nsny researchers (Chomsky 1981, 

Barss 1986, Saito 1986, 1989, Lasnik & Saito 1 1992, to name a few), the above set 

of examples suffice to show that Raising takes phce prior to SPELL-GL!. On the other 

hand, if these mndi tions apply at LF as suggested in Chomsky ( 1993), the examples only 

show that the ECM subject occupies the Spec of the matrix AGRo at LF.18 Thus, to prove 

18 See Miyagawa (1993) for further evidence that the ECM subject undergoes movement 
into the matrix clause at some point of derivation. 



that Raising really takes place before SPELL-OUT, we need to find other types of 

evidence. 

I present three examples of such evidence. First, as originally noted in Postal 

(1974), the ECM subject may occur to the left of cemn matrix elemena: 19 

(39) a. I've believed John* for a long time now I ti to be a liar] (Kayne lB5a)  

b. I have found Bob, recently [ ti to be morose] ( Postal 1 974) 

c. We proved Smith, to the authorities [ ti to be tha thief] (Bowers 1993) 

d. ? I proved himi conclusively [ tj to be a liar] (Authier 1 9 1 )  

e. I suspect himi strongly [ ti to be a liar] (Authicr 1 9 9 1 )  

Since matrix adverbials do not occur in embedded clauses, these examples strongly indicate 

that the ECM subject occupies a matrix psition at the point of SPELL-OUT (cf. Kaync 

1985a; Authier 1991 ; Johnson 1991,  etc.). The ungramrnaticality of (40) suggests that the 

overi raising is to a position higher than the matrix VP, as predicted by bur  "Raising to the 

Spec of AGRo" analysis. 

(40) a. * I've believed for a long time now John to be a liar 

b. * I have found recently Bob to be morose 

c. * We proved to the authorities Smith to be the thief 

d. * I proved conclusively him to be a liar 

e. * I suspect strongly him to be a liar 

19 For many speak~rs of English, examples like those in (39) are deviant. However, there 
are also many speakeis who find these sentences acceptable. A1 though i t  is not clear to me 
at this point exactly what is responsible for this idiolectal split (or variation), a possibility is 
that the ECM embedded clause itself needs to move to the Spec of AGRo for some CASE- 
related reasons, and the ECM subject raises to the Spec of another AGR, as shown in (i). 

(i) ... ~ G R , ~ P  DPi AGRio [AGR~P [ECM clause ... ti ...]j [VP VP-adv. [vp ... tj ...]]]] 

To obtain the word order in (39), the ECM clause has to be extraposed. I f  so, i t  might be 
the case that the examples in question are somewhat marked for some speakers because the 
extraposition of the ECM clause is marked for those speakers. 



This is so because, if the landing site of the ECM subject were within the matrix VP, 

adverbs adjoined to the VP should be able to occur between the matrix verb adjoined to X 

and the ECM subject. 

The second type of evidence has to do with the position of a particle in the uerb- 

particle construction. Normally the particle of a particle verb of the matrix clause cannot 

occur in the embedded clause as illustrated by (41)b. However, in (41)d, the ECM subject 

precedes the paticie, suggesiing that i t  is in the matrix domain at the point of SPELL-OW. 

The grammaticality of (41)d thus, lends support to the overt raising analysis (cf. Kaync 

1985a).2O 

(4 1) a. They're trying to make out that John is a liar 

b. * They're trying to make that John out is a liar 

c. ? They're trying to make out John to be a liar 

d . They're trying to make John out to be a liar 

Third, assuming Fukui and Speas' (1986) taxonomy of functional categories 

summarized in (42), Lobeck (1990) and Saito & Murasugi (1W) argue that only a 

constituent that is the complement of an agreement-inducing functional head may be 

deleted. 

(42) Functional Categories: 

Agreement-inducing Non-agreement-inducing 

I (=T) I [+tense] to 

D I S  44, the 

C [+wh] Comp ttaat, whether, if 

Thus, the (a) examples in (43) and (44) with agreement inducing heads are grammatical, 

whereas the (b) examples with non-agreement-inducing heads are ungrammatical. 

20 See Koizumi ( 1993~) for an ma! ysis of the word order alternation between (41)c and 
(41)d. Cf. also Johnson (1991). 



43) a. We want to invite someone, bat we don't h o w  

[CP who [ c k  +wnl [IP ell1 
b. * We thought Sue wanted to be invited, but we weren't sure 

[c'[c whetherlifl [[IP ell 
( L ~ k c k  1990) 

(44) a .  Lincoln's pertrait didn't please me as much as ( ~ p  Wilson [u  's] l ~ p e ] ]  

b. * I read about that person, and now, I want to see [IY[D the] [ ~ p e ] ]  

(Sai to and Murasugi 1990) 

Following these authors, Martin (1992) claims that the grammaticality of (45) shows that ro 

in Control infinitives agrees with PRO in its specifier position. 

(45) a. John wasn't sure he'd win the race, but he tried [PRO to [vpe] ]  

b. John convinced Bill to come to the party, and Sarah convinced Mary 

[PRO to [VP el l  

On the other hand, the ungrammatical examples in (46) suggest that to in Raising 

infinitives, unlike to in Control infinitives, does not agree with its ~ ~ e c i f i e r . 2 ~  

(46) a. ?* Mary claims to not like baseball, but she appears to [V p e]  

h. * John considers Mary to be clever, and Mike considers Sally to [vp  e]  

In other words, T(to) in Control infinitives assigns Null Case in the sence of Chomsky & 

Lasnik (1993), while T(&) in Raising infinitives does not nave Null Case. 

A question then arises as to what forces the ECM subject to move from its base- 

position to the pre-to position in overt syntax. 

(47) a. John considers Mary, to be ti clever 

b. * John considers to be Mary clever 

c. John believes Bill, to be loved ti by Mary 

d. * John believes to be loved Bill by Mary 

21 There are apparent counter examples to this generalization. See Martin (1992) for 
discussion. 



It cannot be the strong NP-feature (Null Case) of to, since 10 in the Raising infinitive docs 

not have such feature, as we have just seen. Here, we are faced vith a paradox: to does 

not have features to attract the ECM subject, yet it  appears to attract i t  to the pre-to position. 

Our overt raising analysis can provide a natural solution lor this problem. As h f w  in 

(&)a overtly raises to the Spec of AGRs, to have its strong Case-feature to be checked off, 

Mary in (48)b overtly raises to the Spec of AGRo for Case reasons. 

(4) a. [AGRSP [TP appears [ ti to be ti cleverlll 
b. John considers [ A G K ~ P  Mary; [vp [ ti to be ti clever]]] 

The contrast behveen (45) and (46), thus, constitutes a rather surprising piece of evidence 

for the proposed analysis. 

I n  summary, I have shown that ECM subjects, like regular objects, raise to the 

spec of AGRO prior to SPELI.- OUT.^^ 

4. The Double Object Construction 
We have seen that the object and the ECM subject overtly raise to the Spec of 

AGRo. Given this, two analyses are envisaged of ttz Double Object Construction (DOC) 

such as (49). They are shown in (50). 

22 Ura (1993) independently reached a similar conclusion. 
Citing the following p r o f  examples, Branigan (1992:48) argues that there must be 

some difference beiween the surface position of regular objects and the surface position of 
ECM subjects, hence the overt raising analysis of ECM subjects cannot be maintamed (this 
objection to Rasing to object is originally due to Chomsky 1973). 

(i) a. Which one of us do you believe the agent has a picture of? 
b. ?? Which one of us do you believe a picture of to be on the agent's wall? 

However, there are several conceivable reasons why (ib) is somewhat deviant. For 
example, i t  violates Kuno's (1973) Clause-Nonfinal Incomplete Constituent Constraint. 
Koizumi (1993b) argues that what is responsible for the contrast in (i) is that in (ia) the 
picture noun is in the minimd domain of its 0-role assigner, whereas in (ib) i t  is outside the 

minimal domain of its 8-role assigner. Suppose that a domain X is transparent with respect 
to extraction if i) there is a head H that selects X, and ii) X is in the minimal domain of H; i t  
is opaque otherwise (a minimalist version of Huang's 1982 CED). This condition accounts 
for the familiar subject island condition and adjunct island condition as well as the ban on 
extraction out of the ECM subject. 



(49) a. John gave Bill a book. 

b. Amber told Ben the story. 

c. Norman cooked Jean sushi. 

(50) 1) John gave ~ A G R ~ P  Billi [ v p  ... ti ... a book ...]I 
ii) John gave L A G ~ ~ P  Bill* [ A G R ~ P  a h k j  [ v p  ... ti ... tj ...]]I 

There are at least two reasons to prefer (50)ii to (50)i. First, the Thcme object in the DOC 

receives the same Case with the regular single direct object (e.g. accusative) cross- 

linguistically, but the same is not true for the Goal object: While in many languages, the 

G d  argument is marked with accusative; there are also many languages in which the Goal 

DP is marked with other cases such as dative (e.g. Albanian, Icelandic, etc.) Thus, if one 

of the two objects in the DOC is Case-checked in the same manner as the single direct 

object (i.e. by raising to the Spec of AGRo), it must be the Theme object rather than the 

God object. 

Second, if the Goal object done has moved out of the VP as in (50)i, it should be 

possible for a VP-adverb to occur between the God objxt md the Theme object, adjoining 

to the VP as in (51). This is not the case, however. >is shown in (52) and (53), VP- 

adverbs must follow the Theme object. 

(51) [AGROP Johni tag [VP secretly l v p  ti tv the b k l l l  
(52) a. ?* Mary gave John secretly the book (on Friday). 

b. ?* Amber told Ben quietly the story (in the livlng room). 

(53) a. Mary gave John the book secretly (on Friday). 

b. Amber told Ben the story quietly (in the living room). 

Under the analysis (58)ii, both objects overtly raise across the VP boundary, where VP- 

adverbs such as secretly occur: 

The contrast between (52) and (53) is thus expected in this analysis. 



I t  seems then rmnable to conclude that both objects in the DOC overtly move out 

of the VP, as shown in ( ~ 9 . 2 ~  

In Chomsky's (1993b) Case theory, the Case-feature of the DP in the Spec of 

AGRo can be checked against the Case-feature of the verb because the Spes: of AGRo is in 

the checlung domain of the verb once the verb raises to AGRo. Under this assumption, the 

Case-feature of the DP in the Spec of AGko in (55) cannot be checked against a Case- 

feature of the verb, for the Spec of AGRio is not in the checking domain of the verb e1.m if 

the complex [ A G R ~  V AGRo] raises to AGRio. Thus, if the struct~~re (55) is indeed 

correct, the Case theory needs to be reconsidered. 

23 1 assume the following thematic hierarchy (cf. Larson 1988; Grirnshaw 1991; and 
Pesetsky 1994, among others). 

(i) Agent > Affected Goal > Theme > Unaffected Goal 

The first DP object in the double object construction such as (iia) receives Affected Goal 
role, whereas the PP in the dative construction such as (ii b) receives Unaffected Goal role. 

(ii) a. John gave a watch. 
b. John gave a watch to Bill. 

Given Chomsky's ( 1993b) locaiity condition, the propsed structure of the DOC 
makes correct predictions about the passivizability of the first object, and the 
unpassivizability of the second object. See Ura (199%) for details. 



I suggest that the Case-feature of the DP in the Spec of AGRo can be checked 

against the Case-feature of the verb adjoined to AGRo not because the DP is i n  thc 

checking domain of the verb, but because the DP and the verb are both in the checking 

domain of AGRo. That is, I propose modifying Chomsky's Case theory along thc 

following lines. In the structure like (56) for example, the Case-feature of the DP and the 

Case-feature of V are both copied onto AGRo under the structural condition that the DP and 

the verb are each in the checking domain of AGRo. I f  the Case-types of the two Case- 

features match (e.g. both are Accusative), the Case-checking process is successfui, and we 

may informally say that the DP is Case-licensed. I f  the Case-type of the DP do not match 

the Case-type of the verb, the Case-chechng process fails, leaving the DP yet to be Case- 

licensed. Ca;e-checking 'between the subject DP in the Spec of AGRs and T adjoined to 

AGRs is performed in ihe same fashion. 

(56) AGRoP 
/", 

DPi AGRo' 
A 

AGRo VP 

An advantage of this revision is that the question never arises as to why the DP in 

the Spec of V can never be Case-licensed by V despite that it is In the checlung domain of 

the Case-licensing verb. This is so because under our version of Case theory, Case- 

chechng always involves feature-copying onto AGR, thus it never takes place k ~ v e e n  a 

DP and a verb, without AGR mediating the two. 

Another positive consequence o i  this modification is that the DP in  the Spec of' 

AGRo in the structure like (55) can now be Case-licensed in the following manner: The 

Cawfeature of DP is copied onto AGRio. I f  the verb has a second Case-feature in 

addition to the first one copied onto AGRo, that second Case-feature is copied onto 

AGRio. This is possible because the verb is in the checking domain of AGRio o;lce the 

[ A G R ~  V AGRo] complex adjoins to AGEPlo. Now if the Case-types of the two Case- 

features copied onto AGRio are the same type, the Case-chechng is successful (i.e., the 

DP in the Spec of AGRo is Case-licensed). 



5. Some Differences between English and French 
Consider the following French examples. 

(57) a. * Lesenfants probablement ont vu ce film. 

rhe children probably have seen this movie 

b. Les enfants ont probablement vu ce film. 

the children have probably seen this movie 

Under the account of the adverbial distribution proposed above, (57)a is ungrammatical 

because it contains an adverbprobublernenf adjoining to a projection of AGR, i.e. AGRs', 

which does not have ability to license adverbs (see (%)a) (Recall that, in  the proposed 

analysis, functional categories without lexical semantic content cannot host adverbs). In 

(57)b, the adverb is adjoined either to ?'P as in (58)b or to the VP projected from ant (avoir 

'have') as in (58)c. 

(58) a. * [AGR~P les enfants [ A G ~ '  probablement [ A G R ~ ~  ont [ ~ p  . .. 
the children probably / m e  

b. [AGR~P les enfants ~ G R ~ *  ont [ ~ p  prokbiement [ ~ p  . . . 
the children have probably 

c. [AGR~P les enfants [ A G ~ '  ont [ ~ p  . . . [vp probablement [vp . . . 
the children have probrabiy 

If h e  in (59)a is adjoined to AGFb like on2 in (57)a, (59)a should be ungrammatical on a 

par with (57)a. 

(59) a. The children probably have seen this movie. 

b. The children have probably seen h s  movie. 

Thus, the acceptability of (59)a suggests that in Erlglish the highest auxiliary does not raise 

to AGRs in overt syntax (unless Subject-Aux Inversion takes place). It' auxiliaries a-e 

invisible in LF as assumed in Chomsky (1993b), have in (59) must raise to at least as high 

as T in overt syntax in order to have its Tense-feature etc. cheked, whicl: in turn implies 



that in English T does not raise to AGRs in overt syntax. (59)a thus has a structure lIke 

(60) at the point of SPELL- OUT.^^ 

(60) [ k ~ ~ ~ p  the children AGRs [rp probably [ ~ p  [T havei TI [vp tl . . . 

This analysis receives support from the facts about quantifier floating. Assuming 

Sportiche's (;9€U3) analysis of "quantifier stranding," floating quantifiers are associated 

wik an NP-trace in a Spec position as in  "[yp [tous t] [yf...]]".25 Given this, the 

structures in (58) and (60) correctly predict the contrast in grammaticality between French 

(61)a and English (61)5, which was problematic in Sportiche's original analysis as i t  

assumes avoir and have are both in the Infl position. 

(61) a ,  Lesenfants tous ont vu ce film. 

thechild, en all have seen this film 

b. The chnldren all have seen this film. 

(Sportiche 1 %8:427) 

English (60) has a Spec position between the subject and have (i.e. [Spec, T?]) ,  in which 

all can be stranded, whereas French (58) does not have such position berween the subject 

and OM. 

'Ne have observed that the V-features of T and AGR are weak in English whillc they 

are strong in French. Another difference between English and French is that while the 

*4 If T indeed does not rise to AGRs in overt syntax, the overt raising of the subjxt to the 
Spec of AGRs cannot be attributed to the strong NP-feature of T any mr~re. Thus the 
extended part ol' the Extended Projection Principle of Chornsky (1982j must be derived 
from something else. See Harley (1994) for a suggestion. Under our analysis, the subject 
DP in English overtly raises to the Spec of AGRs because of the strong Case feature of the 
DP. The Case feature of the subject DP becomes weak when it is copied onto AGRs. 
Whether the Case-type of the subject and that of T match is checked when T raises to 
AGRs in LF. 

25 The assumption here is that the &ic word order is "[Q DP]" as in (i), and when DP 
precedes Q, it is a result of Q stranding, as in (ii). 

(i) p ~ u s  15s enfantsli ont ti vu ce film. 
all the children have seen this Jilm 

(ii) Les enfantsi ont [tous ti] vu ce film. 
the children have all seen thisjlm 



Case-fzatuiea of DPs are strong in English as  we have seen, they are weak in French. 

Thus, in French. ot~jects stay within the VP, as shown in (62)a. 

(62) a. French: Plerre a k p  V U ~  L A G R ~ P  [vp  ti Marie]]] 

Pierre has seen Mmie 
b. English: John has h p  seen, ~ C . R ~ P  M q j  [VP ti tjlll 

Since in French there is a VP node between the (untensd) nlain verb and the object at the 

point of SPELL-OUT, adverbs may mervene between them, as exemplified below: 

(63) a. Pierre a vu Apeine Marie. 

Pieme has seen hardly Marie 

'Piece has hardly seen Marie' 

b. Faire souvent ma! ses devoirs, c'est stupide. (Iatridom 1990) 

make fieqltently badly poss homework that is stupid 

To  frequently do  one's hmework  badly is stupid.' 

The corresponding English examples are ungrammatical because they contain adverbs 

adjoined to AGRoP 

(64) a * Johnhasseen h a r d l y M q .  

b. * It is stupid to do  frequently badly one's homework. 

The analysis that in French the object remains within the VP in overt syntax makes 

possible a simple account of the following paradigm: 

(65) Passives 

a. Les livres de Jules Verne ont tous 6 imprim~sl*imprim6 

the Books of have all been published 

b. I1 a 6 imprimtY*imprim&s quelques editions de cette livre. 

ithm been published some editions of that book 

(66) Unaccusatives 

a. 11s sont dkja partls/*part~. 

they me already left 



b. I1 est arriv4/*arriv& quelques philosophes. 

il is arrived some philosophers 

As noted by Kayne (1985b; 1989), a psi participle ~bligatorily agrees with its surface 

subject when it  is underlyingly an internal argument ((65)a & (66)a). This suggests that 

derived subjects in  passives and unaccusative sentences drop by at the Spec of AGRo on 

their way to the Spec of AGRs as in (67 ,  and that in French, AGR features checked prior 

to SPELL-OUT will be phonetically realized (Chomsky 1991). 

In contrast, a past participle does not have overt agreement with its internal argument, or 

for that matter with anything, when its surface subject is an expletive ((65)b & (66)b) or an 

external argument (68). 

(68) Transi tives 

Jean a repeint/*repeinte la table. 

Jean has reparparnted the tubk 

This is naturally explained if the objects in sentences like (65)b, (66)b and (68) stay within 

the VP, as suggested above, and if AGR features that are not checked by SPELL-OUT will 

not be phonetically realized. On the other hand, if these objects are raised to the Spec o; 
AGRo in overt syntax, the contrast between (65)a and (66)a, on the one hand, and (65)b, 

(66)b, and ( a ) ,  on the other, could not be naturally accounted for, since there would be no 

syntactic distinction between the two cases with respect to AGRo and the object. 

The features of English and French are summarized below: 



(69) Features English French 
- 
AGR NP slw * we& 

V weak strong 

T NP slw* strong 

V weak strong 

D(P) Case strong weak (*see footnote 26) 

To summarize this chapter, we have seen that, although English lacks 

visible/audible object-verb agreement nlorphology, i t  does have Object Agreement Phrases 

as characterized in Chomsky (1991; 1993b), and that structural Case in English is licensed 

uniformly under Spec-head agreement in overt syntax. 

26 It is not entirely clear at h s  point whether or not the NP-features of T and AGR in  
English are strong. 





CHAPTER THREE 

INVISIBLE AGR IN ZARMA 

In this chapter, I discuss word order and phrase structure 3 f  Zarma, a language 

without visi bletaudible agreement morphology. Zarma is a Songhay language of the Nilo- 

Saharan family, spoken mostly in the western part of Niger (Tersis-Surugue 1981). 1 As 

we will see, the Agreement-based Case theory, coupled with other central assumptions of 

the minimalist framework, provides a simple and principled account of basic facts about 

word order of this language, which in turn constitutes supporting evidence for the presence 

of Agreement Phrases in languages without agreement morphology. 

1. Basic Word Orders 

Verbs in Zarmacan be divided into two classes: those m u m n g  with a particle-1ik.e 

element rn (e.g. kar "hitn, nama "bite", guna "look at"), and those used without rm (e-g. di 

"see", hm "want/liken, zuru "runw). I will refer to the former as "m verbs", and the latter 

as "regular verbsn. The nature of m will be discussed shortly. In simple transitive 

sentences with a m verb, the word order is Subject-m-Object-Verb-Others (or "S m 0 V 

X). Thss the object DP precedes the verb, as shown in ( 1). 

(1) a. a na hansoo kar. 
he NA thedog beat 
'He beat the dog.' 

b. * a  na kar hansoo. 

he NA beat thedog 

Whether they are arguments or adjuncts, non-DPs appear after the verb. In other words, 

they may not p ~ x e d e  either the verb or the object DP. 

1 As far as I know, Tersis-Surgue (1981) is the only book length study of 7arma. The 
data used in this chapter were collected by the present author through a series of interviews 
with one speaker of this language in Spring 1993. I would like to thank Ken Hale and 
Michael Kenstowlcz for giving me an opportunity to carry out this research. I am also 
thankful to Hubert Truckenbrodt for helpful discussions. 



(2)  a. kraa  na zarna noo zamkaa-see 
the man N A  a knife give thechiu-to 

The man gave a knife to the child.' 

b. * b o w  na zarna zankaa-see noo 

the man N A  a knve the child-to give 

C. * born na zankaa-see zama n m  

the m ~ n  N A  the child-to a knife give 

d. * boraa na zankaa-see noo zarna 

theman N A  thechild-to give a knife 

(3) a. mnkaa na hansoo kar nda nooru 
thechild N A  the dog beat with astick 

The child beat the dog with a stick.' 

b. * zankaa na hansoo nda aooq kar 
the child N  A the dog with a stick 

c. * zankaa na nda aooru hansoo kar 

the child N A  with a stick the dog bear 

d. * zankaa na nda aooru kar hansoo 

thechild N A  with a stick beat the dog 

These examples indicate that there is one position between m and the verb that is 

"reservedw for the object DP. 

Thls is most straightforwardly accounted for if we assume that there is an AGRoP 

above VP, and that the object DP moves to the Spec of AGRo in overt syntax. Under this 

analysis, relevant portion of (2)a has the structure in (4). (The subject positions will bc; 

suppressed until Chapter 5). 



AGRoP 
n 

m i  AGRo' 
h q - e  

AGR 
A A 

noo AGR t i  
give A 

mkaa-sre 
the child-to 

Following Chomsky (1993b), I assume that the object DP raises to the Spec of AGRo in 

order to have its CASE (Case and agreement) features checked. Non-DPs such as PPs do 

not raise to the Spec of AGRo since they do not participate in CASE checking. I suggest 

that the Case-features of DPs are sirong in Zanna, as i r t  English. Hence, the object DP 

must move to the Spec of AGRo in order to have its Case-feature checked before SPELL- 

OUT. Hence the structure in (4). 

We have seen that sentences with m verbs have the "S m 0 V Xu word order, and 

that this is readily accounted for by postulating AGRoP and strong Case-features of DPs. 

The basic word order of sentences with a regular verb is "S V 0 OX". This is illustrated in 

(5) and (6). 

(5) a. a cfi hansoo 
he see the dog 
'Me saw the dog.' 

b. * a h a n m  di 

he the dog see 

(6) a. zankaa kande hwaari fu 
thechihi baing food to the house 

The child brought food to the house.' 

b. * zankaa kande fu hwaari 

the child bring to the house food 

c. *zankaa fu kande hwaari 

the child to the house bring food 



(7) a. ay mana baa [kang hansoo na zankaa nama] 
I not want that the dog N A  the chiM bite 

' I  regret that the dog bit the child.' 

b. * ay mana [kang hansoo na zankaa nama] k a  

I not that the dog N A  the child bite want 

c. * ay [kang hansoo na zankaa nama] mana baa 

I that thedog N A  thechild bile not want 

It does not take too long before we notice that the "S V 0 X" word order can be 

obtained if the V moves from the post O position to the position of m in the "S rta 0 V X", 

as shown in (8). 

Under the current assumptions, (8) indicates that AGRoP is dominated by a phrase headed 

by m in (8)a, and V adjoins to the head of this phrase in (8)b. More precisely, the two 

kinds of sentences seem to have the following structures at the point of SPELL-OUT. 

(9) A sentence with a m verb 

a. a na hansoo kar. (=(l)a) 

he N A  the dog bed 

'He beat the dog. 

b. 

n 
X AGRoP 
I n 
& h m q  AGRo' 

the dog 
AGR 

kar AGR tv ti 
beat 



(lo) A sentence with a regular verb 

a. a di harnsoo (=(5)a) 

he see the dog 

'He saw the dog.' 

b. 

AGROP X n 
AGR X h a n ~ ~ i  AGRo' 
A thdog ,-, 

di AGR 
see 

The proposed analysis acccunts not only for the order of the verb and the object DP, but 

also for the order of the verWthe object DP and non-DPs. Since the verb and the object DP 

raise, and since non-DPs such as a PP and a CP do not, non-DPs necessarily foilow the 

verb and the object DP at the point of SPELL-OUT. 

Two questions arise: (i) what is the X in these structures?, and (ii) what forces the 

movement of the V-AGR amalgam to X in the case of regular verbs. The first question 

was raised in regard to English in the previous chapter. As stated there, we defer rhe 

discussion of it until Chapter 5. As for the second question, we assume that the regular 

verbs are morphologically dependent (affix), hence they must attach to morphologically 

independent (stem-like) X before the derivation branches off to PF. The m verbs are 

morphologically independent, thus they need not (hence must not) overtly raise to X. 

Tenselaspectual particles such as ga (imealis: IR) and goo (progressive: PI?) occur 

between the subject and m in sentences with a m verb (the sequence of ga na is normally 

contracted as gan), and they occur between the subject and the verb in sentences with a 

regular verb. 

(11) a. Zankaa gana (I gan) hansoo kar. 
tk chiid IR NA thedog bear 

The child will beat the dog.' 

b. ay ga di hansi 

h4 IR see adog 

'He will see a dog.' 



This means that T~,nse/aspectual phrases are structurally higher than the phrase we have 

been referring to as XP. 

2. Adverb Placement 

This seciio;; discusses the distribution of adverbs, and shows that it is naturally 

accounted for given the clause structure motivated in the previous section by -4greement- 

based Case theory. 

Sentential adverbs sv.ch as bii "vesterday" must occur either sentence initially or 

sentence finally. 

(12) a. - bii zankaa na hansoo kar (nda guuru) 

yesterday the child N A the dog beat with a stick 

'Yesterday the child beat the dog (with a stick).' 

b. * zankaa na hansoo kar (nda guuru) 

the child yesterday N A  the dog beat with a stick 

c. *zankaa na &i hansoo kar (nda guuru) 

the child NA yesterday tlie dog beat with a stick 

d.  * zankaa na hansoo &i kar (nda guuru) 

the child N A the dog yesterday beat with a stick 

e. * zankaa na kansoo kar nda guum 

the child NA the dog beat yesterday with a stick 

f. zankaa na hansoo h (nda guum) !&i 

the ciiiid N A  ttne dog beat with a stick yesterday 

T h e  child beat the dog (with a stick) yesterday.' 

(13) a.  - bii zankaa di hansoo 

yesterday thechild see the dog 

Yesterday the child saw the dog.' 

b. * zankaa !iJ di hansoo 

thechild yesterday see the dog 

c. *zankaa di hansoo 

the child see yesterday the dog 

d.  zankaa dl hansoo & 
the child see the dog yesterday 

T h e  child saw the dog yesterday.' 



This indicates that in Zarma S-adverbs may either left-adjoin or right-adjoin to the c l a d  

projection. Since Z a r m  facks postposing operations comparable to Extrapsition andor 

Heavy (DP) Shift f ~ u n d  in English, it is not possible to derive (12)e or (13)c by moving 

the instrumental phrase or the object DP rightward past the adverb. 

VP adverbs such as g u m  "a lottcompletely" may appesr either to the left or to the 

right of a PP. However, they may not precede the verb or the object DP, nor do they occur 

in the sentence initial position. 

(14) a. zankaa na hansoo kar (nda g~uru)  gumo. 

thechild N A  the dog beat with a stick alot 

The child beat the dog (with a stick) a lot.' 

b. zankaa na hansoo kar gumo nda guuru. 

the child N i l  the dog kzl a Cot with a stick 

The child beat the dog a lot (with a stick).' 

c. * zankaa na hansoo sumo kar (nda guuru). 

the chiM NA !he dog a h t  beaa with a stick 

d .  * zankaa na gum0 hansoo kar (nda guuru). 

the child NA a b t  the dog beat with a slick 

e. * zankaa gum0 na hansoo kar (nda guuru). 

the child alot N A  the dog kzl with a stick 

f. * gum0 zankaa na hansoo kar (nda guuru). 

aibt the child N A  the dog beat with a stick 

(15) a. zankaa goo ga di hansoo gum0 
the child PR IR see the dog a b t  

The child is seeing the dog a lot ' 
b. * zankaa googa di gumo hansoo 

the child PR IR se alot the dog 

c. * zankaa g m g a  gumo di hansoo 

thechild PR IR 'alot see the dog 

d. * gum0 zankaa goo ga di hansoo 

a h t  the child PR IR see the dog 

Since PPs in Zarma cannot be "right-dislocated" (cf. (12)e), the "adverb + PP" order in 

(14)b must be the base-generated order, rather than a derived one. Assuming that VP- 



adverbs such as "completely" are adjoined to a VP, the adverb !n ( l4)a is right-adjoined to 

the VP, and the adverb in (l4)b is left--adjoined to the VP. The position of the adverb in 

(15)a is ambiguous between the two possibilities. The relevant part of ths structure of 

(14)b is given below. 

(16) a. zankaa na hansoo kar numo nda guuru. (=(14)b) 

the child N A  the dog a lot with a stick 

The child beat the dog a lot with a stick.' 

b. 

X AGRoP 
I n 

na h a n s ~ i  AGRo' 
thedog /-, 

AGR 
A A 

kar AGR gumo VP 
beat a lot /--\ - 

nda guuru 
with a stick 

The examples in (14)c through (14)f and ( l a b  through (15)d are ungrammatical because 

they involve a VP-adverb adjoined to a category other than VP. For example, in (14)c and 

(15)b, the VP-adverb g u m  adjoins to AGRo' and AGRoP, respectively, which, being 

projections of a semantically null "pure" functional category, do not have ability to license 

adverbs. 

(17) a. * zankaa na hansoo gum0 kar (nda guuru). (=( 14)c) 

the chiid N A  the dog abt beat with a stick 



x AGRoP 
I A 
na h a n s q  AGRol 

thedog 
EYmo AGRol 
a b t  I\ 

AGR 
A 25 

kar AC;R tv ti 
.Lmll 

(18) a. * i'anha goo ga di gum0 hansoo (=(15)b) 

thechild PR IR see a lot the dog 

The child is seeing the dog a lot.' 

x AGRoP 
L A  
di X gum0 AGkdP 

see alot 
hansooi AGRol the d e  

Note that this analysis effectively derives the Adjacency Condition on Case 

Assignment of Stowell (1981 j, which stipulates that the Case-assigner and Case-assignee 

be string-adjacent. The proposed analysis is much more general than the Adjacency 

Condition because it explains not only the ungrariaticdity of (l4)c and ( l a b ,  which can 

be accounted for in terms of adjacellcy, but also the ungrammaticaiity of the other starred 

examples in ( 14) and ( IS), which the Adjacency Condition has nothing to say about. FOP 

example, under the present analysis, (14)d is ruled out for the same reasun as (15)b. i.e., 

the adverb is adjoined to a projection of "pure" functional category, AGR. 

(19) a * zankaa na gum0 hansoo kar (nda guuru). (=(14)d) 

thechild N A  alot the dog twal with a stick 

The child beat the dog a lot (with a stick).' 



X ' e 
X AGRoP 
I n 

na gumo AGRoP 
a b t  

hans~o i  AGRQ' 
t.he dog /\ 

AGR V P  
A A 

kar AGR tv ti P P  

It is worth whlle to note that the distribution of adverbs we have just seen cannot be 

naturally accounted for unden GB approacke~ such as Pesetsky's (1989) and Johnson's 

(1991) , which we reviewed in Chapter 2. For example, if we extend Pesetsky's (1989) 

analysis of the Case adjacency effects in English to h a ,  the ungrammatical (14)d would 

have the following structure. 

n 
gum0 VP 
slot 

DP V P P  
I I -  

h a n w  kar nda guuru 
the dog b t ~  with a stick 

Since Pesetsky's (1989) ana:ysis allows adverbs adjoined to VP (or V'), there should be 

nothing wrong with this structure. Thus, it incorrectly predicts that (14)d should be 

grammatical. Johnson ( l991), on the other hand, can mle this example out by assuming 
that m is the head of p, and the object hamoo has moved to the Spec of VP ( r e d l  that 

adverbs cannot adjoin to VP in his analysis). However, his analysis rongly rules (14)~ 

in, assigning to it the following structure, in which the adverb is adjoined to V', a11 option 

allowed ill his analysis. 



(21) a. * zankaa na h a n w  gumo kar (nda guuru). (=(14)c) 

the child N A  the dog a b t  beat with a stick 

I A 
na hansoq V '  

thedog n 
gumo 
a b  /?, 

In conclusion, the phrase structure with AGRoP motivated by Agreement-based 

Case theory makes available a principled account of the distribuLion of adverbs that is 

empirically more adequate than previous proposals that assume Government-based Case 

theory. 

3. The Double Object Construction 

I have argued that the object DP of a transitive verb such as kar "hit" overtly raises 

to the Spec of AGRo, w h c h  is driven by the strong Case-feature of the DP. Given this, 

two possible analyses are envisaged of the double object construction such as (22). These 

are g v e n  in (23). 

(22) boraa na 2ankaa noo zaarnay 

the man NA the child gcrve knives 

T h e  man gave the c h l d  h v e s . '  
(23) a- born na [ A G R ~ P  h i  noo-AGR C v p  ti tv zaamay]] 

b. born na [AGRiop ~ ~ k a a i  nwAGR-AGR ~aamayj  b [vp ti tv 

There are a t  least two reasons to prefer (23)b t o  (23)a. First, if Case-assignment 

(checking) is done under Spec-head agreement, it is not clear how zraamay "knives" in 

(23)a can be assigned Case (or have its Case-feature checked). Second, if  the T!leme 

object remains in the VP as in (23)a, we will expect that a VP-adverb may occur between 

the verb and the Theme DP, given the proposed analysis of adverb placement. The 

prediction falls, however, as shown below. 



(24) a. boraa m za,ha noo zaarnay gabaday 

t h e m  N A  thechild gave knives completely 

The man completely gave the child knives.' 

b. * bra;\ na zankaa noo gabaday marnay 

theman N A  thecftiid gave co~npkMy knives 

The (un)acceptability of (24)b sharply contrasts with that of (25)b, in which the goal PP 

remains in a VP-internal position. 

(25) a- boraa na zaamayj noq, [vP[vP tj tv zankaa-see ] gabaday] 

the man N A  kxives gave the child - to completely 

The man completely gave knives to the child.' 
b. boraa na zaarnay: noq, [vp gabaday [vp tj tv zankaa-see]] 

J 

the man N A  knives gave completely the child-to 

It seems then reasonable to conclude that the double object construction has a structure like 

(23)b, at the point of SPELL-OUT, in which the two objects have overtly raised to the 

specifiers of functional categories between VP and XP. 
To summarize this chapter, we have seen that, although Zarma completely lacks 

visible/audible agreement morphology, it does have Agreement Phrases as characterized in 

Chomsky (1991; 1993b). 



CHAPTER FOUR 

INVISIBLE AGR IN JAPANESE 

There is an on-going debate as to  whether Japanese, a language without 

audiblelvisi ble agreement morphology, has Agreement Phrases a s  characterized in 

Chomsky (1991; 1 W b )  (cf. Tada 1993; Takahashi 1993; Fukuhara 1993; Nemoto 1993). 

In hoping to decide on the issue, in this chapter, we discuss whether the object in Japanese 

is Case-licensed in the complement position as in (1)a o r  in the Spec of AGRo as in (1)b. 

(As in the preceding two chapters, we suppress subject positions in this chapter, and will 

return to the issue in Chapter 5.) 

(1) a. Government-based Case Theory b. Agreement-based Case Theory 

AGRoP 

The organi~atim of tlus chapter is as follows. In 9 1, we will lay out the relevant 

data concerning the Case-licensing position of the object, and state the generalization to be. 

explained. In § 2, WL: will present a principled account of the datdgeneralization, based on 

the Agreement-based Case theory of Chomsky (1993b) as modified by Waianabe (1993). 

In 8 3, we will show that the same range af facts cannot be naturally explained without 

postulating AGR-type categories. We will thus concll~de that the accuiative object in 

Japanese is  Case-licensed under the Spec-head agreement, as shown in ( l)b,  hence 

Japanese has Agreement Phrases in the sense of Chomsky (1 991 ; 1993 b). 

1. Syntactic Compounds 
Since Japanese is a head final language, and since it allows scrambling relatively 

freely, simple word order facts fail to provide us with the crucial information necessary to 



choose between (1)a and (1)b.l Further, as AGRo lacks lexical semantic content by 

definition, the two structures in (1) do  not have detectable semantic differences. Thus, to 

see if the s b j e ~ t  raises out of the VP, we need to look into sentences with slightly more 

complex structures. For this reason, we will study complex predicate sentences of the 

following sort. 

(2 )  SU OB V 1 -VZTense 

a. Emi-ga ringo-o tabe-hanme-ta 

Enoi-NOM apple-ACC eat-s&ul-F,¶ST 

'Emi s + d  to eat apples.' 

b. h - g a  ringo-o tabe-wasure-ta 

Emi-NOM q p k - A C C  eal-farget-PAST 

'Emi forgot ta eat apples.' 

c. Earu-ga ringo-o tab-rare-ru 
h i - N O M  apple-ACC eal-cun-PRES 

'Emi can eat apples.' 

These sentences contain a syntactic (as opposed to lexical) compound consisting of two 

verbs.2 We refer to the first verb of the V-V compounds as V I, and the second as V2. In 

(2)a, for example, & z k  "eat1' is V1, and hazime "start" is V2. The accusative NP in these 

sentences is the object of V 1. V2 takes as complement a constituent that conmns V 1 and 

its arguments, as in (3). 

With h s  much in mind, let us start our investigginc. 

1.1. Raising vs. Control 

First, consider the following sentence. 

If Case is an LF requirement (and not an overt one), word order facts would not provide 
such information anyway (Howard Lasnik, personal communication). 

2 The distinction between syntactic and lexical compounds will be discussed in 9 3.2. 



(4) John-ga ringodake-o " tabe-haurne-ta 

John-KOM a p p l e - o n l y - ~ c ~  eat-stmt- PAST 

'John started to eat only apples.' 

i) only > start (I t  is only apples that John stated to a t . )  

ii) start > only (It is eat only apples that John started to do.) 

The example (4) is ambiguous with respect to the scope of the object and V2. I t  may be 

interpreted either as (4)i or (4)ii. To see the arnbigui ty more clearly, let us suppose that we, 

a group of scientists, run an experiment to observe what kinds of fruits a chimpanzee, 

named John, eats. (5) is the result of the experiment. 

( 5) Time 3:30 3:35 3:40 3:45 3:50 3:55 4:00 

bananas I I 

apples I I 

strawberries I d  

oranges I- 

hwis I d  

The graph in (5) is supposed to mean that John started to eat bananas at 330 and stopped 

doing so at 350, that he ate apples from 3:35 to 4:00, and so on. Now, in discussi~lg the 

result, we C E ~  say (6) as well as (7). 

(6) (John-wa) 3-zi-3ihun-ni-wa ringo-dake-o tabe- haume-ta 

(.?oh-TOP} 1-35 -at-TOP a@?-of?fy-~CC tUl-start- PAST 

'It is only apples that John started to eat at 3:35.' (oni y > start) 

(7) (John-wa) 3-zi-50-pun-ni ringo-dake-o tab-hanme-ta 

(Job-  TOP) 3:50 -at appk-only-ACC eat-!&??- PAST 

'At three fifty, John started to only eat apples.' (start > only) 

The sentence (6), as used in thls situation, means that John started to eat apples et 3:35, and 

that he ddn't start to eat anything else at that time. On this reading, "only apples" clearly 

has scope over "start."If "sbrt"had wide scope, (6) would mean that at 3:35, John started 

the following thing, i.e. eating only apples, which clearly is not the case in the situation 

described in (3, where John was eating not only apples but also bananas and oranges at 



3:35 (or a s m n d  later). On the other hand, (7) is intended to mean that at three fifty John 

s W  the following thing, i.e. eating only apples. Here, "only apples" is in the scope of 

"start." Note that John did not start eating apples at 3:50. He had started to do  so at 335. 

What he started to d o  at 3:50 is "eat only apples." In other words, what he did at 3:50 is to 

stop eating all fruits other than apples. The examples in (8) through (10) exhibit slmilar 

ambiguities with respect to the relative scope of the object and V2. 

(8) John-wa banana-dake-o tab-tuzuke-ta 

John-TOP tmuuuz-on fy-~ CC eat-continue- P A S T  

'John kept eating only bananas.' 

i) only > continue (Among many things John ate, it is only bananas that he kept 

eating (throughout the relevant time span).) 

ii) continue > only (John kept eating bananas, and he didn't eat anything else.) 

(9) John-wa niku-dake-o take-sugi-ta 

John-TOP meat-only-ACC eat-overdo- PAST 

'John overdid eating only meat.' 

i) only > overdo (Among many things John ate, it is only meat that he overate.) 

ii) overdo > only (For too long time, John ate nothing but meat.) 

(10) John-wa Emi-dake-o home-kake-ta 

John-TOF Emi-only-ACC praise-be about 13- PAST 

'John was about to  praise only Emi.' 

i) only > be about to  (It is only Emi that John was to praise. j 

ii) about to > only (It is praise only Emi that John was about to do.) 

Not all syntactic V-V compounds yield this kind of ambiguity, however. The  

sentences in (1 1) and (12) may only be interpreted in such a way that the object has scope 

over V2. 

(1 1) John-wa ringo-d&e-o tab.-wasure-ta 

John-TOP apple-only-ACC eal-forgct-PAST 

'John forgot to eat only apples.' 

i) only > forget (Among many things John was supposed to eat, it is only 

apples that he forgot to e a t )  

ii) *forget > only (It is eat only apples that Jchn forgot to do.) 



(12) Mary-wa gengogaku-no ronbun-dake-o kalu -0e- ta 

Mary-TOP ~inguistks-~~~paper.-oniy-A~~ write-finish- PAST 

'Mary finished writing only a linguistics paper.' 

i) only > finish (Among many papers Mary was supposed to write, i t  is only 

a gaper on linguistics that she finished writing.) 

ii) *finish > only (It was writing only a paper on linguistics that Mary 

finished.) 

It is not the case that the readings (1 1)ii and (12)ii are semantically anonlalous, because the 

intended meanings can be felicitously expressed by the following sentences, in which the 

embedded clauses have a knse/aspectual marker and a complementizer. 

(13) (cf. (1 1)) 
John-wa [ri ngedake-o kbe-ru no]-o wasure- ta 

John-TOP apple-only- ACC eat- PRES thd-ACC forget- PAST 

Lit. 'John forgot that eats only apples.' 

(What John was s u p p e d  to do was to eat only apples, but he forgot to do  so.) 

(14) ( c f . ( W )  
blary-wa [gengogaku-no ronbun-dke-o kak-u kotol-o oe-ta 

Mary- TOP linguistics-GEN paper-ady-ACC write-PRES thcrt-ACC finish- PAST 

Lit. 'Mary finished that writes only a linguistics paper.' 

(Mary finished the following thing, i.e. writing only linguistics papers.) 

The crucial difference between thc two classes of compounds seems to be that the 

class of compounds that do  not induce xopc ambiguity have a Control verb as V 2  (( 1 1) 

and (l2)), whereas those with ambiguity have as V2 either a Raising verb ((9) and ( 10)) or 

a verb ambiguous between Raising and Control ((4) and (8)). 



(15) h s i n g  vs. Control 
Rausing verbs Control verbs RaisinglControl verbs 

-sugi "do tm much" -wasure "forgetn .-hazime "begin" 

-k& "be abu t  to" -oe "finish" -tuzuke "continue" 

-owar "come.to.an.end"-age "completen -dm "start" 

- w s  nre-do" 

-sokonaw " fai 1 " 
(cf. Shibatani 1978; Nlshigauchi 19!33, etc.; Kageyama 1993) 

In other words, the subject in (1 1) and (12) is an argument of V2, controlling the implicit 

embedded subject (PRO), whereas the subject in (9) and ( 10) is an argument sf V 1 ,  raised 

to the matrix subject position. The subject in (4) and (8) is ambiguous between the two 

possibilities. 

There are several operational tests that can be used to determine whether a particular 

verb is a Rasing verb or a Contr.=l verb. Detailed discussions can be found in Nishigauchi 

(1W) and Kageyarna (1993). It is not necessary, for our purposes here, to repeat all of 

them. We will just mention two heuristic procedures. First, Control verbs typically have 
an external-8 role and an Accusative Case feature; while Raising verbs have neither (cf. 

Burzio's Generalization, Burzio 1986). Thus, Control verbs tend to have a simplc 

transitive use with an accusative object, but Raising verbs do not. This is shown below. 

(16) a. pureRaisingverb 

* John-ga sigoto-o kake- ta 

John-NoM job-ACC be.about.to- PAST 
Lit. 'John was about to job.' 

b. pure Control verb 

John-ga sigoto-o wasure-ta 

John-NOM job-.ACC forget- PAST 

'John forgot (to do) a job.' 

c. RaisingIControl verb 

John-ga sigoto-o hanme-ta 

John-NOM job-ACC stmt- PAST 

'John started to work.' 



Second, Control verbs require the referent of their subject to be something that caul be a 

controller, typically humans or  higher animals. This restriction does not hold for Raising 

verbs because the surface subject of the Raising construction is not an argument of the 

Rasing predicate. Thus, Raising verbs allow non-animate subjects as far as V 1 does, bct 

Control verbs do not. 

(17) Ame-ga hut-ta 

Rain-NOM falL-PAST 

Lit. 'Ram fell.' (It rained.) 

(18) a. p r i r e h s i n g v e r b  

Ame-ga hwi- kake-ta 

rain-NOM fd-be.a&r!~ to- PAST 

Lit. 'Ram was about to fall' (It was about to rain.) 

b. pure Control verb 

* Ame-ga huri-wasure-ta 

rain-NOM fa U-forget- PAST 

Lit. 'Rain forgot to fall.' 

C. Fhsing/Control verb 

Ame-ga huri-hazime-L 

min-NOM f d - s t a r t - P A S T  

Lit. 'Ram started to fall.' (It started to rain.) 

The results of the two tests can be summarized as follows. 

(19) Rrusing Control Raising/Con&ol 

T m s i  tive use * d d 
Non-animate subject d * d 

T o  conclude this subsection, we have found the generalization that the object in the 

h s i n g  construction may have either narrow or wid2 scope with respect to the Raising 

verb, whie the object in the Control construction may not have narrow scope with respect 

to hie Controi verb. 



1.2. Stative Compounds 

We considered non-stative complex predicates in the previous subsection. In this 

subsection, we turn our attention to stative complex predicates. Before beginning our 

discus5ion of the relative scope of the object and the stative V2, we need to make a short 

excursion into case marking of objects in Japanese. 

In Japanese, the object of a simple transitive sentence is marked with the accusative 

marker o when the predicate is non-stative ([-stative]), while i t  is marked with the 

nominative markdrga when the predicate is stative ([+stative]) (cf. Kuno 1973). In (20), 
the verb is [-stative], and the object must take the accusative marker. In (21), the verb is 

[+stative], and the object must take the nominative marker.3 

(20) Simple [-stative] predicates 

a. John-ga pin-o tabe-ni 

John-NOM pizza-A C C eat- PRES 

'John eats pizza.' 

b. * John-ga piza-ga tabe-ru 

John-NOM pizza-NOM eat-PRES 

(2 1) Simple [+stative] predicates 

a. * John-ga huransugo-o deki-ru 

John-NOM French-A C C capble- PRES 

'John is capable of French.' (John speaks French.) 

b. John-ga humsugo-g a deki-ru 

John-Noh1 French-N OM ixpvble-PRES 

The above examples indicate that non-stative verbs have the ability to license Accusative 

Case features, and stative verbs (stative predicates, more generally) the ability to l ice~~se 

Nominative Case features.4 

We will not be concerned here with exactly how the stativity is derined that is relevant in 
characterizing th; two classes of predicates in question. See Kuno (1973: Chapter 4) for 
discussion. 

4 Elsewhere (1994a), I have argued hat  stative predicates in Japanese in fact are lacking 
ability to license structural Case a1 together, and the Nominative Case of the nominative 
object is licensed not by a stative verb but by Tense. I will adopt this analysls later in this 
chapter. 



When the degree of the stativity of the predicate is an the borderline, c r  ambiguous, 

between [+stative] and [-stative], the object may be marked with either gsr or  o, the 

preference k i n g  determined by discourse factors including the meaning of the sentence 

itself (cf. Sugioka 1984: Chapter IV): 

(22) Borderiine cases 

a. ? John-ga huransugo-o wakar-u 

John-NOM French-A C C unakrstand- PR ES 

'John understands French.' 

b. John-ga h u a ~ s u g o - g a  wakar-u 
John-NQM Fretrch-NOM d e r s t a n d -  PRES 

The optionality of case mar _,ng can also be observed with a complex predicate consisting 

of a [-stative] predicate and a [+stative] predicate. This is illustrated in (23), with [-stative] 

verb h a s  "speak" and [+stative] verb ( r e  (potential, "canU).5 

(23) Complex prdcates:  [-stative]+[+stative] 

a. John-ga huransugo-o hanas-e-ru 

John-NOM French-A C C speak-can- PREs 

'John can speak French.' 

b. John-ga huransugo-ga hanas-e-ru 

J o h - N O M  F r e d - N  0 M speak-can- PRES 

Note that the potential verb is a Control predicate, thus it does not allow inanimate subjects: 

(24) *Arne-ga hur-e-ru 

Rain-NOM /&-can- PRES 

Lit. 'Rain is able to fall.' 

5 Here we only discuss one type of potential construction exemplified in (Z), i.e. the 
Potential of Ability construction with a nominative subject. See Nakayarnai & Tawa 
(1988), Okada ( 1989), and Koizumi (1990) for other types of potential constructions in 
Japanese. 



Returning to the issue of scope, Tada ( 199'2) observes that the accusative-marked 

quantified object "only the right eye" in (25)n is within the scope of the potential verb 

-(rar)e "can", whereas the nominative object in (25)b has scope over -(rar)e. 

(25) a. John-ga minime-dake-o tumur-e-ru 

John-NOM right.eye-only-A C C chse-can-PRES 

'John can close only his right eye.' 

I)  can > only (John can wink his right eye.) 

ii) ?*only > can (It is only his right eye that he c a  close.) 

b. john-ga mimme-dake-pa tumur-e-m 

John-NOM right.eye-only-NOM close-can- PRES 

'John can close only his right eye.' 

i) *can > only 

ii) onIy > can 

The same point can be made with the following pair of sentences, where the accusative 

object has n m o w  scope with respect to the ptential verb, whereas the nominative object 

has wide sc0pe.G 

(26) a. John-wa baabon-dake-o nom-e-ru 

John-TOP bourbon-only-ACC drink-can- PRES 

'John can drink only bourbon.' 

i) can > only (John can drink straight bourbon.) 

ii) ?*only > can (It is only bourbon that John can drink.) 
b. John- wa baabon-dake-g a nom-e-m 

John-TOP bourbon-only-NOM drink-can-PRES 

6 There seems to be two varieties of idiolects. Some speakers (including Tada and myself) 
find sentences like (25)a and (26)a unambiguous, with the accusative object taking narrow 
scope. Others judge them to be ambiguous. In the text, we focus on the grarnmar(s) of the 
former group of people. For the grammar(s) of the latter type of speakers, see note 14. 

The sentences in qtiestion allow the object wide scope reading for all speakers if the 
object is stressed or focused. The object wide scope reading in this case may be induced 
by scrambling o r  focus movement. Throughout the paper, we neglect weak secondary 
readings due to scra~blinglfocus movement, as  they have no crucial bearing on our 
discussions. 



i) *can > only (John can drink straight bourbon.) 

ii) only > can (It is only bourbon that John can drink.) 

Combining the observations of the present subsection with those of the previous 

one, we will cbtain the following table. 

(27) Facts to be explained 

Matnx Case of scope 
verb (V2) the obiect obiect > V 2  V 2  > object 

Raising Accusative J d 
Control A c c h v e  J * 
Stative Accusative * J 
Stative Nominative J 1: 

We will present an account of thls paradigm in tlie next section.7 

7 We have seen that the scope of the object with respect to V 2  differs depending on the type 
of V2. The scope of the subject, in contrast, seems to be invariable. The subject uniformly 
takes wide scope with respect to V 2  regardless of the type of V2. 'I'he subject narrow 
scope reading, if available at all, is very weak. Consider the following sentences. 

(i) a. Raising 
k - d & - g a  ringo-o tabe-sugi-ta 
Emi-only-Noh! apple-ACC eclt-overdo- PAST 
'Only Erni overate apples.' 
i) ?*overdo > only (It happened too many times that only Emi apples.) 
ii) only > overdo (It was only Emi who ate too many apples.) 

b. Control 
Emi-dake-ga syukush-o hi-wasure-ta 
E m i - o n l y - ~ ~ ~  aS$i~?t?nt?nt-~CC luutd.in- forget- PAST 
'Only Emi forgot to hand in the assignment.' 
i) *forget > only (???) 
ii) only > forget (It was only Erni who f o r g ~ t  to hand in the assignment.) 

c.  ambiguous between W s i n g  and Control 
Emi-dake-ga tingo-o tabe-hame-ta 
Emi-only- NOM apple-ACC eat-&??- PAST 
'Only Emi started to eat apples.' 
i) *start > only (The following thlng began, i.e. only Emi ate apples.) 
ii) only > start (It was onll Emi who started to eat apples.) 

d . Potential (stative Control) 
b.i-dake-ga pian0-01-ga hi k-e-m 
h i - N O M  piano-ACC/-NGM p@-cm-PRES 
'Un!y Emi can play the piano.' 



2. A Minimalist Account 

We have seen in $ 1.1 that the ol~ject of the Raising construction may take either 

matrix or  embedded scope. The  most straightforward way to derive this optionality within 

the minimalist framework is to hypothesize two potential Case-checlurtg pasitions for the 

object, one within the embedded domain, the other in the matrix domain.8 This is 

schematically shown in @)a. 

(28) a. h s i n g  b. Control c. Stative 

AGRoP AGRoP 

+ n 
AGRo' A- 

& 
AGRo' 

n 
AGRo' 

A 
AGRo' n 

VP AGRo 
A 

Acc n 
VP AGRo n 

AGRoP V 2  

AGRoP 
n 

AGRo' 
A'z n 

'!P AGRo 
L C  

AGRoP V 2  

n 
VP AGRo t A  

I AGRoP V 2  

A 
VP AGRo t 

Following the same reasoaing, it must be :he case i) that the c bject of the Control 

construction can only be Case-licensed in the matrix domain as  In ( B ) b ,  ii) that the 

accusativeobject of the Potential stative construction can anly be Case-licensed within the 

embedded domair; a s  in  (28)c,9 and iii) that the nominative object of the Potential 

i) *can > only (It  is possible that only Emi plays the piano.) 
ii) only >can (It is only Emi who can plsy the piano.) 

These exarn~les  suggest that the subject takes matrix scope not only in Control sentetaces 
but also in Raising sentence? as well. (There arc a few sporadic exceptions to th; z 
generalization.) 

Ar. implicit assumption here is that, either there is no QR, or  if QR does exist, it is clause- 
bounded in the strictest sense (i.e., QR does not cross a clause boundary ("extended 
projection" of V) whether it is tensed or  non-tensed). Cf. ICltahara ( 1992), Snyder & Pica 
( lw), a i d  Fox (Fox 1994). Sce also $3 .1  of the present chapter. 

9 The phonetically null embedded subject of the Control construction is licensed within the 
embedded domain, possibly in the Spec of VP. See Chapter Five for subject pasitions. 



construction can only be Case-!icensed in the matrix domain a$ in (2.8)~. The question then 

is, why is it that the object of the Control construction and the nominative object of the 

Potential construction cannot be Case-licensed in the Spec of the embedded AGRo? and 

why is it that the accusative object of the Potential construction cannot be Case-licensed in 

the Spec of the matrix AGRo? T o  answer these questions, we take a closer look at the 

derivations of these constructions. In 9 2.1, we briefly explain the version of Agreement- 

based Case theory assumed here. Then, in § 2.2, we discuss the, derivations of the three 

constructions under this theory. 

2.1. Three-layered Case Theory 
In Chomsky (1991; 1993b), the Case of an NP is licensed if the NP moves into the 

Spec of AGR and if a Case-feature bearhg element such as V o r  T raises to this AGR. 

Watanabe (1993:56) proposes that there is an additional process related to Case-chcchng. 

During the process of Case-checking, a new feature [F;1 is created in AGR, and AGR has to 

undergo further movement to a higher functional head to rkeck off thls [fl feature. An [F] 

feature created in AGRs needs to be chexked by C, and an [F] feature created in AGRo 

must be checked by T. For example, in (29), an [ '  feature is created in AGRo when the 

verb and the object enter into the chexking relation in the domain of AGRo at LF. The 

V+AGRo c,omplex then raises to T in order to have the [fl feature checked off. 

(29' Mary met john. 

[Accl [ A x 1  
Raising V to AGRo 
b s i n g  OB to Spec AGRo 
Accusative Case-checking, creating [F;1 in A GRo 

I Rrusing V-AGRo to T 
[El 

[Fj checked off 

If the [r;l feature created in AGRo is not checked by T, the Case checlung process will not 

be licensed. Thus, the Case feature of the object NP remains unlicensed, which in turn will 



cause the derivation to c m h ,  resulting in ungrammaticaii ty. The three-layered Case theory 

is motivated in part by Watanabe's observation that there is a correlation, in many 

languages, between the shape of C and the possibility of Nominative Case licensing, rind 

between the shape of T and the possibility of Accusative Case licensing. Thus, in the 

three-layered Case theory, T plays a crucial role in licensing Accusative C a e .  

One might wonder, at  this moment, what happens in languages like French, in 

which the main verb overtly raises to AGRs, and the object does not raise to the Spec of 

AGRo until LF. When Accusative Case checking takes place in LF, an [Fl feature is 

created in the trace of AGRo, as in (30). 

/'I 
AGRoP 

AGRoT OBi AGRo' 
A 

V AGRo 
/", 

VP 

Since AGRo has already raised to T ,  the [F] feature in the trace of AGRo can never be in 

the checking domain of T. Then the object in languages like French should not be able to 

bear Accusative Case, a clearly wrong prediction. One might take this to be a problem with 

the three-layered Case theory. It is not, howecer. The ra5onir.g above is based on  the 

tacit assumption that features such as an [FJ feature belong to a particular member of a 

chain, rather than to the whole (:hain. Although it is one of many logically possible 

assumptions, it is not the one adopted in the minimalist framework. In this framework, 

members of a chain are not syntactic cbjects by thenlselves, rather they are parts of a 

syntactic object, i.e. a chain (see Chomsky 1994 on this point). Thus it is a mistake to 

think of a syntactic feature as something belonging to a member of a chain. All features 

relevant to syntax belong to an entire syntactic chain, rather than to a particular member of a 

chain. Viewed this way, the [FJ feature in (3Q) is created in the AGRo chain, not in the 

trace of AGRo, hence it can be successfully checked off by T ,  as the AGRo chain is rn the 

checking domain of T. 

Returning to our central concern, I adapt the insight of Wabnabe's three-layered 

Case theury, and modify our Case theory as follows. Recall that in 84 of Chapter 2, I 



suggested that Case-checlung consists of two steps, i.e. copying of the Case-feature of a 

DP onto AGR, ai~d copying the Case-feature af V or T to AGR, if the two features are of 

the same type, the Case-chechng is sucze~siul; i t  is not otherwise. Thus, AGR has the 

information whether or not the Case-checlung that took place in the domain of that AGR 

was successful. Now suppose that at the LF interface level, i t  is checked whether all Case- 

checkings were successful in  order to cietennine whether or not all DPs are legitimate LF 

objects. To see if a Case-checking was succ.cssful, you need to look at the AGR in  whosc 

domain the checking took place, as I mentioned above. Crucially, however, AGR is 

semantically inert hence invisible at the L.F interface level. Thus, if  the int'ormation 

regarding whether or not a Case-checking was successful is stored only in AGR, you 

cannot m e s s  the information at the LF interface level, hence you cannot know if  i t  was 

successful, an obviously unwanted conclusion. Let us then suppose, following the spirit 

of Watanabe's (1993) three-layered Case-theory, that a Case-checking involves an 

additional third process. That is, supps that, after the Cawfeatures of a DP and V or T 

are copied onto AGR, the pair of the Case-features are copied (or transferred) from AGR 

onto a semantically active functional head such as T or C when AGR is in the chechng 

domain of the latter (T or C). 

Under this modification, the Case-licensing of a typical Accusative objcct consists 

of tne following three steps: i) copying of the Case-feature of the object DP to AGRo, i i )  

copying of the Case-feature of the verb to AGRo, and the copying of the pair of the Case- 

features, previously copied onto AGRo, onto T. These three processes are all done urder 

the structural condition of "being in the checlung domain" (e.g. the DP is in the chechng 

domain of AGR). I i  the p r  of Case-features in T are the same type, the object DP is 

considered to be Case-licensed (he~ce, legitimate in this regard) at the LF interface level. 

Now finally, to prevent the Case-features of AGRo from being copied onto C, let us 

assume that a lexical item (lexical category or functional catzgory) with an original (not 

copied) Case-feature constitutes an opaque domain for the purpose of feature copying. 

Thus, in the partial structure (3 1) created by successive head movement, if AGRo has a 

p r  of Case-features previously copied onto i t  from the object and the verb, they may be 

re-copied onto T, but not onto C because of the intervening T with an original Nominative 

Case feature. 10 

10 1 assume the following definition of interverzfion. 
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!':it$ this milch in  mind, let us consider derivations of the complex predicate constructions. 

2.2. Derivations 

We begin with the Raising construction. Suppose that the object raises to the Spec 

of the embedded AGRo at LF. For the reasons of locality discussed in Chomsky (1993b), 

V 1 must raise to the embedded AGRo before the object raises to its Spec, as shown in 

(32). 1 1 

(32) 
AGRoP 
n 

AGRo' 
A CAY 

OB V1 1 
I I 

The Accusative Case features of the object and the vero are copied onto the embedded 

AGRo. Subsequently, the p r  of the Case features are copied from the embedded AGRo 

1) a intervenes between X and Y iff a) or b). 
a) X contains a ,  and a contains Y. 
b) Y contains a ,  and a contains X. 

ii) X contains Y iff a segment of X dominates Y. 

11 In Chapter 7, we will ;ee evidence that verbs in Japanese ~aise to C in overt syntax. 



to T, when the embedded AGRo raises to the checking domain of T through successive 

raising of intervening functional heads, as shown in (33). Since Rasing verbs do not have 

their own Case features, V2 in the Raising construction does not block the feature copying 

from the embedded AGRo to T. 

A 
AGRo T 
A 

AGRo V2 
A 

V1 AGRo 

In this derivation, the object is Case-licensed in the embedded domain, hence takes 

embedded scope. 

Let us next conqider the derivation that yields the object wide scope reading. Note 

that the higher verbs (i.e. V2) of the three constructions we have been considering are all 

so-called Restructuring verbs. As noted in Rizzi (1982: Chapter I)  and others, modals, 

aspectuals, and motion verbs typically belong to this class cross-ling~~isticdly. Further, i t  

is generally agreed that Restructuring is an optional process. Miyagawa (19%) shows, 

using such motion verbs as iku "go"and ndru "comen, that Japanese also has productive 

Restructuring processes, and that they are optional. It seems then reasonable to assume 

that the modals and aspectuals we have been discussing optionally trigger Restructuring. 

The derivation of the Raising construction we have seen above then is that of when 

Restructuring does not take place. When Restructuring does apply, that is, when V 1 raises 

to V2 and has its Case-feature transferred to V2 without having it copied onto the 

embedded AGRo, the object DP cannot be Case-licensed in the Spec of the embedded 

AGRo, as the embedded AGRo does not have a matching Case. The object then has to 

move up to the Spec of the matrix AGRo, where its Case-feature is copied onto the matrix 

AGRo, and matched against the Case-feature copied from V2 (which has b r a  transferred 

from V1 as a result of Restructuring). The matrix AGRo enters into the checking relation 

with T when it adjoins to T, recording on T whether the two Case features are of the same 

type. This accounts for the object wide scope rfading of the Ransing construction. 

We now turn to the Control construction, which we saw has only the object wide 

scope reading. Let us first consider the case in which the object DP raises to the Spec of 



the e m M d e d  AGRo to have its Accusative Case reature checked against the Case feature 

of V1. The derivation gces in the manner exactly parallel to that of the derivation of the 

Raising construction without Reslructuring, and at a certain point we get the following 

partial structure, corresponding to (33) of Raising. 

(34) V2 = Control 

X T  
V2 AGRo 

The structure in (34) is minimally different 'rom (33) in that V 2  has an original Accusative 

Case-feature. Recall that we saw in $ 1.1 that the Japanese Control verbs in question have 

Accusative Czse features. Under the Case theory assumed here, for- the Case-licensing 

process between the object and the embedded AGRs to be f i n a l i d ,  the pair of Case- 

features previously copied to AGRo must be re-copied to T. It is possible in (33) but not in 

(34), because in (34) the embedded AGRo and T are separated by a category with an 

original Case-feature, i.e. V2, which constitutes an opaque domain for feature copying. 

For this reason, the cbject in the Control construction cannot be Case-licensed in the Spec 

of the lower AGRo, hence it never is able to take embedded scope. 

The only way for the object to be Case-licensed in the Contro! construction is to 

move to the Spec of the matrix AGRo, where its Accusative Case feature can be checked 

against the Accusative feature of the Control verb by both being copied onto the matrix 

AGRo. This derivation yields the object wide scope reading of the Control construction. l 2  

Finally, let us turn to the stative sentences with the potential ve;b as V2, in which 

the accusative cbject takes narrow scope with respect to the potential verb, while the 

12 In the Control construction, not only ihe object but also adjuncts obligatorily take wide 
scope with respect to V2. T o  the extent that the proposed analysis of the object widc scope 
reading is correct, this fact supports Oka's (1993a) claim that adjuncts need be Case- 
checked (in some sense). 



nominative object takes wide scope with respect to the potential V2. When Restructuriilg 

does not apply, the accusative object raises to the Spec of the embedded AGRo, where its 

Case-feature is copied onto the AGRo and compared with the Case-feature copied from V 1 

to the AGRo. Although the potential verb is a Contl-a1 verb, it does not have Accusative 

Case features because it is a stative verb. As we saw in 5 1.2, stative verbs in Japanese do 

not have Accusative Case features. Thus, in the potential construction, there is no 

intelvening structural Case bearer between the embedded AGRo and T. 13 The two Case- 

features in the embedded AGRo therefore can be copied to T successfully. 

When Restructuring applies, the Accusative Case feature of V 1 is absorbed by the 

potential verb. Thus, the object cnrlnot be Case-licensd in the Spec of the embedded 

AGRo. I t  must therefore ucdergo raising to a position where it can be Case-licensed. Thc 

Spec of the matrix AGRo is not an option this time, because the poteniial verb, being a 

stative predicate, does not have ability to license structural Case even if i t  absorbs an 

Accusative Case feature from V1 (see 5 1.2) (recall that in Japanese, stative predicates lack 

Acxusativz Case features). T h s  means that when Restructuring applies, the object with an 

Accusative Case feature cannot be Case-licensed. Hence, the accusative object is possi hip 

in the Potential construction only when Restructuring does not apply. Since the accusati~e 

object in this construction is Case-licensed in the Spec of the embedded AGRo when 

Restructuring aoes not apply, it takes narrow scope with respect to the potential verb. 14 

As for the nominative object, I have argued elsewhere (Koizumi 1994a), assuming 

Chomsky's ( 1 W b )  Case theory, that i t  is Case-licensed in the Spec of T. That is, when 

V1 undergoes Restructuring with the potential verb, the nominative object raises to the 

Spec of T. In the Spec of T, its Nominative Case feature is checked agaiast a Nominative 

Case-featurc of T. T in Japanese differs from T in English, French, etc. in that i t  may have 

more than one Nominative Case feature (cf. Ura l W a ,  and references cited there. See 

also Chapter 7). Thus, i t  can license the N~minative Case of the nominative object as well 

l3 1 *?.,me, foliowing Koizumi (1994). that stative predicates lack structural Case 
features altogether. Thus, they have neither Accusative nor Nominative Case features. 

14It might be the case that for those who find sentences like (25)a and (26)a ambiguous, 
stative predicates have ability to use an Accusative Case-feature if they get one from a non- 
stative prdcate. If  so, the Case-feature can be copied from the potential verb to the matrix 
AGRo, and matched against the Case feature copied from the object in the Spec of the 
matrix AGRo. This conjecture, if correct, may account for the idiolectal variation n'gted in 
note 6. 



as the Nominative Case of L3e subject. Since the Spec of T is higher than (the chain of) the 

pokntial verb, the nominative object always has wide scope with respect to the potential 

verb. 15 This account is not available for us if we assume that Case-checlung is always 

mediated by AGR as suggested in $4 of Chapter 2: T h e  Spec of T being outside the 

checking domain of AGRs, the Nominative Case feature of the nominative object in the 

Spec of T cannot be copied to AGRs. I would like to suggest the following minimal 

modification: Instead of moving to the Spec c f  T ,  the nomina.tive object adjoins to TP in 

LF. Since the TP-adjoined position is in the checking domain of AGRs under the 

definition of the checking domain given in Chomsky ( l w b ) ,  the nominative o5ject can 

enter into the checking relation with AGRs. Thus, the Nominative Case feature oC the 

nominative object can be copied to AGRs. It will eventually be re-copied to C along with 

the Nominative Case feature of T previously copied to AGRs. 16 

T o  summarize, I have shown that the scope facts we observed in 5 1 are readily 

explained by a version of three-layered Case theory couched in the minimalist framework 

3. Alternative Analyses 
In this section, we discuss how the scope facts in question might or  might not tx 

handled by theories such as  a Government-based Case theory in which the accusative 

object is Case-licensed !.I its base position as sister to a verb. 

15 When Restructuring does not apply, the nominative object probably cannct be Case- 
licensed. This is because, when it raises to the Spec of the embedded AGRo on its way to 
the Spec of T ,  its Case-feature is wrongly checked against the Accusative feature of V 1, 
which presumably yields ungrammaticality. 

16 ~ i k r n a t i v e l y ,  we might adopt Chomsky's (Class lectures, Fall 1994) suggestion that 
what moves in LF for the purpose of feature checking is not a category, but rather is a set 
of relevant features. Given this, the Nominative Case feature of the nominative object in 
Japanese adjoins to (or copied onto) the head AGRs in LF, without pied-piping the whole 
object 

Harley (1994) rather convincifigly shows that the nominative object in Icelandic 
occupies the Spec of AGRo at the point of SPELL-OUT. She then suggests that it is Case- 
licensed in that position (the Spec of AGRo) by the verb with a Nominative Case feature. 
If so, the nominative object in Icelandic and the nominative object in Japanese are Case- 
licensed in two different ways. Another possibility is that the overt object shift to the Spec 
of AGRo in Ic~landic is triggered by reasons other than Case (e.g. checlung of +features), 
and the nominative object raises to the TP-adjoined p s i  tion in LF (or the Nominztive Case 
feii0:re adjoins to AGRs), like in Japanese. 



If A and B in (35) hold, the object of the comp!ex predicate sentences should be in 

the complement domain of V2 at LF. Thus, following the standard assumption given in 

(35)C, it is expected that the object of the complex predicate sentences invariably takes 

narrow scope with respect to V2. 

(35) A: The object of the complex predicate sentences is Case-licensed in the 

complement p i t i on  of V 1. 

B: The object of the complex predicate sentences stays in the Case position 

throughout the derivation. 

C: The relative scope among elements reflects their relative heights in the LF 
representation (I.e., if a c-commands p, a may take wide so3p with 

respect to f3). 

This prediction is borne out only in the Po~ntial construction with the accusative object. 

The object wide scope readings of the other constructions remain without explanation. 

Thus, (at least) one of the three assumptions above (i.e. A, B, and C) must be abandoned. 

In the previous section, we saw that the minimalist framework, which does not assun'e 

(A), can provide a principled account to the scope facts in question. Since (C) is relatively 

well established in literature, and there seems to be no obvious simple alternative, we will 

not question its validity here. Instead we consider the possibility of discarding either (A) or 

(B) within a GB-type framework. 

3.1. Quantifier Raising 

In the standard GB thecry, (B) is discarded in favor of Quantifier Raising, whch 

adjoins a quantificational element such as a quantified NP to a clausal category (i.e. IP or 

VP) in LF (cf. May 1977; 1985). Under this analysis, the object of the Raising 

construction may be raised by QR either to the embedded clause or to the matrix clause, as 

shown in (36)a below (where CL stands for some clausal category such as VP). When the 

object is adjoined to the embedded clause, it has narrow scope with respect to V2, and 

when it is adjoined to the matnx clause, it has scope rJver V2. Thus, QR easily accounts 

for the scope ambiguity of the h s i n g  construction. 



(36) a Ihsing b. Control c. Potential 

The QR analysis has difficulty in accommodating the scape facts of the Contrcl and 

Potential constructions, however. In the Potential construction, the accusative object is 

obligatorily in the scope of V2. If QR can raise the object of this construction to the matrix 

domain as irl the h s i n g  construction, the object should k able to take matrix scope. To 

prevent this, it must somehow be guaranteed that QR does not nise the object out of the 

embedded domain in the Potential construction. Given that QR can freelv adjoin a QP to 

any clausal category, it is not easy to make sure of it. Although it has often been obsenred 

in literature that QR seems to be tensed-clause bound, this is not enough t~ constrain QR in 

this case, because the embedded clause in the Potential construction is not a tensed clause. 

The embedded clause does not even seem to have a Tense node. I t  is more like a VP than 

an IP. On the other hand, if we assume that QR cannot cross clause boundaries, tensed or 

untensed, we would then lose the way of malung the abject wide scope readings possibie 

in the Raising and Control constructions. The notion of "barnerW in the sense of Chornsky 

(1986b) do not help the account, either. For one thing, if the embeddtd clause of the 

Potential construction is a barner for movement, thereby preventing the object from being 

QRed to the matrix clause, any kind of movement out of the embedded ciause shouid be 

impossible, a clearly wrong prediction. The object can be scrambled to the sentence initial 

position without yieldng any kind of deviancy. Another problem with postulating a barner 

here is that if the embedded clauses of the complex predicate constructions are all barriers, 

QR should be prevented from raising the object to the matrix domain not only in the 

Potential construction but also in the Raising and Control constructions, again an incorrect 

prediction. Of course, i t  is not impossible to suppose that the embedded clause of the 

Potential construction, but not those of the other two constructions, is a barrier. Prima 

facie, there is no obvious reason for this assumption, however. Even if this problem can 

be resolved somehow, there is stil! a good season to believe that the Potential construction 

does not involve a barrier, as mentioned above. 



Even more problematic is the Control construction, where the object always takes 

matrix scope. Note that the problem we have with the Potential construction above is 

ensuring the locality of QR, i.e. preventing QR from moving too far. -4lthough we are 

currently unable to pin point the exact reason d h y  QR, but not scrambling etc., should be 

subject to such a strict locality condition in the Potential construction, the pattern of the 

problem itself is not an unfamiliar one. We observe similar (though not identical) locality 

conditions with respect to other types of movement such a s  wh-movement, scrambling, 

and head movement. In contrast, the problem we have with the Control construction when 

we take the QR approach is quite a different one. It seems as if we have to assume that QR 

must be long distance in the Control construction. Thas is a type of "an t i - !d i ty  condition" 

we have not previously encountered. All the familiar locality conditions state in one way or  

another that movement may not be too long. What we have to say in the case of the 

Control construction, on the other hand, is that OR may not be too short. Current syntactic 

theories, including GB theory, crucially d o  not have any theoretical device to cope with 

such situation. 17 

In short, if we are to account for the scope facts in question by way of QR, bite 

must explain why QR cannot be too long in the Potential construction and why QR cannot 

be too short in thc Control construction. The current syntactic theories cannot even begin 

to  provide answers t o  these questions. It  is  safe to conclude, therefore, that the QR 

approach does not seem to be a promising analysis of the a b v e  facts (cf. Kitahara 1992; 

Snyder and Pica 1994). 

3.2. Complex Control Predicates as Lexical Compounds 

In most syntactic theories including GB theory, the object is Case-licensed in the 

complement position of its 8-role assigner. Thus, if the complex predicate constructions all 

have a structure like (37 ,  as we have been assuming, the assumption (A) above (i.e. that 

the ob;xt of the complex predicate sentences is Case-licensed in the complement position 

of V 1) is inevitable. 

17 Furthermore, the "anti-locality condition" contradicts the generalization that QR is 
overwhelmingly clause-bound (Noam Chomsky, personal communic~tion). 
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On the other hanii, it is not totally inconceivable that some of the three constructions might 

Rave a different structure. In particular, if the Control ccastruction has a structure like 

(38), i.e. if a Control complex predicate :s a lexical compound formed prior to lexical 

insertion, it follows straightfonvardly that the object cannot take embedded scope, because 

there is no such thing as embedded clause in (38). 

Unfortunately, complex Control predicates are not. lexical compounds. As noted in 

Kageyama (1982; 1989; l w ) ,  lexical compounds (compounds formed in lexiccn) such as 

Mi-kom "wri te-insert"and tobi-ugm "jump-rise" and post-lexical compounds (compounds 

formed in the syntax, ~ncluding PF) such as kuki-huzime "write-begin" arid tobi-tuzuke 

"jump-continue" differ in several respects including the following: 

(39) i. The meanlngs of lexical compounds are opaque and must te learned 

individually (they tend to undergo semmtic drift and lexicalization), while 

the meanings of post-lexical compounds are completely transparent (they are 

interpreted straightforufardly in the functiocal-compitional manner). 
. . 
11. The productivity of lexical cornpoulids is relatively low, with idiosyncratic 

variations, whtbreas post-lexical compounds invariably are highly 

productive. 
. . . 
111. Syntactic phoces,-a; may access the first element of post-lexical compounds, 

but not the first ell:ment of l e x i d  compounds (lexical integrity). 

As an illustration of the third point, consider the following examples with sou si ("do so" j 

replacement. Sou si is a proform 0," a verbal projecuon such as VP. 

(40) Pro VP: (OB-ACC) + V 1 =+ s 90 si "do so" 

lexical compounds 
a. kalu-kom(ta) "write-intert" -+ *so0 si-kom(ta) 

b. tohi-agaflta) "jump-rise' - *so0 si-agar(ta) 

c.  nalu-yam(k) "cry-stop" - *so0 si-yam(ta) 



post-lexical compounds 

d .  kah-hazime(ta) "write-begin" -, soo si-hazime(ta) 

e. tobi-tuzuke(ta) "j urnpcontin~;e" -+ soo si-tuzuke(ta) 

f. nalu-kake(ta) "cry-'be about io" + soo si-kake(ta) 

In (40)a-c, the anaphoric element soo si "do so" is pait  of a lexical item. Their 

ungrarnmaticality may be attributed to a violation of the f-naphoric Island Constraint of 

Postal (1%9), which bans lexica! items containing an anaphoric element. This is an 

~nstantiation of a more gencral condition that syntax cannot access internal structure of 

lexical items (structural integrity of lexical items). An analogous distinction between lexical 

compou~ds  and post-lexical compounds can be. made with the honorific marlung on verbs 

o-V-ni nsr. The honorific marking is possible {jn the first member of post-lexical 

compounds but not on the first mernk i  fif lexit-A compounds. 

(41) Subject Honorification: o -Vl  -ni mar 

lexical compounds 

a. kalu-kom(ta) "write-insert" -B *o-k&-ni nari-kom(ta) 

b. tobi-agar(ta) "jump-rise" -r *o -tobi-ni nari-agar(ta) 

c. nala-yarn(ta) "cry-stop" -, *o-nalu-ni nari-yam(ta) 

post-lexical compounds 

d .  kalu-hazime(ta) "write-begin" -, o-kalu-ni nari-hazime(ta) 

e. tobi-tuzuke(ta) "jump-continue" -+ o -tobi-ni nari-tuzuke(ta) 

f .  nala-kake(ta) "cry-be about to"+ o -naki-ni nari-kake(h) 

Control complex predicates are post-lexical compounds armrding to these criteria. 

They are highly productive, their meanings are perfectly predictable, and they allow 

syntactic processes to access their first member. 

(42) Control complex preds -- )Pro VP: (OB-ACC) + V 1 soo si "do so" 

a. kaki-wasure(ta) "write-forget" ssoo si-wasure(ru) 

b. tobi-oe(ta) "jump-finish" + soo si-oe(ru) 

(43) Control complex preds -- Subject Honorif icaiioc: o - V1 -ni nar 

a. Ma-wasure(ta) "write-forget" o-kak-ni nari-wasure(ta) 

b. tobi-oe(ta) "jumpfinish" -, o-tobi-ni nari-oe(ta) 



From these considerztions, it is clear that Control complex predicates are not lexical 

compounds, hence andyses dong the lines of (38) are untenable. 

4. Consequences 

In  5 1 we have observed various scope facts of coinplex predicate constrl~ctions of' 

V 1-V2-Tense tyjx. Then in 8 2, we have presented an analysis cf them based on a version 

of three-layered Case theory. In this section, we will discuss several desirable 

consequences of the proposed analysis. 

4.1. Control Predicates without Accusatfive Case-features 

The following example is ambiguous in the same way a. the Raising sentences \ve 

saw in 6 I .  I :  the object may have either narrow or wide scope with respect t~ I12 (Yoko 

Sugioka, personal communication). 

(44) Y okewa huransu-ryuugaku-tyuu-ni pan-dake-Q ube-nare -ta 

Yo ko- TOP F pance-study.a broad-during -at brad-only - ACC cat-gel.used.to- PAS 7' 

'Yoko got used to eating only bread, while studying in France.' 

i) only > get.usd. to ( I t  is only bread that Yoko got used to eaiiilg while 

studying in France.) 

ii) gei.used.to > only (While studying in France, Yoko got used :o eating bread 

without having anything together.) 

The sentence when interpreted as i) may imply that Yoko didn't like any T d  other than 

hread In France. The sentence in the interpretation i i )  may indicate that she was 5 0  poor 

that she couldn't afford anything other than bread. We are tempted to conclude, from this 

observation, that V2 in this sentence, i.e. m e  ''get used to", is a Raising verb. That this is 

not comcl is shown by the fact thzt i t  does not allow inanimate subjects, a charaztsristic of 

Control verSs. 

(45) *Arne-ga huri-nare-ta 

Rain- NOM fall-get.used,to-fJ.-).4s~ 

'Rain got ltsed to falling.' 

Thus, (44) is a Control sentence [hat does allow the object narrow scspz reading. This is 

an exception to one of the gei~erdizatims we drew in 8 1 .1 ,  which is repealed below. 



(46) The object in the complex predicate construction obligatorily takes matrix scope 

if V 2  is a Control verb. 

Since our analysis presented in $ 2.2 is designed to account for (46) among others, 

the fact that (46) has an exception may seem to p s e  a problem for the analysis. This is not 

in fact the case. There is a crucial difference betweer, the Control sentences we considered 

in 8 1.1 on the one hand, and (44) on the other: While V 2  in the former (e.g. wasure 

"forget") has an Accusative Case feature, V 2  in the latter (i.e. w e  "get used to") does not. 

Thus, wusure for example takes an accusative object when used as an independent verb, 

but mre cannot do so. Nure takes a dative postpositional object instcad: 18 

18 There are two types of "dative" particle ni: a case marker and a postposition (Sadakane 
and Koizumi 1995). (i) is an example of the case marker rli, ~ n d  ni in (47)~  is a 
postposi tibn. 

(1) Mar~-ga John-n i hsusi-ta 
Mary-NOM J O ~ ~ - D A T  kiss-PAST 
'Mary kissed John.' 

An NP with the case marker ni may be associated with a floating numeral quantifier as in 
(ii)a, and may be passivized (at least in some cases) as in (ii)b. A n  N P  wi~h the 
postposition ni, in  contrast, capnot be the associate of a floating quantifier, nor does i t  
allow passivization, as shown in (iii). 

(ii) Case marker 
a. ? Mary-ga gakusee-ni 3-nin kisusi-ta 

Mary-NOM students-DAT 3-CF hss-PAST 
'Mary hssed three students.' 

b. John-ga Mary-ni lusus-are-ta 
John-NoM Mary-by kiss-Pass-PAST 
'John was kissed by Mary.' 

(iii) Postpsi tion 
a. * John-ga sigoto-ni 3-tu nare-ta 

John-NOM job-to 3-CE get,used.to-PAS?' 
'John got used to three jobs.' 

b. * Sono sigoto-ga John-ni nare-rare-ta. 
that job-NOM John-by g e t . u s d . ? o - ~ ~ s ~  
Lit. That job was gotten used to by John.' 

See Sadakane & Kclizurni ( 1995) for a detailed discussion orl this topic. 



(47) a. John-ga sigoto-o wasure-ta 

John-NOM job-ACC forget - PA S 7' 

'John forgot the job.' 

b. * John-ga sigoteo nare-ta 

John-NOM job-ACC get.used.to- PAST 

'John got uscd to the job.' 

c. John-ga sigoto-ni nare-la 

John-NOM job-to get. used.to. PAST 

'John got used to the job.' 

Recall that, in our analysis, it is the Accusative Case feature of V2 that prevents the object 

of the Control construction from being Case-licensed in the embedded clause. Thus, the 

analysis in fact does not predict that (44) holds. Rather it predicts the following. 

(48) The object in the complex prdcate constnlction obligatorily takes inatrix scope 

if V2 has a structural Case feature. 

Thus, the ambiguity of (44) is not a problem with our analysis. On the contrary, i t  

confirms the central claim of the analysis, that what forces the object to take matrix scope in 

the Control sentences we saw in § 1 . 1  is the Accusative Case feature of V2 .  In fact, we 

saw some examples in $ 1.2 of Control sentences that have V2 without an Accusative Case 

feature: the Potential sentences (25)a and (26)a. The potential verb rare is a Control verb 

without Accusative Case features, and the accusative object in the Potentlal conslruction 

takes enrbedded scope. Thc following is a list of some Control verbs that behave like IWC 

"get.used.ton with I xpect to Case and scope of the object. 

(49) Control verbs without Accusative Case features 

-narc "get.u&. to" 

-tuke " be.accustomed. to" 

-aki "get.tired.ofn 

-aw "do to each othern 

In short, the ambiguity of the Clontrol sentence in (44) turns out to be a piece of 

supporting evidence for the proposed irr:alysis rather than a problem. 



4.2. Tensed Embedded Clauses 

In the complex predicate constructions we have discussed, the Accusative Case- 

feature of V 1 must be copied to the ~natrix T via AGRG for the object to be Case-licensed in 

the embedded dor;;ain. This is because the matrix T is the only T in the construction. We 

have suggested that in the Control complex predicate construction like (50), the Accusative 

Case of V1 cannot be copied from the embedded AGRo to the matrix T because of the 

intervening barner created by the Control V 2  with an Accusative Case feature, and this is 

the reason why the object of V 1 cannz: take embedded scope.  the:^, i t  is expected that in a 

construction that is similar to the Control complex predicate construction, but has a11 

embedded T, the Accusative Case-feature of the object of V 1  can be copied to ;he 

embedded T via the embedded AGRo, hence the object can take embedded scope. This 

predictlon is in fact correct, as shown in (51). 

(50) John-wa ringo-dake-o &be-wasore-ta (= ( 1  1)) 

John- TOP apple-ody -ACC eal$orgd- PAS T 

'John forgot to eat only apples.' 

i) only :* forget (Among nlany things John was supposed to cat, i t  is only 

apples that he forgot to eat.) 

ii) *forget > only (It is eat only apples that lohr: forgot to do.) 

(51) John-wa [ri ngedake-o tabe-ru no]-o wasure-la 

John-TOP apple-only-ACC eat- PRES tbizt-ACC forget- PAST 

Lit. 'John forgot that eats only apples.' 

(What John was s u p p e d  to do was to eat only apples, but he forgot to do x.) 

Tile example in (50) is a Control sentence without embedded T. As we have seen, the 

embedded object cannot have embedded scope. The example in (5 l), on the other hand, is 

a Control sentence with embedded T, and i t  has an interpretation in which the object takes 

embedded scope. The English tmslatic;:! given in (5C,) has the embedded scope for the 

same reason, i.e. its embedded clause has an infinitive T.19 

19That the object of the English examples in (i) may take matrix scope might be due to LF 
Restn~cturing arialogous to the Restructuring in Japanese discussed in 5 2. 

(i) a. John promised to eat only apples. promise r only I only r p~omise 
b. John forgot to eat only apples. forget > only 1 only > forget 

(-rcontr'rute) 
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4.3. Multiple Embedding 

According to the present analysis, Accusative features copied to AGRo can bt: re- 

copied to T if that AGRo is in the checking domain of T and there is no intervening 

category with an origi~lal structural Case-feature. This is so regardless of how deeply the 

AGRo is embedded in the checking domain of T. Thus, suppose that there 1s a complex 

predicate sentence with multiple embedding such as (52). 

(52) [ ... [ ... [ ... [ ... [ ... [ ... [ ... OB ... Vl] AGRo] V2] AGRo ] V3] AGRo] T] 

After V raising, we obtan the following partial structure. 

A 
AGRo T 
A 

XAGRO 
AGRo V3 
A 

AGRo V2 
A 

V1 .4GRo 
I 

[Accl 

Here, the most deepiy embedded AGRo is ia the checking domain of T, hence Case- 

features copied to it from V I and the object may be copied to T unless 'd2 or V 3  has an 

original structural Case-feature. Thus, the object in (52) can k Case-licensed within the 

c. John expected to eat only apples. expect > only I' only > expect 

Interestingly, the object wide scope reading i~ lew natural when there is a matrix object. as 
shown in (ii). 

(ii) a. John promised Mary to eat only apples. prijmise > only / ??only > promise 
b. John expected Mary to eat only apples. ex,pect > orily / ??only > expect 

We will leave careful study of the English anstructions for fliture research. 



most deeply embedded clause if it moves to the Spec of' the AGRo of this clause. If V 1 and 

V 2  undergo Restructuring, and the Accusative Case-feature of V 1 is transferred to V 2  as a 

result of this process, then the object may be Case-licensed in the Spec of the AGRo in the 

inwrmediate clause. If all the three verbs undergo restructuring, the Accusative Case 

feature of V 1 becomes a feahre  of V3 (or a newly formed complex verb), and then the 

object may move to the Spec of the matrix AGRo to get Case-licensed. Thus, as long as 

V 2  and V3  d o  not have their own Accusative Case-features, the object of Y 1 may b@ Clase - 

licensed in any of the three clauses. Ai thotlgh it is difficult :o con: truct re!evant exanlples 

to confirm this prediction (for semantico-pragmatic reasons), the following sentence does 

seem to be three-way ambiguous with respect to the scope of the accusahve object. 

(54) John-wa banana-dake-o tabe-tuzukc-sugi-ta 

John-TOP banana-only-ACC eatcontinue-overdo-PAST 

'John kept eating only bananas too long.' 

i) only > overdo > continue (Among many things John kept eating, it is only 

bananas that he kept eating toc, long a time. 

ii) overdo > only > continue (John ate several h n d s  of fruits, among which it 

was only bananas he kept eating (throughout the 

relevant time span). J o t 2  did this too many 

times.) 

iii) overdo > continue >. anly (John kept doicg the following thing, too long a 

time: i.e. eating bananas and only bananas.) 

A related prediction is that if V 2  is a Control verb with an Accusative Caqe f'eaturp,, 

the object cannot have scope within the most deeply embedded clause, but it may take 

intermediate and matrix scope. Similarly, lf V 3  is a Control verb with an Accusative Case 

feature, the object can only take matrix scope. These predictions are indeed correct, as 

shown by the following examples. 

(55) V 2  = Control with [ACC] 

John-wa bananadike-o tabe-wasure-tuzuke-ta 

John-TOP banana-only-ACC eat-forgel -continue- - PAST 

'John kept forgetting to eat only bananas.' 



i) only > continue > forget {Among many things John forgot to eat, it is only 

bananas that he kept forgetting t.o eat (throughout 

the relevant time span).) 

ii) continue > only > iorget (John kept doing the fo l low~~lg  thing: i.e., 

"eat everything he is s~.?posed to eat, except that 

he forgets to eat banana?".) 

iii) * continue > forget > only (John was supposed to clo the following thing, i.e. 

eat only bananas. But he kept forgetting to do  so.) 

(56) '43 = Control with [ACCJ 

John-wa banana-dake-o tabe-tuzuke-wasure-ta 

John-1'OP banana-only- ACC eat-conn'nue- forget-PAST 

'John forgot to keep eating only bananas.' 

i) only > forget > continu:: (John kept eating everything except bananas, which 

he lorgot to keep eating. 

ii) *forget > only > continde (John was supposed to eat several kinds of fruits, and 

keep eating o d y  bananas among then  throughout 

the relevant ti-ne span. But he forgot to do  so.) 

iii) *forgee > continue > only (John was scpposed to keep doing the foilowing 

thing: i.e. eat only bananas. But he forgot to d o  so.) 

The a b v e  evidence makes a strong case for the pt-oposed analysis of the complex predicate 

cnnsrructions and for the version of three-layered Case theory assumed therein. 

4.4. Causa t ive  Cons t ruc t ions  

In syntactic causative constructions in Japanese, the causee may be marked either 

with the accusative case marker o or the postpsitian ni, as shown in (57). 

(57) a. 0-Causative 
hyomi-ga  Masami-o waraw-&?-la 

%yomi-NOM Masarni-ACC ~ ~ U ~ ~ - C A U S - P A S T  

'Ki yomi made Masarni laugh.' (or Ki yomi forced Masa to laugh.) 

b. Ni-Causative 

hyomi-ga  Masarni-ni waraw-ase-la 

fiyomi-NOM Masami-to laugh-CAUS-PAST 

'Kyomi made Masmi laugh.' (or I-Qyomi allowed Masami to laugh.) 



Under the current assumption:<, the two types of causative constructions have roughly the 

following structures, where EC stands for a tenseless embedded clause. For simplicity's 

sake, head movement is not indicated in the structures 20 

(58) a. 0-Causative (Raasing) 

Kiyomi-ga ~ G R ~ P  [ ~ p  [K Masami-o waraw] sase] AGRo ] ta 

r 1 
b . h'i-Causative (Control) 

Gyomi-ga M a m i i - n i  [EC PRO, waraw] sase-ta 

This amounts to saying that there are two homophonous causative -;:rbs. The causative 

verb in the o-causative takes two arguments, an agent argument arid a clausal argument 

clenoting a caused event, and it has an Accusative Case-feature. The causative verb in the 

ni-causative takes three arguments, Agent, Causee, and Event, and it lacks Accusative Case 

features. The causee in the ni-cauzative is associated with the postposition ni. 

(59) Causative verbs 

a. sasel: <Agent, Evenb  
[Am1 

b. sase2: <Agent, Causee, E v e n b  
I 

ni (PI 

That the ni-causative is a control structure is supported by the fact that, the ni- 

marked causee, like the controller in regular control constructions, must be mimate, as 

shown below. 

(60) Arne-ga hut-ta 

Rain-NOM fd- PAST 

Lit. 'Rain fell.' (It rained.) 

20 Harley ( 1995) proposes the same and ysis. 
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(61) a. Raising ( h s i n g  to Sub;wt) 

Ame-ga huri-su@-ta 

fain-NOM fak'-overdo-PAST 
Lit. 'Ran  overfell' (It mined too much.) 

b. Control 

* Arne-ga huri-wasure-ta 

rabl .NOM fall-forget- PAST 

Lit. 'Ram for;% to fall.' 

(62) a. @Causative (Fhsing to Object) 

I(l yomi-ga ame-o hur-ase-ta 

hyomi-NOM rain-ACC ~ ~ ~ ~ - C A U S - P A S T  

'IQyomi caused rain to fall.' 

b. Ni-Causative (Control) 

* Kyomi-ga ame-ni hur-ase-ta 

hyomi-NOM rain-to fd:-CAUS-PAST 

The  causee in i h ~  a cancative is C~se-l icensed in the matrix domain, as  the 

following passive example indicates, where the causee his k e n  passivized, becoming the 

surface matrix subject: 

(63) Masaml-gi  xi yomi-ni ,rott:) wmw-ase-rare-ta 

Masarr.i-NOM (&yomi-by) laugh-C,4US-~Ass-~As~ 

'Masami-was made to laugh (by Kiyomi).' 

The  "source" of this passive example is not a ni-causative sentence. Japanese has case- 

marker ni and postposition rai (cf. Sadakane and Koizurni 1995). An NP marked with the 

case-marker ni can be associated with a floating numeral qu~ntif ier ,  and car1 be passivized, 

whereas an  NP marked with the postposition ni allows neither. This is demonstrated 

below. 

(64) Case marker ni 

a. -%a gakusee -n i  kisusi-ta 

Mary-~obi s tudents-DAT kiss-PAST 

'Mary hssed three students.' 



b. ? Mary-ga gakusee-ni 3-nin kisusi-ta 

Mary-NOM students-D A T  3-CF kiss-Past 

'Mary kissed three students.' 

c. John-ga Mary-ni kisus-are-ta 

John-NOM Mary-by hss-Pass-Past 

'John was kissed by Mary.' 

(65) Postposi tion ni 

a. John-ga (sorio) sigoto-ni nare-ta 

John-NOM (that) job-to get.used. to-Past 

'John got used to the job.' 

b. * John-ga sigoto-ni 3-tu nare-ta 
J~hn-NOM job-to 3-CL get.used. to-Pat 

'John got nised to three jobs.' 

c. * Sono sigoto-ga John-ni nare-rare-ta. 

that job-NOM John-by get.used. to-Past 

Lit. That job was gotten used to by John.' 

As the following numeral quantifier examples show, the particle ni in the ni-causative IS a 

pstposi tion . 

(66) a. @Causative 
Kiyomi-ga Gakusee-o 2-ri wxzw-ase-ta 

Kiyorni-NOM student-ACC 2-CL laugh-CAUS-PAST 

'Kiyomi made two students laugh.' 

b. Ni-Causative 

* Kiyomi-ga Gakusee-ni 2-ri waraw-ase-ta 

Kiyomi-NOM student-to 2- CL laugh-CAUS-PAST 

Thus, the causee in the ni-causative cannot be passivized. As a further support for the 

conclusion that the passive in (63) consists of sue1 not of sue2, consider the semantic 

difference between the two types of the causatives. As shown by the translations in (57,  

the o-causative such as (57)a has a "forced" inkrpretation, while the ni-causative like (57)b 

has an "allowed" reading. The passivized causative sentence such as (63) only has the 

"forced" reading, suggesting that the o-causative, but not the ni-causative, can be 

pssivized. 



Having said thls much, let us now consider causatives of transitive verbs. Unlike 

thz cases like (53, where the embeddeA verb is an intransitive, when the embeaded verb is 

a transitive verb with an accusative object, the cause must be marked with r u .  

(67) a. Ki yomi-g a. Masami-n ii wain-o nom-ax-ta 
kyomi-NOM Masami-to wine-ACC drink-CAUS-PAST 

Xlyomi made M m i  drink wine.' 

b. * Kyomi-ga Wlasarm-o w i n - o  nom-ase-ta 

k yomi-NOM Masami- ACC wine- ACC drink-CAUS-PAST 

The example (67)a is amibiguous between the "forced" reading and the "allowed" reading, 

indicating that the causative verb there may be either suse 1 or  sme2. On the analogy of the 

intransitive o-causative sentence such as (57)a, one might expect that the causee in the 

transitive causative construction should be able to bear the accusative o. Thus,  the 

ungrammaticality of (67)b might come as a surprising. The  impossibility of examples like 

(67)b has been m u n t k d  for by a stipulation to the effect that there should be no more than 

one o-marked phrase within a single clause (the double-o constraint) (cf. Harada 1973; 

Kuroda 1978). 2 1 

The double-o constraint can now be derived from our Case-theory. T o  see how, let 

us examine the structures of the transitive causative constructions more closely. Under the 

current assumptions, one possible structure of (47)a is roughly as follows. 

(68) A 1 
K-ga [ ~ p  Mi-ni [vp [AGR~P(=EC) [vp PRO, wain-o nom] AGRo ] sase21 TI 

I 

When the embedded verb adjoins to the embedded AGRo, its i.ccusati?ie Case-feature is 

copied onto the AGRo. 'Nhen the embedded object raise5 Lo the Spec of the embedded 

21 T k  t d t i o n a l  assumption has been ;hat the causative constmctions have a mono-clausal 
strdcture at the w i n t  of derivation relevant to the double-o constraint. iJnder our 
L mnptions, the constmint may be paraphrased as the following. 

i )  The double-o constraint 
There should be no more than one accusative phrase within a single TP. 



AGRo, its Accusative Case-feature is copied onto the AGiCo. The pair of Accusative Case- 

features now in the AGRo will eventully be copied to T when the AGRo is in the chechng 

domain of T. This concludes the process of Case-liznsing of the embedded object. Let us 

next consitfer the ungrammatical f67)b, which has a structure like (69). 

(69) J I 
K-ga [TP ~ G R ~ P  [ v p  [ A G K ~ P  [ v p  M-o wain-o nom] AGRo] sasel] AGRo] TI 

When the embedded verb adjoins to the embedded A&BRo, its "2ccusative Crrse-feature is 

copied onto the AGRo. When the embedded object raises to tar Spi- af the embedded 

AGRo, its Accustive Cawfeature is copied onto the AGRo. So far a ~ ,  good. As a final 

step of the Case-licensing of the embedded object, the pair of Accusaive Case-features 

copied to the AGRo must be copied to T. This was possible in (68), but the same process 

is not possil~le in (69) because of the matrix verb with an Acctlsative Case-feature, which 

acts as an b;urier for the feature-copying fram the embedded AGRo to the rnatrix T. The 

example likt: (67)b is therefore ungrammatical. This is exactly parallel to the situation with 

the Control ~rnnstructions in which a Control verb with an Accusative Casz-feature prevents 

the embedded object from being Case-liensed within the enbedded domain. 

Sina: rhe embedded object in the transitive causative construction cannot be Case- 

licensed in t i e  Spec of the embedded AGRo for the reason just mentioned, it must s s s e  to 

the Spec of the matrix AGRo, as shown ih?low. 

K-ga [ ~ p  ~ G R ~ P  ['dp [ v p  M wain-o nom] 4GRo] sase l] AGRo] T] 
I I I 

The embedded object in this structure is successfully Case-licensed in the Spec of &he 

matrix AGRo, like the embedded subject in (%)a and the embedded object in the Control 

constructions. Now, the embedded subject in (70) is Case-less. If no:hi:lg happens to it, 

the structure yields ungrammat~cality. However, Japanese has a (p3ssibly language 

particular) special device which assigns the postposition ni 1. the Case-less embedded 

subject to save the structure (cf. Takezawa 1987). Thanks to the ni-insertim, the transitive 

causative construction with sasel is grammatical, giving rise to the surface string identical 



to the transitive causative construction with sase2. This is why (67)a above is amibiguous 

between the "forced" reading and the "allowed" reading.*? 

If the Accusative Case-feature of sasel in the transitive causative construction is 

absorbed by a passive morpheme, the embedded object can be Cue-licensed in the Spec of 

the embedded AGRo as in (71), bemuse there is no "barrier" for feature-copying any more. 

If the embedded subject bears Nominative Case, it can move to the matrix subject position, 

giving rise to the following passive sentence.= 

(72) Masarni-ga (k yomi-ni yoite) wai11-o nom-ase-rare-ta 

Masami-NOM (fiyomi-by) wine-ACC firink-CAIJS-PASS-PAST 

'Masami was forced to drink wine (by Kiyon~i).' 

Cf. *'Masixmi was allowed to drink wine (by Kiyomi).' 

This sentence has a "forced" reading but not a "allowed" reading, confirming the atove 

mentioned hypothesis that sme2 cannot be passivized (cf. K u r d  1%5). 

22 Thls account of the double accusative constraint can be exten?& to the whole class of 
causative con~tructions called "reduced causatives" In Watanabe (Im) (e.g. a type of 
Italian msative) ,  in which the embedded subject is marked with a !anpage specific 
oblique marker when tlre embedded verb is transitive. 

The claim that ni in (67;a is a postposition (rather than a case marker) under both 
the readings is support& by the fact that the caubee cannot be assoicated with a floating 
quantifier, as shown in (i)  (cf. Sadakane and K ~ i z u m i  1995). 

(i) * Kiyorni-ga gakusee-ni 3-~iin wain-o nom-ase- ta 
&yomi-NOM student-9 3-CL wine-ACC drink-CAUS-PAST 
'Kiyomi made three students drink wine.' 

23 For a recent dscussion of Japanese passive constructions in general, see Hoshi (1994). 



5. Conclusion 
In  this chapter, we have discussed complex predicate construclions in Japanese, 

a;~d observed that the embedded object has matrix or emtedded scope depending on the 

Case property of' the matrix predicate. The scope facts can be readily explained under our 

version of Agreement- based Case theory in which AGRo plays cn;cid rcle. The same 

array of' data cannot be naturally accounted fbr under GB-type analyses in which the object 

is assigned Case in its base-positio~. This constitutes strong supporting evidence for the 

hypothesis that Japanese has Agreement Phrases as chsracterized in the minimalist 

framework. It is highly unlikely that Japanese-learning children encounter the knd of data 

we have discussed. (In fact, I h.id never heard most of the examples with complex 

predicates used here until I made them up.) Furthermore, some of the crucial facts (e.?. the 

absence of the embedded sccpe reading of the object of Control verbs with an Accusative 

Case-feature) cannot be accessed without relying on negative evidence. Thus, i t  is fair to 

conc1uL;e that children do not learn the presence of AGR in Japanese from the type of data 

we used. Then, unless some evidence for AGR is found that is accessible to Japanese- 

learning children, we must conclude that Agreement Phrase is univerzal in the sense that 

Universal Graqmar is construed in such a way that every human ianguage has it. 





CHAPTER FIVE 

THE SPLIT VP HYPOTHESIS 

In Chomsky (1986b), a transitive sentence such as John cut .'he ornrzge was 

assumed to have a D-structure representation like ( 1). 

(1) [IP John INFL [vp cut the orange] J 

Among the most influential hypotheses proposed since then a b u t  thc architecture of a 

clause are the Internal Subject Hypothesis (Fukui and Speas 1986; Kitagawa 1%; Kdroda 

1988; Koopman and Sportiche 1991, among others) and the Split Infl Hypothesis (Pollock 

1989; Chomsky 1991). According to the ISH, the original position of the subject is VP- 

internal, as shown in (2). 

(2) [IP INFL [vp Johr. rut the orange]] 

Pollock (1989) proposes to ":>plitn Infl into two separate heads, T(ense) and AGR(eement). 

Chomsky (1991) argues that a single clause contains two (rather than one) Agreement 

Phrases, i.e. AGRsP and AGR.oP, separated by TP: 

Most empirical evidence for the ISH cited in literature suggests that there is a 

position lower than the Spec of IP, associated with the subject.1 Thus, Sportiche (1988) 

argues that the "~lmting" quantifier all in (4)a is associated with the trace ol' the subject, as 

in (4)b. 

(4) a. Themenwillallcutoranges. 
b. The men, will [[all ti][cut oranges]] 

1 In my opinion, the strongest argument for the ISH is n conceptual one, to which we will 
return in 9 3 . l .  



Nakayama & Koizumi ( 1991) point out that exami;lcs of this sort do not bear out 

the hypothesis that the base-position of the subject is within the VF dominating the verb 

and the object. The sentences simply indicate that the subject originates in a pcxition lower 

than its surface position. Nakayarna & Koizumi then present several pieces of evidence 

showing that the subject is "external" in the sense that its base-position is outside the VP, 

as showr. in (5)  (cf. Wililms 1980, 1981).2 

(5) [ ~ p  will [xp  John X [ v p  cut the orange]]] 

Hale & Keyser (1991; 1993) and Bowers (1993) reached a similar conclusioil oli 

independent grounds. 

Chomsky's (1991 ; 1993b) AGRoP analysis raises an interesting question regarding 

the relative order of AGRoP and the projection XP in (5): Does AGRoP dominate X P  as in 

(6)a, or does XP dominate AGRoP as in (6)b? 

(6) a- ~ G R ~ P  AGR [ x p  John X [ v p  cut the orange]]] 

b. IXP John X [ A G R ~ P  AGR [ v p  cut the orange]]] 

In this chapter, I will argue in favor of the structure (6)b. Farricularly, I will 

present evidence that the base-position of the subject is higher than AGRoP, though lower 

than TP (and projections of aspectual h v e ,  be, etc.). Thus, John cut the O T O P I ~ P  has 

roughly the following structure at the point of SPELL-OUT. 

The organization of this chapter is as follows. In 5 1,  I outline our proposal 

regarding the architecture of verb phrases. I t  is suggested that XP is a VP, and that the 

external argument originates in the specifier of this upper VP. This amounts to saying that 

the original position of the external argument is higher than ACiRoP. I call this proposal 

the SPLIT VP HYPOTHESIS. In $ 2, I discuss a set of empirical evidence that motivates the 

2 We will argue shortly that XP in (5) is the same XP as d e  discussed in Chapter 2 
through Chapter 4. 



Split VP Hypothesis. In § 3, I review major arguments brought forih for the standard VP- 

internal Subject Hypothesis, and show that they are mostly conlpatib!e with the Split VP 

Hypothesis. Finally in 9 4, I consider a possibility of eliminating Chomsky's (1993b) 

domain extension conve~tion given the Split VP Hypothesis. The Appendix provides a 

brizf review of recent literature which shares basic insights with us. 

1. A Split VP Hypothesis 

We have seen, in the preceding th .ee chapters, that there are (at least) two maximal 

prajections between VP and TP, i.e. AGRoP and XP: 

Infl material such as modal will, aspectual have, be, etc. occur between TP and XP. The 

object and the ECM subject are Case-licensed in the Spec of AGRoP. I n  this chapter, I 

address the question of what XP is and what i t  is for. 

Our suggestion is that XP is a VP for the subject: More precisely, the external 

argument of typical transitive clauses and unergative clauses originates in the Spec of the 

upper VP, labeled XP in the structure above. Let us call this proposd the SPLI?' VP 
HYPOTHESIS. Abstracting away somewhat, the upper V (Vu) is like an unergative verb 

such as h g h  in Marylaughed. I t  typically takes an agentive argument in its Spec jthc 

extenial argument DP) and an event-denoting argument as its complement (AGRP). The 

lower V ( ~ 1 )  is an event-denoting "unaccusative" verb such as um've in  Mary arrived. A 

transitive verb such as open in John opened the door consists of two verbs, a VU and a v I ,  

which are spe!led out as a single "word" open. Thus, John opened the door has a structure 

like (9). 



(9) a. John opened the door. 

/- 

AGRs' 

VUP 

VU' 
A. 

V 'J AGRoP 

the do]' 

Here I partially adopt Hale & Keyser's (1991 ; 1993) analysis of de-adjective verbs, 

according to which open starts as an adjective and incorporates into a verb. This particular 

point, however, is orthogonal to the Split VP Hypothesis, and has no crucial W n g  on the 

following discussion. 

Unaccusative open, as opposed to transitive open, is laclung the upper V. Thus, 

The door opened has a structure like ( 10). 



(10) a. Thedooropened. 

A 
AGRs' 

A 
AGRoP 
A 

AGRo' 

In English, the presence vs. absence of VU usually has no phonetic reflex. Thus, the 

transitive open assumes the same phonetic f o m ~  as the unaccusative open. In cases like the 

transitive raise vs. the intransitive rise, however, the presence vs. absence of VU is cued 

overtly. The distinction is more evident in other languages. Thus, we saw in Chapter 3 

that VU i.; spelled out as na in the case of m-:.lerbs in Zarma. 111 Malagasy, it is phonetically 

realized as an (cf. Hung 1988). In Japanese, the presence vs. absence of VU is signaled 

differently by various affixes, depending on "classes" of verbs, of which there are 

approximately sixteen. Some examples, taken from Jacobsen (1992), are given blow. 

(1 1) Unaccusative vs. Transitive Oppositions in Japanese 

Unaw,usati ve Transitive 

a. -0- -e- 

dc "open" ake "open" 

sizum "sink" sizume "sink" 

b. -0- -as- 

nar "ring" naras "ring" 

tob "fly" tobas "fly" 

c. -e- -0- 
ore "break" or "break" 

ure "sell, be sold" ur "sell" 



d .  -m- -e- 

agar  "rise" age "raise" 

hazimar "begin" h e m e  "begin" 

I assume with Hale & Keyser (1991 ,  1993) that sentences with an rlnergative verb 

actually contain two VPs. Thus, under the Split VP Hypothesis, the structure of .John 

laughed is esselltially as follows. 

(12) a .  John laughed. 

b. 
AGRsP 

A 
V u AGRoP 

k A 
AGRo' 

The  Split V P  Hypothesis receives initial support from the distribution of VP- 

adverbs shown below. 

( 13) a. * [polp Intentionally John will talk to her about it]] 

b. * John [Tp intentionally [ ~ p  will talk to her about it]] 

c. (?) John will [xp  intentionally [ x p  talk to her about it]] 

d. (?) J o b  will talk [vpintentionally [vp  to her about it]] 

e .  John will talk to her [vl intentionally [vf about it]] 

11s is generally assumed, a group of adverbs such as  intentionally (traditionally called VP- 

adverbs) occur in the VP-area (See Jackendoff 1972 for example). Thus, in (13)d and 



(13)e, the adverbs a3e  adjoined to VP and V', respectively. When a VP-adverb adjoins to a 

projection of a category other than V,  the sentence is ungrammatical as illustrated by ( 13)a- 

b. If  this generalization is correct, the grammaticali ty of ( l3)c may be taken to indicate that 

XP is a VP. The following examples point to the same conclusion. 

(14) a. Aaron kp(lx') secretly [>;p(ixl) gave the ring to her]] 

b. * Aaron gave [ A G R ~ P  secretly the nng to her]] 
c. Aaron gave the ring, [VP(IV') secretly [v~(ivl) ti to hcl,j 

Although the above consideration may not be decisive, i t  is at least suggestive. 

In  the next section, I will present evider~ce that the external argument originates in  

the specifier of the upper VP (= VUP = XP), in ; Jpport of the central empirical claim of the 

Split VP Hypothesis. 

2. Motivations for the Split VP Hypothesis 

This section discusses motivations for the Split VP Hypothesis. 

2.1. Quantifier Float 

The first evidence for the Split YP Hypothesis (SVH) comes from the distrib~~tion 

oC Coating quantifiers. As argued in Sportiche (I%), quantifiers such as all may be 

associated with an NP-trace. Thus, in (15), all indicates the original position of the 

"derived object" and the derived subject.3 

Maling (1976) observes that floating (stranding) of all is possible only if  there is a phrase 
following the quantifier that can be semantically reasonably associated with the NP the 
quantifier binds: (Tk examples in this note are all taken from Maling 1976) 

(i) a. * 1 a\,v the men all yesterday. 
b. * I faund John and Mary and Sue, all. 

(ii) a. I found John and Mary and Sue all sitting on a park. 
b. She had failed her friends all in the same needless way. 

I assume with Mailing that the constraint in question is semantic in nature, rather than 
purely syntactic. Floating quantifiers in Japanese discussed below in the text are not 
subject to such constraint. Floating/st~mding of both seems to be less restrictive 

(iii) a. I found John and Mary, both. 
b. I visited Lond~n and Paris, both. 



(15) a. I gave ~ G R ~ P  the books, [vp all ti tv to John I] 
b. The books, were given [\!p dill ti tv to John] 

c. Becky put the books all on the proper shelf. 

d. Thebookswereputaonthepropershelf .  

I f  the external argument, as well as the internal argument, originates in the VP lower tnan 

AGRoP as commonly assumed in literature (the standard Internal Subject Hypothesis), 

sentences such as (16)d,e and (17)b,c should be grammatical, for the trxe of the subject is 

allegedly adjacent to all, as shown in (18) (Recall that, as we have seen in Chapter 2 ,  both 

the verb and the objecuthc ECM subject overtry raise in English; 

(16) a. The men &l will have given a book to John. 

b. The men will &I have given a book to John. 

c .  The men will have given a book to John. 

d. * The men will have given all a book to John. 

e. * The men will have given a book 4 to John. 

(17) a. The men &I believe him to be a liar. 

b. * The men believe &I him to be a liar. 

c. * The men believe him all to be a liar. 

( 18) The structure of ( l6)e under the standard ISH: => wrong prediction 

The men, will have given [ A G R ~ P  a bookj [vp all t; tj to John]] 

Under the Split VP Hypothesis, on the o:her hand, this problem does not arise: As  

shown in ( 19), the verb is in the head of the upper VP at the point of SPELL-OUT, and the 

original position of the subject (i-e. the Spec of VuP) is higher than the surface position of 

the verb, hence there is no trace of the subject below AGRoP. 

(19) The structure of (l6)e under the SVH: ==> correct prediction 

*The men, will have [vup tj given ~ G R ~ P  a b k j  4 [VIP tj to John ]] J 

Thus, the examples in (16) and (17) collectivelq AOW that the base-position of the external 

argument is higher than AGRoP, and lower than TP and the projection of aspectual /lave, 

as is expected from the Split VP Hypothesis. 

The same point can be made in Japanese. In Japanese, a numeral quantifier (NQ; 

may occur either within or outside its host NP. When it  is within the host NP, an N Q  is 



markeu with Genitive no. When it is outside the host NP, i t  assumes a "bare f ~ r m .  " This 

is exemplified in (20) (CL stands for a classifier). 

(20) a. NP-internal Numcral Quantifier 

[ ~ p  [NQ 3-ninl-no gakuseel-ga piza-o tabeta 

3-CL-Gen students- Nom pizza-Acc nde 

Three students ate pizza.' 

b. NP-external Numeral Quantifier 

[NP gakuseel-ga [NQ 3-nin] yiza-o tabeta. 

students-Nom 3-CL pizza-Acc a& 

Three students ate pizza.' 

I t  is widely assumed that an NP-external NQ and its host NP comprise a constituent, 

possibly a DP (cf. Karnio 1977; Terada 1990; htahara lW2, among others.). This is 

demonstrated by the following coordination and cleft sentenc;.es:4 

(21) a. [[Gakusee-ga 3-ninl to [sensee-ga 2-rill luta - 
[[students- Nom 3-CL] and [teachers- Nom 2- CL]]  came 

Three students and two teachers came.' 
b. John-ga [rplza-o 2-krel to [hanbaagaa-o l-tu_l] tabeta - 

John - Nom [[pizza- Ace 2- CL j and [hamburger- Acc I - CL]] ate 

'John ate two slices of pizza and one hamburger.' 

(22) a. Rza-o tabeta no-wa [aakusee-ga 3-nin] cia. 

Pizza-Ace ate NE-Top students-Nom 3-Ck Cop 

'It's three students that ate pizza.' 

b. John-ga tabeta no-wa rplza-o 2-kirel da. 

John-Nom ate NL,- Top pizza-Acc 2-CL Cop 

'It's two slices of pizza that John ate.' 

4 See Kitahara (1992) for a proposal concerning the internal structure of [NF-case NQ]. 
See Myagawa (1989) and Ueda (1%) for an alternative analysis that NQ and its host NP 
do not form a constituent, but they are subject to a strict locality condition. The text 
discussion on the Split VP Hypothesis will remain unaffected if the alternative view turns 
out to be correct. We will return to this issue in Chapter 7. 



In (23)a and (24)a, the NQ and its host NP are separated by an adverb and a dative object, 

respectively, yet the sentences are grammatical. This (as well as a number of other pieces 

of evidence) shows that the subject and the direct object in Japanese can overtly rnclve 

(scramble) to the specifier positions of AGRsP and AGRoP, respectively, "stranding" a 

numeral quantifier. The siructures of the sentences in ( 3 ) a  and (24)a are given i n  (23)b 

and (24) b . 

(23) a. Gakusee-ga k~noo 3-nin p~za-o tabeta 

strcdents-Norn yesterdav 3-CL pizza -AN de 

Three students ate pizza.' 

b. [ A G R ~ P  Gakusee-gaj [ A G R ~ I  kinm [ v p  [ tj 3-a~n]  . . . ) I ]  
students- Norn yesterday 3 - CL 

(24) a. John-ga p a - o  M q - n i  2-hre ageta 

John -Nom pizza-Acc M q - D a t  2- CId gave 

'John gave two slice; p i z~a  to Mary.' 

b. John-ga [ A G R ~ ~  plza-oi [ A G R ~ ~  [ v p  Mary-n~ [ i l l  [ tj 2-kire] ... l]]]  
Johri-Norri pizza -Acc M q - l h t  2 - CIA 

Now, if AGXoP were higher than the base-psition of the subject, (25) should be 

grammatical, since the sentences could have a structure like (26), in which the trace of  the 

subject and the NQ form a constituent.5 

(25) a. * Gakusee-ga piza-o 3-nin tabeta 

students-Norn pizza-Acc 3- CL a& 

Three students ate pizza.' 

b. * Humsu-in-ga hanataba-o 2-ri Mary-ni age ta. 

French -peoplt*-Nom bouquet-Acc 2- CL Mary-Dat gave 

Two Frenchmen gave a bouquet to Mary.' 

(26) The structure of (25)a under the standard ISH => wrong prediction 

[AGRSP Gakuse-gai ~ G R O P  pin-oj [VP [ !i 3-ninl [v' tj ..I111 
studenrs - Nom pizza -Acc 3 - CL 

5 See Kuroda ( 1980; 1983) and Haig (1980) for earlier discussions on sentences like (25).  



On h e  other hand, the Split VP structure correctly niles out (25): as shown in ( 27 ,  Under 

the SVH, the trace of the subject and the NQ in (25) cannot be a constituent even if  the 

object undergoes scranbling.6 

(27) The structure of (25)a under the SVH ==> correct prediction 

* ~ G R ~ P  Gakusee-gai [vup tj ~ G R ~ P  p i ~ ~ - o j  3-nin [vlp tj . . .]]]I  
students- Nom pizza -Acc 3- CI, 

Nok that, as pointed out in Miyagawa (1989), i t  is not porsihle to rule out ( 2 3  by 

postulating a surface filter like (B), because it wrongly bars sentences such as (29). 

(28) * NP-ga NP-o NQ 

(29) Kinoo, tekihee-ga ano hasi-o 3-nin watatta. 

vesterday enemy soldiers-Nom thatbridge-Acc 3-CL crossed 

'Yesterday, three enemy soldiers crossed that bridge.' 

(adapted from Miyagawa 1989: 4 1) 

The crucial diffeience between (25) and (29) is that in  (25) the subject bears an Agent-role, 

a typical 8-role for the external argument, whereas in :?9) the subject bears a Theme-role, a 

typical 8-role for the internal argument. Hence, the surface subject in (29) is an internal 

argument originating in the lower VP (i.e. VIP), thus there is a trace of the subject within 

V~P,  adjacent to the NQ. The sentence is therefore grammatical. 

1 assume that the target d scrambling is always a projection of AGR. Thus. the structure 
(i) in which the object is adjoined to VUP or TP, is impossible. 

( i )  * ~ G R ~ P  Gakusee-gai [TPIVUP piza-oj [TP!VUP ti 3-nin [ A G R ~ P  ... tj ...I]]] 
students-Nom pizza -Acc 3- CL 

This assumption about a landing site of scrambling may be derivable from a natural 
interpretation of Full Interpretation (cf. Chomsky 1994: 3 1). For example, if  some 
constituent adjoins to a "semantically active"category, say TP, as in ( i ) ,  a new tern1 of TP 
is created in addition to the ~riginal one. The new TP wiil remain even if  the scrambled 
category is undone in LF. Of the two terms of TPs, only one receives interpretation as TP, 
and the other one, being superfluous, is left uninterpreted. This will violate the principle of 
Full Interpretation. The same problem does not arise when the tixget of scrambling is a 
"semantically inert" category such as AGRsP. An adverb may adjoin to a semantically 
active categry because in that case the lower segmcrit i; interpreted as a semantic argument 
of the adverb, and the higher segment receives a usual interpretation. 



To summarize, (25), tr.gether with (B) ,  (24) and (29), suggests that in Jagacese, 

as in English, the original posltion of the external argument is higher than AGRoP, as 

predic;ed by the S V H . ~  

2.2. Relativized Minimality 

I'n some languages, both the subject and the object (may) move to specifier 

positions of Agreement Phrases in overt syniax. Icelandic is a case in point (see Jonas and 

Bobaljik 19%; Collins and TMnsson 1993, and the references cited therein). We saw in  

Chapter 2 and Chapter 3 that English and 2am.a also belong to this class. Under the 

standard Internal Subject Hypothesis, such 2 serlccnce schematically has a structure like 

(30). 

The subject raises to the Spec of AGRs, and the object to the Spec of AGRo. These 

movements are motivated by morphological reasons such as ciieclung of NP-features and 

V-features. Two questions arise: ( i )  Why is i t  pssiblz for the object to move past the 

subject in the Spec of V (A-Specifier), apparerltly violating Relativized Minimality (RM) of 

Rizzi (1990) (or Minimal Link Condition (MLC) of Chomsky and Lasnik 1993)?~ 

Similarly, why is it possible for the subject to move past the object in the Spec of AGRo? 

(ii) I f  movement across A-specifiers is possitle as in (30) why is i t  not possible f ~ r  the 

object to go to the specifier of the higher AGR, as in (3 I ) ?  

7 ~ h e r e  are languages in which sentences superficially similar to (25) are acceptable. In  5 
3.5, we will argue that such sentences are not counterexamples to the SVH. 

8 The same problem arises in Chomsky's (1993b) analysis of LF object shift in English 
and other languages. 



By way of answering these questions, Chomsky (1993b) suggests shapeniiig the 

notion of "distance" relevant tc RWMLC a$ in (3?.). 

(32) If  a,  #3 are irr the same minimal domain, they are equidistant from y. 

Given this, the Spec of AGRo and the Spec of V are equdistant from the position of the 

object, after V adjoins to AGRo as :n (33)a. Thus, il the object raises to the Spec of 

AGRo, it does NOT count as crossing the Spec ef Y. 

After the movement of AGRo-V to T, the Spec of T and the Spec of AGRo are equidistant 

from the original position of the subject, hence the subject can raise :.? the Spec of AGRs 

through the Spec of T without violating the Relativized Minimality condition as adapted in 

Chomsky (1993b) (RMIMLC). (31) is still impossible because thc object movement to the 

Spec of T crosses the Spec of V, which is not equidistant with the Spec of T frqm the base- 

position of the object, in violation of RMIMLC. 

We can appeal to the same mechanism to ensure that the two objects in the double 

object construction raise to the correct p s i  tions: the Goal object to the Spec of AGRio, and 

the Theme ~bject to the Spec of A G R O : ~  

After V adjoins to AGRo, the Spec of AGRo and the Spec of V are equidistant from the 

original position of the Theme object. Thus, the Theme object ma:, raise to the Spec of 

9 In Q 4 I discuss an alternative to (34) which would allow us to dispense with (32) 
entirely. 



AGRo past the Goal object in the Spec of V. After the AGRo-V complex adjoins to 

AGRio, the Spec of AGho and the Spec of AGRo are equidistant from the VP-internal 

positions. Hence, the Goal object can move to the Spec of AGRo, shpping the Spec of 

AGRo. The derivation analogous to (31) is not possible for the same reason as ( 3  1) is 

impossible. In general, movement shpping two or more specifier positions of different 

heads is not possible (unless "excorporation" head movement is allowed). 

Now, i f  the subject is generated within the VP d~minated by AGRoP as is 

commonly assumed, the double object construction should have a structure like (35). 

Here, the subject crosses the Spec of AGRo and the Spec of AGRo, the latter of which is 

riut equidistant with the Spec of T from the original position of the subject. Similarly, the 

God object crosses the Spec of AGRo and the Spec of V. The Spec of V, of course, is nor 

equidistant with the Spec of AGho from the original position of the Goal object. (35) is, 

therefore, a violation of RMIMLC. Nevertheless, the double object constructions are 

grammatical in many languages including English, Zarma, and Icelandic (cf. Chapter 2 and 

Chapter 3, see Collins and Thrdinsson 1993 for Icelandic). This strongly indicates that the 

subject in fact originates in a position higher than AGRoP and AGRioP, as shown in 

(36). lo 

(36) .1 I 
~ G R S Y  [TP [ V ~ P  SU [ A G R ~ ~ P  ~ A G R ~ P  [VIP Goal Theme I]]] 

t I t I 

This is what we expect under the Split VP Hypothesis, but is problematic under the 

standard Internal Subject Hypothesis. 

There is a more serious problem with the standard Internal Subject Hypothesis with 

respect to RMJMLC. We saw in Chapter 3 that Zarms transitve sentences wit11 a nu verb 

10 For this very reason, Collins and Thdinsson (1993) propose a biclausal analysis of the 
DOC similar to our Split VP analysis. 



have a partial structure like (37)b. Structures like (37)b have been p r o p s 4  and defended 

for other languages as well (Mahajan 1990 for Hindi: Bobaljik 1992 for Inuit; Bobaljik and 

Carnie 1944 for Irish, to name just a few). 

(37) a. a ria hansoo kar. 
he NA thedog kut 

'He beat the dog.' 
b. . . . [AGROP hmsooi karj [VP tj ti 1 

the dog ha 

The problem with this malysis is that, since the verb raises only to AGRo in overt syntax, 

if the original position of the subject is within the VP lower than AGRoP as in (38) below, 

the subject should not be able to raise past the object in the Spec of AGRo because of 
RMIMLC. 

Thus, the grammaticality of sentences with structure like (37)b suggests that the sub-ject 

originates in a position higher than AGRoP. This is then ailother piece of evidence in favor 

of the Split VP Hypothesis over the standard Internal Subject Hypothesis.11 

2.3. Participle Agreement 

As we have seen in ?j 5 of Chapter 2, participles in French agree with their derived 

subject such as the surface subject of a passive sentence or an unaccusative sentence. The 

relevant examples are repeated below. 

11 incidentally, Chomsky's (1993b) version of RMIMLC, together with the Split VP 
Hypothesis, provides z plausible answer to the question of why the number of internal 
arguments is limited to maximally two (cf. Hale and Keyser 199 1 ; 1 W). As we have seen 
above, at most two arguments may A-move out of a VP. Therefore, if three or more NPs 
occur in the lower VP, one of them has to remain in the VP. This leads to a Case Filter 
violation (or its equivalent in the minimalist framework) unless it is Case-licensed VP- 
internally by some special mechanism (e.g. applicative constructions in Bantu languages, 
cf. Marantz 1950). 



(39) a. Les livres de Jules Verne ont tous dtk imprim6s/*imprime. 

the books of have all been published 

b. 11s sont d6ja pa~%sl*part.~. 

they rge already left 

Fzed on a series of work by Kayne (e.g. Kayne 1985b; 1989), Chorrsky (1991) suggests 

that the participle agreement w u r s  becavse, when an N P  moves from a VP-internal 

psition to the Spec of A G h ,  it does not move in one fell swoop, rather it moves through 

the Spec of AGRo, as shown in (40). 

A participle does not agree with external arguments such as the subject of a 

tm-sitive szntence ilr an unergative sentence, as shown in (41) (Kayne 1985b). 

(41) a. Jeanne a repeint/*repeinte la table. 

have repainted the table 

b. 11s ont ril*ris. 

they have laughed 

If the s u b j ~ ~ t s  in thme examples originated in a position lower than AGRoP, the participles 

should bear overt agreement features. For this reason, Kayne (I%%), following Hoekstra 

(19841, suggests that these subjects are base-generated in the specifier of aspectual have 
(uwir in French), where they receive their 0-roles from hveluvoir. However, as pointed 

out in Branigan (1992), this analysis is problematic in several respects. Te mention jusi 

one, a floating quantifier associated with the subjcct may occur to the right of apectual 

h e :  

(42) The men will have aU finished their work by then. 

Assuming Sportiche's (1988) theory of quantifier floating, (42) indicates that the subject's 

original position is lower than (the specifier of) havelavoir, contrary to Kayne's analysis. 

The Split VP Hypothesis can accommodate both the facts about participle agreement 

and the facts a b u t  quantifier floating. Under the SVH, the subject of a transitive clause 



and an unergative clause originates in the specifier of the upper V (VU) .  Since V" is 

outside AGRoP, the subject need not, in fact cannot, stop by at the Spec of AGRo. Thus, 

there is no participle agreement with external arguments. At the same time, the Spec of V u  

is to the right of (i.e. lower than) hmelawir, hence floating quantifiers may follow them. 12 

2.4. Chain Condition 

The final piece of evidence for thz Split VP Hypothesis to be Ciscussei here comes 

from hzzi's Chain Condition. As required by Condition A of the Binding Theory, thc 

Japanese reciprocal otagai 'each other' has to be locally bound. I f  otagai is not c- 

commanded by its intended antecedent, the sentence is ungrammatical, as shown in (43)b. 

The sentence will become grammatical if the antecedent NP scrambles to the sentence-initial 

position, from which it  can c-command the reciprocal. This is shown in (43)c (cf. Saito 

1W;Tada 1993). 

(43) a. John to Bill-ga otanai-no sensee-o ni hansita. 

John and Bill-Nom e.0. -Gen teacher-Acc criticized 

'John and Bill criticized each other's teachers.' 

b. * m a i - n o  sensee-ga John to Bill-o hihansita. 

e.0. -Gen teacher-Nom John and Bill-Acc criticized 

' Each other's teachers criticized John and Bill. ' 
c. John to Bill-oi otanai-no sensee-ga ti hihansita. 

John and Bill-Acc e.0. -Gen teacher- Nom criticized 

' L ~ h n  and Bil!, each other's teachers criticized.' 

In these sentences, otagai is a part of an arw.ment. When otagai is an argument by itself, a 

different picture emerges. Compare (44) with (43). 

(#I a. John to Bill-ga otanai-o hihansita. 

John and Bill-Nom e.0. -Acc criticized 

'John and Bill criticized each other. ' 

12 Sportiche (1990) contains a similar argument. 



b. * W a i - g a  John to Bill-o hi hansi ta. 

e.0. -Nom John a d  Bill-Acc criticized 

' Each other criticized John and Sill. ' 
c. * John to Bill-oi otaaai-ga ti hihansita. 

John and Bill-Acc e.0. -Nom criticized 

'John and Bill, each other criticized.' 

(&)a, like (43)a, is a typical example of a grammatical sentence with a r e c i p r d .  (44)b, 

as (43)b, violates Condiuon A. In (44)c, B in (43)c, 'John and Bill' locally binds otagai, 

satisfying Condition A. Thus, (44)c should be as grammatical as (43)c, contrary to fact. 

The ungrarnmatidity of (44)c is readily accounted for by the Chain Condition, 

originally proposed in Chomsky ( 1981 :333) and modified by k7zi ( 1986: 66) as (45) (see 

Snyder 1992 for an application of this condition to various languages). 

(4.3 Chain Condition 

C = (al . .  .an) is a chain iff, for 1 s i < n, ai is the local binder for ai+l. 

For 'John and Bill' and ti in (44)c to form a chain, 'John and Eill' has to be the closest 

binder for ti. I-Iowever, this is not the case, because there exists a closer binder otagai, 

between 'John and Bill' and Zi. The sentence thus violates the Chain Condition, hence 

ungrammatical. (43)c does not have this problem, as o&zgai does not c-command ti in this 

sentence. 13 

13 (ia) is acceptable for many speakers of English, and (ib) for all speakers. 

(i) a.  John seems to himself to be clever. 
b. They seem to each other to be clever. 

It seems that morphologically complex anaphors are immune to the Chain Condition. See 
hzzi  (1986) for  discussion. Japanese otagd 'each other' is morphologically simplex 
except that the polite marker o- is attached to the stem tagai. 



The same point can bc: made by using indirect and direct objects, as demonstrated in 

(46) and (47). The (b) sentences are derived from the corresponding (a) sentences by 

scrambling the direct object across the indirect object. 14 

(46) a. ?* Nlary-ga ota~ai-no atarasii sensee-ni John to Bill-o syookaisikl. 

A4ary- Nom e.0. - Gen new teacher- Dnt John nrtd Bill -Acc iritradrrced 

'Mary introduced John and Bill to each other's new teachers.' 

14 Some speakers accept (47)b. Miyagawa (199%) argues that such idiolects allow, in 
addition to the structure in (47)b, the structure in ( i )  in which the base-position of the 
Theme object is higher than that of the Goal object. 

(i) Mary-ga [vp John to Bill-q [VI ota~ai-ni tv]] syookaisita. 
Mary-Nom John and Bill-Acc e.0. -Dat introduced 

According to Miyagawa, the dative Goal phrase is an NP (or a DP) when its base-position 
is higher than the accusative Theme object, whereas i t  is a PP when it is base-generated 
next to the verb. This is consistent with the thematic hierarchy assumed in  this thesis, 
repeated here as (ri). 

(ii) Agent > Affected Goal >Theme > Unaffected Goal 

Affected G a d  role is assigned to the first DP object in the double object construction such 
as (iiia), for example. Unaffected Goal role, in contrast, is assigned to thc PF in the dative 
construction such as (iiib) (cf. note 23 of Chapter 2). 

(iii) a. John gave a watch. 
b. JohngaveawatchtoBill. 

See also Sadakane & Koizunii (1995) for a detailed discussion on the dative DP and the 
dative PP in Japanese. 

Miyagawa (199%) further observes that even those who accept the Japanese 
example in question reject (ivb) with the indicated interpretation. 

(iv) a. ? Mary-ga gakusee-oi otaqai-no sensee-ni ti 2-ri syookaisita. 
Mary-Nom student-Nom e.0.-Gen teacher-Dat 2-CL. introduced 
'Mary introduced two students to each other's t~qchers. ' 

b. * Mary-ga gakusee-oj otwai-ni 2-ri syookaisita. 
Mary-Nom student-Nom e.0.-Ed 2-CL intmduced 
'Mary introduced two students to each other.' 

In (iv), the floaiing numerai quantifier sigrids the presence of the trace of the accusative 
object c-commanded by the da:ive ob:ect, which in turn yields a violation of the Chain 
Condition in (ivb). 



b. Mary-ga John to Bill-oi otagai-no atarasii sensee-ni ti syookaisita. 

Mary-Nom Johri and Bill-Acc e.0. -Gen new teacher-Dat 'ntroduced 

(47) a. * Mary-ga otagai-ni Job to Bill-o syookaisita. 

Mary-Nom e.0. -Dat John and Bill-Acc introduced 

'Mary introduced John and Bill to each other. ' 
b. ?* Mary-ga John to Bill-oi ota~ai-ni ti syookaisita. 

Mary-Nom John and Bill-Ace e.0. -Dat infroduced 

(&)a and (47)a are  in violation of Condition A ,  while (%)b and (47)b ~ i i i i s fy  Lhe 

condition. Unlike (&)by (47)b fails to conform to the Chain Condition: ti is locally bound 

by otagai with an independent 8-role, rather than by 'John and Bill'. The  passive cases 

below further exemplify this point. 15 

(48) a. * W a i - n o  sensee-ga John to Bill-o nagutta 

e.0.-Gen teacher-Nom John and Bill- Acc hit- Past 

' Each other's teachers hit J o h  and Bill. ' 
b.  John to Bill-gai otagai-no sensee-niyotte ti nagur-are-ta 

Johrt and Bill- Nom e.0.-Gen teacher-by hit- Pass- Past 

'John and Bill were hit by each other's teachers.' 

(49) a. * W a i - g a  John to Bill-o nagut-ta. 

e.0. -Nom John and Bill-Ace hit- Past 

'each other hit John and Bill. ' 

l5 Like many adpositions, niyotte does not prevent the NP it attaches to  from c- 
commanding a constituent outside the PP. Thus, in (i) kare 'he' c-commands Johfz, 
yielding a Condition C violation. 

(i) * Mary-ga karei-niyotte Johni-no okusan-ni syookai-sare-ta 
May-NOM he-by John-GEN wve-to introduce- PASS-PAST 
Lit. 'Mary was introduced by himi to Jobnits wife. 

Mamom Saito (personal communication) notes that the ungrammaticality of the 
following unaccusative example may also be due to a violation of the Chain Condition. 

(ii) * Gakusee-gaj otagai-ni tj 2-ri butukatta. 
sludents-NOM e.0.-DAT 2-CL bumped 
T w o  students bumped into each other.' 

Here the NQ is used to force the non-agentive unaccusative interpretation. 



b. * John to Bill-gal o t a ~ - n i y o t t e  ti nagur-are-b. 

John arui Bill-Nom e.0. -by hit- Pms- Pas.! 

'John and Bill were hit by each other. ' 

Now consider the following examples. 

(50) a. John to Bill-ga Mary-ni otaaai-o syookaisita. 

Jo.hn and Bill-Nom Mmy-Dd e.0.-Acc introduced 

'John and Bill introduced each other to Mary.' 

b. John to Bill-ga otagai-oi Mary-ni ti symkaisita. 

John and Bill-Nom e.0.-Acc Mary-L)ac introdwed 

In (-W)b, otagai has been scrambled to the Spec of AGRo. Under the standard ISH, this 

sentence has the structure in (51). 

(51) The structure of (50)b under the standard ISH ==> wrong prediction 
~ G R ~ P  John and Billi ... ~ G R ~ P  o w a i j  ... [VP ti.. . tj.. . I  

I I 

(51) is essentially the same struchre as (44)c, (47)b, and (49)b in relevant respects, with 

otagai intervening between 'John and Bill' and its tract: ti. Thus, if the structure in (51) 

were correct, (50)b should be as ungrarnmatid as (4t)c, (47)b and (49)b, an obviously 

wrong prediction. On the other hand. if the base-position of the subjext is higher than 

AGRoP, the acceptability of (50)b is not, a problem, since the sentence will have the 

structure in (52j, which obeys the Chain Condition as well as Binding Conditiol,;. 

(52) The structure of (50)b under the SVH => correct prediction 

L G R s p  John a n d m  .. . [vp  ti.. . LGR"P 0tapi; ... [VP. , . t'. . . ] 
I I I / 

Thus, the fact that ( 9 ) b  is perfectly acceptable is another piece of supporting evidence for 

the SVH. 



3. Arguments for the Internal Subject Hypothesis Revisited 

W e  have seen that the Split VP l!ypothesis has a number of empirical and 

theoretical advantages over the standard Internal Subject Hypothesis. In this section, we 

consider if and how the arguments prescnted in the literature for the standard Internal 

Subject Hypothesis can be accommodated under the Split VP Hypothesis. 

3.1. Simplification of €)-marking 

One advantage of the Internal Subject Hypothesis over the traditional view that the 

subject is outside the VP throughout the derivation, is that it simplifies the way 0-roles are 

assigned. That is, under the Internal Subject Hypothesis, all 8-roles, including the one for 

the "external argument", are assigned ui~iformly under the s i s t e i h ~ o d  relation with 

projections of the verb. Under the traditional view, on the other hand, something special 

has to be said a-bout the 8-marlung of the subject. This conceptual motivation for the ISH, 

which seems to be shared by most proponents of it, is explicitly stated in Fukul ( 19%) 

with a detailed discussion of problematic aspects of 0-marlung in the traditional way. 

The idea that all arguments of a verb are generated within i t s  maximal projection, is 

not only compatible with, but also one of the core assumptions of,  the Split VP 

Hypothesis. Recall that the logic of our arguments for the Split VP Hypothesis is as 

follows: There is evidence that the base-psition of the subject is higher than AGRoP, 

which in turn dominates the base-positions of the verb and the object. If all arguments of n 

verb are generated within the maximal projection oJ' the verb, then there must be two 

separate verbs within a clause, one for the subject above AGRoP, and one for the object 

below AGRoP.16 In this sense, the Split VP Hypothesis is not an alternative to the ISH, 

but rather is a new proposal about clause archtecture based on the ISH. 

3.2. INFL as a Raising Category 

Raising verbs such as seem are so  called because their surface subjects are 

supposed to be raised from the subordinate clause, as shown in (53). 

16 One might say that the postulation of two verbs in a single clause is counterintuiiive. 
However, speakers of a language d o  not have intuitions about their grammar. They only 
have some judgments arising from interractions of various components of he i r  cogni ti vc 
system, the grammar being one of them. Thus non-linguists d o  not have "intuitions" as to 
whetherspeaks, for example, is one lexical item (V) o r  two (V+AGR). It is a theory that 
determines it. 



(53) John, seems [ti to sleep all the time] 

Seem is traditionally analyzed as raising verb for the following reasons. 

(MI 1.  seem imposes no selectional restrictions on its subject; 
. . 
1 1 .  seem can take expletive it as subject (it seenls that John sleeps ail t t ~  tirne) 

or non-expletive subjects as in (53). 
... 
111. seem allows as its subject an NP licensed by the predicate of the clause 

embedded under it: 

weather it (it seems t~ rain a lot) 

idiom chunks (the cat seems to be out of the bag) 

existential there (there seems to be a grifin on the 22nd level) 

(adapted from Kwprzn qnd Sportiche 1991)  

These properties indicate that seem does not assign an external 8-rde. Koopman Sr 

Sportiche f 1991) point out that those elements that occur in the INFL area such as modals 

(e.g. will) and auxiliaries (e.g. aspectual have) have most of these properties. 

(55) i. will does not assign an external 8 -role; 
. . 
11. will allows as subject an NP licensed by the predicate of the clause 

embedded under it: 

weather it (it will rain) 

1Aom chunks (the cat will be out of the bag) 

existential there (there will be a grifin on the 22nd level) 

(adapted from Koopman and Sportiche 199 1 

From this, Koopman & Sportiche (1991) conclude that lNFL elements such as will are 

raising categories, hence their surface subjects originate within their complements (their 

Wm),  as in (56). 

(56) Johni will [ti win the race] 

This aspect of the Internal Subject Hypothesis is crucially incorporated into the Split 

VP Hypothesis, as is evident from (57). 



(57) Johni will  up ti winv I ~ G R ~ P  the rae j  [vlp tv tj]]] 

Thus, the I NFL-a$-a-r;iising-category argument is an argument for both the standard I SH 

acd the Split VP version of the internal subject hypothesis, i.e. the SVH. 

3.3. VP Coordination 

VP coordination sentences such as (58)a have been a long standing problem for 

theories of coordination and extraction. 

(58) a. The boys will [[write a book] and [be awarded a prize far it]] 

b. The boys, will [[write a book] and [be awarded ti a pr ix for it]] 

Under the traditional analysis in which the external argument is base-generated in the Spec 

of Infl, (58)a has a structure like (58)b, in which only one of the two mrdinates contains a 

trace bound by the surface subject. This structure is problematic at least in two respects. 

First, i t  violates the Coordinate Structure Constraint, which prevents movement from one 

conjunct in a coordinate structure, unless movement also cxcurs from the other conjunct 

(Ross 1%7; Williams 1977b; 1978). Second, in this structure, the surface subject position 

has to be a 8- and a 8-bar position simultaneously, since the first conjunct (active VP) 

requires that the Spec of Irdl be a 0-position, while the second, passive, VP requires that i t  

be a 0-bar position. Burton & Grimshaw (1992) and McNally (1992) suggest that these 

problems will be solved if we adopt the ISH. Under the ISH, (-%)a will have an "S- 

structure" representation like (59), in whicn both coordinates contain a trace of the subject. 

This structure obeys the CSC, and it does not have the 010-bar conflict because, under the 

ISH, the Spec of Infl is uniformly a 0-bar position. The VP coordinate sentences such as 

(58)a therefore can be considered a piece of supporting evidence for the ISH, Burton $L 

Gri mshaw (1 992) and McNall y ( 1992) argue. 

As some reader< may have noticed, this argument again does not bell apart the 

standard ISH and the SVH, because under the latter hypothesis, each of the two conjuncts 

in (58)a involves our upper VP (VuP), which contains a trace of the surface subject, as 

shown in (60). 



(60) The boys, will [[vup ti write a book] and [be [vup awarded ti a pn7x for it]]] 

3.4. Reconstruction Effects 

In (61)a, the reciprocal can be construed either with the matrix subjtxt or with the 

embedded subject. This suggests that the fronted NP may be "reconstructed" either to the 

intermediate trace position (ti'), or to the trace in the embedded clause (ti) .  

(61) a. [ ~ p  Which friends of each other], did they say ti' that we should talk to ti? 

b. [vp Talk to friends of each otherli, they said ti' we should not ti. 

(adapted from Huang 1993) 

In  (6 1) b: on the other hand, the reciprocal can only be construed with the ern bedded subject 

(cf. Barss 1986). Since we know, from (61)a, that the fronted constituent can be 

"reconstructedn t9 its intermediate trace position, the unambiguity of (61)b is somewhat 

mysterious. Huang (1993) suggests that facts like these have a straightforward explanation 

under the ISH. Given the ISH, the "S-structure" representation of an English sentence 

contlns rz trace of the subject in the VP. When the VP is fronted as in (61)b, the subject 

trace is fronted with it. Thus, whichever trace position the VP is reconstructed to, the VP- 

internal subjxt trace is always the local binder of the reciprocal. The sentence is therefore 

unambiguous (see also Takano 1995). 

The same stwry can be told within the Split VP Hypothesis, because, given the 

SVH structure of English, what is fronted in (61)b is VUP, which contains a trace of the 

subject. Besides, there is a plausible alternative analysis of this contrast by Barss ( 1986) 

that does not re!y on VP-internal subject traces. 17 

3.5. Quantifier Float 

Probably the most well-known argument for the ISH is the one given in Sportiche 

(1988), based on the distribution of floating quantifiers. We have already seen, in 2. I ,  

that the facts about quantifier floating in fact favor the SVH over the standard ISH. To 

repeat a relevant example, the ungrammaticality of (62) shows that there is no subject trace 

below AGRoP. 

l7 See Barss ( 1986: 203ff.) for details of his Chain Binding account of the contrast in 
(61), based on his theta-compatibility requirement. 



(62) *Gakusc*-ga [ A G R ~ P  p i z . 9  [vp 3-nin ti tabeta]] (cf. (2%) 

students-Nom pizza-Acc 3-CL ale 

Three students ate pizza.' 

As has been noted by ma:,) researchers, however, there is conflicting evldence 

(Mprez  1989; Speas 1991 ; Jonas and Bobaljik 1993, to name just a few) Consider the 

following sentences. 

(63) a. Navajo 

Dink dibk @ 'ahay6i bee dah616 

Navajo sheep many to-them hale 

'Many Navajos have sheep.' 

b. Icelandic (Jonas and Bobdjik 1993) 

f g z r  mdudu stdkamir husii) g& raua 

yesterday p P Q C m d  the. boys the.house all red 

'Yesterday all the boys painted the house red' 

Speas (1991) and Jonas & Bobaljik (1993) argue that these sentences have a structure like 

(64), supporting the ISH. 

This argument is simple, hence it is potentially a very strong argument for the standard 

ISH. However, there are alternative analyses of the examples like (63). 

One possibility is that floating quantifiers in languages like Navajo and Icelandic are 

different from those quantifiers that fall under Sport~che's theory. The  analysis in (64) 

crucially assumes that t 'dd 'many' and allir 'all' must be adjacent to the trace of their host 

NPs at the point of SPELL-OUT. However. this assumption is not necessarily warranted. 

If these quantifiers belong to the type of quantifiers that d o  not require adjacency to their 

hosts or  their traces in overt syntax, then thz sentences like (63) do not prove that there is a 

subject trace below AGRoP. in  this connection, the following point is suggestive. Korean 

has two types of tloating numeral quantifiers (NQ). One type of NQ consists of a numeral 

and a classifier (Num-CL), and the other type, a numeral, a classifier, and a case marker 

(Num-CL-Case). The  first type of NQs are like those in Japanese in that they nnderlyingly 

form a constituent with their host NPs, hence whenever they are separated from their host 



NF%, they are associated with a trace of the hosts. The second type of NQs, on the other 

hand, do not form a constituent with their host NPs (in overt syntax), and they have freer 

distributions than those in the first graup.18 Thus, quantifiers of the first type, when 

associated with the subject (trace), may not occur to the right of the object (65)a (cf. 

Japanese (62) above), b ~ ;  quantifiers d the seci:zd type can (6% b19. 

( 6  a. * Haksayng-i chayk-ul seu-myeng saessta 

students-Nom book-Acc three-CL bought 

Three students bought a book.' 

b. Haksayng-i chayk-ul seu-myeng-i saessta 

students-Nom book-Acc three- CL- Mom bought 

(same as above) 

If the floating quantifiens in Navajo and Icelandic are iike the second type of quantifiers in 

Korean (or ambiguous between the first and the second type), the sentences in (63) ase on a 

par with (65)b and hence uninformative about the base-position of the subject. 

Another conceivable analysis of (63) is that in languages like Navajo and Icelandic, 

there is another AGR type projection above VUP, as shown in (66). 

[AGRSP SUi [TP ti' [AGROP OBj [ V ~ P  [Q ti1 L A G R ~ P  tj' [VIP 3 11111I 

If so, in these languages, subjezt-otiented quantifiers may occur to the right of the object at 

the pint  of SPELL-OUT, as in (63). 

4. Can the Domain Extension Convention Be Eeiminated? 
In Chomsky (1993b), the domain of a head X is first defined as everything 

dominated by (a segment of) its maximal projection XP. ?'he definition is later lh1odified so 

that, when X raises to the next head up, say Y,  the domain of X extends to include 

everything dominated by (a segment of) Y P. There are two motivations for this domain 

l8 I t  may be that the second type of NQs adjoin to their host NPs in LF for the purpose of 
Case-(andlor +feature) licensing (Mamoru Saito, personal communicatio~~). 

19~hank.s to Keun-Won Sohn for help with the examples in (65). 



extension convention. First, in Chomsky's (1993b) Case theory, the object NP is Case- 

checked in the Spec of AGRo bv V. According to his first definition of the domain, 

however, the Spec of AGRo is not in the chechng domain of V,  hence V cannot enter into 

the checlung relation with the object there. Under the revised definition, the Spec of AGRo 

is in the checlung domain of V after V adjoins to AGRo, thus the desired checking relation 

can be established. Second, he assumes a clause structure in which the object has lo cross 

the subject o r  its trace on  its way to the Spec of AGRo. This  movement violate:s 

Relativized Mnimality as proposed in Ri7zi (1990), thus it should be ruled out. To solve 

this problem, Chomsky proposes the notion of equidistance given in (32) above, which 

does :he intended job o i ~ l y  r~rlder the revised definition of the domain. 

Given the theory of Case and phrase structure developed in this thesis, the 

motivation for  the domain extension convension is significantly weakened. I t  is 

unnecessary for the purpose of Case chech.ng if we adopt the Case theory suggested in 4 4 

of Chapter 2, in which Casechecking between the object and the verb is done by copying 

the Case-features of the object and the verb onto AGRa. In this theory, the objcxt and the 

verb d o  not enter into the checking relation directly, rather they effectively enter into 

checlung relation by both being in the checking domain of AGRo. Furthermore, given the 

Split V P  structure, the domain extension convention plays no  role in allowing the 

movement of the object to the Spec of AGRo in a mono-transitive sentence. The only place 

we seem to need the convention is the double object construction. In the analysis of the 

DOC suggested in this thesis, which is repeated in (67) below, the Theme object moves to 

the Spec of AGRo across the Goal object in the Spec of ~ 1 .  

If this structure is correct, the DOC should be ungrammatical without the domain extension 

zonvension and equidistance. Since we are almusi in a position to eliminate the domain 

extension convention, it would be instructive ts, consider an alternative analysis of the DOC 
that does not rely or1 the domain extension convention. 



An obvious and the only alternative analysis I can think of is to "split" the lower 

verb into two separate verbs, say Vm and vI, a\ shown in (68) (TP is not indicated for 

brevity's sake). 20 

In this structure, the issue of Relativized Minimality does not arise, bemuse the thrse 

argument chains do not intersect with each other. Thus, we need not assume the domain 

extension convention. There are some suggestive data in favor of (68) over (67). First, 

consider (69). 

(69) a. I gave the luds some candy (to kezp them quiet). 

b. Dad bought the twins bicycles (for Christmas). 

(Maling 5976) 

Assuming Sportiche's (1988) theory of floating quantifiers, these examples suggest that 

there is a specifier msition between the surface posifions of the Gml object and the Theme 

object, and this position is occupied by a constituent consisting of the floating quantifie: 

and a trace of the G d  object, as shown in (70). 

(70) . . . ~ G R ~ ~ P  the kids, [ x p  gl . .  - X [ A G R ~ P  some candy . . . 

In ( a ) ,  this specifier position can be the Spec of Vm, but there is ro such position in (67). 

A second piece of supporting evidence for (68) comes from Japanese examples in 

(71). 

(71) a. Mary-ga [vp John to Bill-ni [vl o ~ a i - o  tv]] syoohsita. 

Mary-Nom John and PiU-Dat e.o. -Acc introduced 

Lit. 'Mary introduced to John and Bill each other. ' 

20 The structure (68) have been suggested to me by Y oshiki Ogawa, David Yesetsky, and 
Jonathan Bobaljik for various different reasons we cannot discuss here. I would like to 
thank them. Botpaljik (1995: Chapter IV) contains an explicit argument for the structure 
(68). 



b. * Mary-ga owai-oi John to Bill-ni ti syookaisita. 

Mury-N~rn e.o. -Acc John and Bill-Dat introduced 

The example (71)b is a violation of Condition C with ofagai c-commanding its antecedent 

"John and BillM. I t  also violates the Chair1 Condition as the closest binder of the trace of 

o&zgai, t i ,  is "John ar=d Bill" rather than ohgui. Now, in LF the Accusative object in (71)a 

raises to the Spec of AGRo across the Goal object or i t s  trdce depending on whether the 

Goal object raises to the Spec of AGRo. Thus, under the analysis of the DOC given in  

(67), (71)a has as its partial LF representation ei ther (72)a or (72) b. 

(72) a. ... [AGROP otagai-oi [ v p  John to Bill-ni [v* ti ... 

b. . . . [AGRIoP John to Bill-nij [AGROP otagai-q [ v p  tj [vq ii . . . 

Both structures violate the Chain Condition. (72)a violates Condition C as well. Thus, i f  

these conditions apply at LF, the structures in (72) cannot be the correct LF representation 

of the grammatical (71)a. The analysis of the DOC given in (68), on the other hand, 

assigns a grammatical LF representation to (71)a. This is showr. below. 

(73) . .. [ A G R ~ ~ P  [vmp John to Bill-ni [ A G R ~ P  0ta~ai-Oj [ v l p  ti ... 
< t 1) 

In this structure, neither the Chain Condition nor Condition C is violated regardless of 

whether the Goal object raises to the Spec of AGRo. Thus, the grammaticality of (71)a is 

another piece of empirical evidence in favor of (68).21 Incidentaily, under this analysis, 

the accusative object in (71)b is adjoind to AGRIoP as a result of scrambling. 

We have discussed three reasons to adopt the analysis of the DOC in (68) rather 

than the analysis in (67): i) elimination of the domain extension convention, i i )  English 

DOC sentences with a floating quantifier such as (69), and i i i )  Japanese DOC examples 

with an accusative reciprocal such as (71 j. A potential problem with this new analysis of 

the DOC is the (somewhat) degraded status of the examples like (74). 

21 An alternative analysis of (71)a that is compatible with (67) as well as (68) is to assume 
that in LF only some features of the accusative object, rather than the entire object, move 
along the lines of Chomsky (Class lectures, Fall 1994). 



(74) a. ?* Mary gave John secretly the book (on Friday). 

b. ?* Amber told Ben quietly the story (in the living room) 

In Chapter 2, assuming the structure ( 6 7 ,  we ruled out these example by saying that thc 

adverbs are adjoined to AGRis' or AGRoP, which docs not have ability to license adverbs 

(because AGR and its projections are semantically inert). However, if (68) is the correct 

structure, we lose this account, because there is a VP node between the surface positions of 

the two objects, to which VP-adverbs 3hould be able to adjoin. David Pesetsky (personal 

communication) told me that this might be a welcome result because the deviancy of the 

examples like (74) is less serious than the deviancy of other examples that we exclude by 

the same reason (i.e. adverbs adjoining to a projection of AGR). If  so, there must be some 

other reason why the examples in (74) are not perfect. Although at this moment i t  is not 

clear to me exactly what it is, a possibility is that Vm in (68) is not really a verb, rather it is 

an applicative morpheme of some sort familiar from Bantu literatures, and the applicative 

morpheme is to some extent semantically incompatible with VP-adverbs. I f  this turns out 

to be the case, the particle in (75) might be a spell-out of this applicative morpheme.22 

(75) The secretary sent the stockholders out a schedule. 

To summarize this section, the domain extension convension can be eliminated 

from the grammar to the extent that an analysis of the DOC along the lines of (6$) zan be 

supported, which seems to have some initial plausibility. 

22 If the last remark is indeed correct, then the applicative morpheme must present not only 
in the DOC but also in other types of verbparhcle constructions such as the follnwing. 

(I) a. The secrerary sent out a schedule to the stockholders. 
b. The secretary sent a schedule out to the stockholders. 
c. Amber looked UJ the reference. 
d . Amber looked the reference UJ. 
e. ? Joni made out Becky to be a liar. 
f .  Joni made Becky out to be a liar. 



5. Conclusion 
In this chapter I have argued that a traditional VP in fact consists of two VPs 

separated by one or more functional projections such as AGR.oP. The so-called external 

argument is generated in the Spec of the upper V, and the internal arguments are generated 

within the iower VP. 

Appendix to Chapter Five: Related Proposails 
Since I first proposed the Split VP Hypthesis in a paper I wrote in 1992, a number 

of works came to my attention in which a suggestion similar to the Split VP Hypothesis is 

made.23 In this section, I briefly discuss thmx;.t papers. Since many of them are yet to be 

published, it would be premature to be very critical. Rather my primary purpese here is to 

acknowledge the existence of a family of proposals that share some basic m i g h t  with 

mine. 

Nakayarna & Koizumi (1991) and Bowers (19!23), among others, argue that the 

base-position of the external argument is outside the VP that dominates the main verb and 

the object (when it exists), as shown in (76). 

They suggest that the external argument is related to the V P  by predication, and it moves to 

the Spec of an Infl-type functional category for Case-theoretic reasons (at least in some 

languages). The category of X is subject to language variation according to Nakayzma & 

Koizumi (l991), whereas in Bowcrs (19!?3) XP is called Predication Phrase (PrP). Hung 

(1988) and Speas (1990) propose a similar structure, but Tor them X in (76) is an abstract 

"causativeH verb of which the NPext is an argument. 

Kratzer ( 1994) suggests that X in (76) is a functional category named Voice. NPeXt 
is an argument of Voice, and is related to the VP thrriugh secondary predication. Voice is 

of the semantic type <e,<s,b>, and VP is c.i' :s,b. By her Event Identification, Voice' 

will be of the type <e,<s,b>: 

23 As far as I can remember, the first time I presented the Split VP Hypothesis outside MIT 
was at the LSA annual meeting held in Los Angeles, January 1993 (Koizumi 1Wa).  k 
revised version is distributed by the MIT Working Papers in Linguistics (Koizumi 1993~) .  



(77) Example ci Evett Identificat~on 
f B 

<e,<s,t>> 
&he, Altenl(x)(e) A%wash(k dothes)(e) 

Kratzer's proposal a b u t  semantic interpretation is neutral with respect to the categorial 

status of X. I t  wxks equally weil if' X is a verb as in our Split VP structure, rather than 

Voice. 

Kratzer presents two arguments against the view that X is a verb. One has to do 

with the mode of Case assignment. Since it docs not hold of the Split VP Hypothesis, we 

will not discuss i t  here. The second objection comes from her observation that the external 

arguments in sentences like (78) are obligatory. 

(78) a. Elsa wrote those poems with this pen. 

b. Fsanz read the poems on this sofa. 

c. George sold the sofa to my aunt. 

"IS external arguments are introduced by higher verbs", she asks, "what is i t  that makes 

their introduction obligatory in these. sentences?" "If [XI is an inflection [such as Voice]", 

on the other hand, it is expected that "it must be present in finite constructions." 'fhus, for 

Kratzer, external arguments must occur in finite clauses because they are selected by Voice, 

which is an obligatory element of finite constructions. 

I have cbfferent factual evaluations: External arguments are often optional in tensed 

clauses. Consider: 

(79) a. Becky opened the door. 

b. The door opened. 

(80) a. They sank the ship. 

b. The ship sank. 

(81) a. Kiyomi-ga hon-o 3-satu ur-ta. 

Kiyorni-NOM book-ACC 3-CL sell-PAST 

Xiyomi sold three books.' 

b. Hon-ga 3-satu ure-ta. 

~ O O & - N O M  3-CL seU-PAS T 



Lit. Three books sold.' 

(Three books were sold) (cf. the verb list in (1  1)) 

This is exactly what is expected if' X is an optional element such as a verb. On the other 

hand, if X is an inflectional element obligatory in finite clauses, it comes as a s~lrprise if we 

get alternations like ,;hose in (79) through (81). It is true that the external arguments in  

(7B)a. b are obligatory: but this does not mean that external arguments are afrvays 

obligatory in finite constructions.24 I would say that the obligatoriness of the external 

arguments in these examples has to do with the fact that reading and writing events 

necessarily invoive age1 t-participants (readerlwriter). There does not seem to be a sub- 

event of a readinglwriting event, that excludes the readertwriter. If there are such sub- 

events at all, they must be highly unnatural from the view point of human cognition, to say 

the least. Thus, i t  is not surprising that such unnatural sub-events are not leximlized in  

most (if  not all) languages. Clearly more has to be said about what is considered to be a 

'natural" lexical item (and naturalness of course is not the only factor that governs 

lexicalization). To do so, however, is far beyond the scope of the present work. Suffice it 

to say that, since external arguments are optional in many cases as we have seen, there is 

no reason to believe that the head that selects them is an obligatory Infl element, rather than 

a verb. 

Hale & Keyser ( 1991; 1 W )  have developed a theory of lexical syntax (I-syntax), 

according to which the structure of (82) is essentially as in (83). 

(82) John opened the door. 

24 1 assume, with Keyser & Roeper (1984) and otheis, that middle constructions like (i)  
involve implicit external arguments. 

(i) a. This book reads well. 
b. Sofas sell easily. 



n 
NP I '  
I /\ 

John I VP 
,'-', v VP 
n 

NP V ' 
I /". 

the door V AP 
I 

open 

This structure is similar to our Split VP structure in (9), repeated here as f84), at least in 

two relevant respects: i) the external argument is outside the VP for the object (i.e. lower 

V?), and ii) in adrintior to the VP for the object (the lower VP), there is another VP that is 

responsible for the occurrence of the external argument (the higher VP). 

A - John VU' 

/'-l 
V AGRoP 

AGRo' 

v'! b- the d c  

There are also at least two crucial differences between Hale & Keyser analysis and 

the Split VP Hypothesis. First, in the former the object is Case-licensed, without 

movement, in its &-position, whereas in our analysis it moves to the Spec of AGRo at 



some p i n t  of derivation. I f  our arguments in Chapter 2 through Chapter 4 are correct, 

there is g o d  reason to believe that the object moves to some higher p s i  tion, identified as 

the Spec of AGRo in the present work. Hale & Keyser analysis as i t  is, fails to capturc this 

aspect of grammar. The other, and in a sense more important, diff,rence between the two 

proposals is that the external argument is base-generdted in its surface position in their 

system, while i t  originates in a position lower than its surface psition in i\ur analysis. Thc 

arguments for the Internal Subject Hypothesis we reviewed in 3 3 favor the Split VP 

Hypothesis. 

Johnson (1991; 1992) and Sportiche (1990) argue that the object NP, generated as 

a sister of a verb, moves to the Spec of the verb, which is a structural Case psitian and is 

lower than the base-position of the subject. 

See Chapter 2 and 3 for some problems with this analysis. Sportiche (19%)) mentions, in 

the appendix to Chapter 5, a possibility that, if there is AGRo, and the landing site of the 

object NP is the Spec of AGRo, the base-position of the subject is still higher than that 

position. This I think is essentially the same proposal as our Split VP Hypothesis. See 

dso  Fujita ( 1993; 1994a; 1994b) for a similar proposal. 

Based on word order facts in Western Austronesian languages and a consideration 

of aspectual interpretation of events, Travis ( 1 W a ;  1992b) suggests the following 

structure of the VP. 

A 
External V' 
argument A 

V Asp2" 
'cause' /\ 

derived Asp2' 
object A 

Asp2 VP2 



Travis assumes that there are two aspect head positions in a clause. Aspl, which is not 

shown in the structure, indicates whether or not the ac.,ion has started, and Asp2 indicates 

whether or not the action is completed. The Spec of Asp2 is "a derived object position". 

In Kalagan (a Philippine languagej, it is the designated position to which the "topic"(tthe 

nominative case marked element) moves. A variety of constituents can be the topic, e.g. 

the subject, the object, the instrumental, the benefactive, the locative, etc. 

The similarity between the structure in (86) and the Split VP structure in (84) is 

obvious, although it is not clear if Travis' Asp2 can be identified with our AGRo. A 

possibility is that they are two different entities, co-existing in a clause structure along the 

lines of (87). 

A 
Asp2 AGRoP 

- A 
AGRo' 
A 

AGRo VIP 
A 

vlt 
A 

v1 

This is reminiscent of the structure proposed for the Icelandic double object coilstruction in 

Collins and Thhnsson (19Y3), which is shown below. 



AGRoP 
A 

AGRo' 
A 

VP1 

s 
A v ' 
A 

V l  TP 
n 

T' 
n 

T AGRoP 
n 

AGRo' 
A 

AGRo VP2 
A 

I 0  V' 
A 

V2 DO 

See also Ura (1994b) for discussion of the typological variety of the double object 

constroctions. 



CHAPTER SIX 

LAYERED SPECIFIERS 

The standard XI-schema in (1) expresses the three points stated in (2), am0r.g 

others (cf. Chomsky 1986b). 

(1) XP 
A 

SPEC X' 
A 

X Complement 

(2) Asymmetxicity: A node is projected from only one of its daughters. 

Binarity: A node may have (at most) two daughters. 

Maxlrnality A head may project (at most) two non-minimal projections. 

From Asymmetricity and Binuity, it follows that a head may take at most one sister (i.e. a 

complement) (A). To derive that a head may host at most one non-sister (i.e. a s p i f i e r )  

(B), Maximality needs to be stipulated in addition. 

Recently, Chomsky (1994) proposed to eliminate XI-schemata of any kind, 

deriving instead its empirical effects from what he calls a theory of BARE PHRASE 

STRUCTURE. The core of the bare phrase Ftructure theory is MERGER (a generalized 

transformation), which takes two syntactic units and puts them together, asymmetrically 

pro!ecting one of the two inputs. As before, Asyrnmetricity and Binarity are crucially 

assumed, guaranteeing (A), though Maximality is not incorporated into the system. In the 

minimalist framework k i n g  developed by Chomsky and others, Merger is held to follow 

from virtual conceptual necessity, because in this framework linguistic expressions wP th 

more than one terminal node cannot be created without some kind of generalized 

transformation, binary Merger being the simplest possible one. 

Unlike the XI-schema (I),  Merger does not guarantee (B). The theory of bare 

phrase structure as it stands, therefore, does not preclude a strdcture with multiple specifier 

positions such as (3). 



A 
SPEC X 

A 
SPEC X 

While this might appear to be a defect of the bare phrase structure theory, I will argue to the 

contrary that multiple specifiers are indeed required in natural language. Specifically, in 

this chapter I will present evidence for functional projections with two or more specifier 

positions (or layered specifiers). Hence, allowing layered specifiers is a virtue of the bare 

phrase structure theory, rather than a defect thereof. This is a welcome result, because 

Maximality, which has never been conceptually necessary, can be now dispensed with on 

empirical grounds. 

In  8 1, we will discuss categories with two features for two different specifier 

positions. In 4 2, we will consider cases with more than two specifier positions licensed 

by a single feature. Finally in 8 3, we turn to a functional head with two different features 

each of which may enter into checking relation with more than one element. In due cours:, 

it will be demonstrated that E~QUIDI~TANCE of Chomsky (1993b) applies not only to A- 

movement but also to A-bar movement (contra Watanabe 1993; see alw Bmnigan 1992). 

1. Double-Layered Specifiers 

In ths section we will discuss two cases motivating the postulation of two specifier 

positions for a single head. 

1. I. Topicalization in English 

Since Higgins (1973), there has been a long debate as to whether Topicalization in 

English is an adjunction or substitution operation, and this issue nas not been settled yet 

(cf. Authler 1992; Baltin 1982; Bowers 1976; Chornsky 1977; Culicover 1991; Iwakura 

1978; Kuwabara 1992; Lasnik and Saito 1992; Mllller and Sternefeld 1993; Noji 1993; 

Rochemont 1989; Toyoshima 1991; Watanabe 1993, anlong others). Assuming that there 

is only one CP-type projection above IP, Ian ik  2 Saito (1992), for example, argue that, 

since the embedded topic exemplified in (4) occurs between the complementizer and the 

subject, i t  must be adjoined to IP, as shown in (5). 

(4) Robin says that, the birdseed, he is going to put in the shed. 



(5) IP-adjunction Analysis: 

... [ ~ p  that In, Topic [np Subject ... 
(Lasni k and Sai to 1992; Rcchemont 1989, among others) 

As has occasionally k e n  observed in the literature. Subject-AUX inversion may 

occur in certain types of embedded clauses. Consider (6) (cf. Hooper and 'T'htxngson 

1973; Culicover 1991; Authier 1992). 

(6) a. Becky said that at no time would she agree to visit Marty. 

b. John swore that under no circurnstan~s would he accept their offer. 

If we assume, following Chomsky (1986b), that Subject-AUX inversion is the result of 

AUX movement irom Infl to a higher head position (e.g. C), then (6) suggests that 

between !P mu CF' the!-e is another set of complementI7er-type projections whose head 

hosts the auxiliary. Since Subject-AUX inversion in (6) appears to be induced by the 

preposed "affective" element, it seems natural to suppose that the auxiliaries and 'he 

preposed constituents enter into Spec-head agreement. Then the pertinent portion of (6) 

has a structure like (7). 

(7) ...[cp l t h a t [ ~ ~ P N C [ c l A L T ; Y I I p . . .  (PNC: Reposed Negative Constituent) 

Given the. second CP-type projection, h n i k  & Saito's argument loses i t s  force, for the 

embedded topic between the cornplementizer and the subject may well be in the S p  ot' the 

second C. In fact, citing Hoopr & Thompson's (1973) ob~~vat i r , i i  that all the 

environments in whch Topicalization is pssible are also environments that allow fronting 

of "affective" elements, Authier (1992) argues that topic phrases, like prepsed affective 

elements, m u p y  the Sy;c of the second CP. Under his analysis, em bedded Topicalizaliori 

creafes a structure like (8). 

(8) Spec of the Second CP-type projection Analysis: 

. .. [cpI that [cp2 Topic [cl Cg [ ~ p  Subject . .. 
(Authier 1992; Noji 1993; Watanabe 1993, etr:.) 



There are several problems with this analysis. First, as pointed out by Culicover 

(1991), Tspi~dimtion creates a syntactic island whereas preposing of an affective element, 

such as Negative Reposing, does not. This is shown below. 

(9) a. * On which table did Lee say that these h k s  she will put. 

b. On which table did Lee say that only these books would she gut. 

(10) a. * Which books did Becky say that to Aaron she will give? 

b. Which books did Becky say that only to Aaron will she give? 
(1 1) a. * This is the book that John said that M v i  he would inform ti that I had read. 

b. This is the book that John 9;ild that only Mary, would he inform ti 

that I had read. 

If  the topic phrase 2nd the preposed negative constituent occupy the same position as 

argued by Asinier, the (a) sentences and the (b) sentences in (9) through (1 1) should be 

equal!j, good or equally bad, a wrong prdiction. 

Another piece of evidence against Authier's analysis i b  given in (12), in which a 

topic phrase and a preposed negative constituent co-occur (cf. Kuwabara 1992). 

(12) a. Becky said that these books, only with great difficulty can she cany. 

b. He said that beans, never in his life had he been able t~ stand. 

Ths  is problematic for Authier's andysis because his analysis crucially assumes that the 

topic and the preposed negative constituent occupy the same p s i  tion, which incorrectly 

predicts that they cannot co-.occur. Incidentally, when they occur in the same clause, they 

constitute a syntactic island, as exemplified in (13)a. This shows that it 1s not Subject- 

AUX inversion that is responsible for the absence of island effects in the negative 

preposing sentences shown above. Furthermore, the topic must precede the preposed 

negative constituent. Other orders yield ungmmaticality, as demonstrated in ( 13)b, c. 

(13) a. * On which table did Becky say that these books, only with great 

difficulty can she put? 

b. * Bwky said that only with great difficulty can these books she carry. 

c. * Becky said that only with great difficulty these books can she carry. 



Thus, it is clear that a topic phrase is not placed in the same position as a preposed 

affective element (i.e. the Spec of the iower C). Then where is the topic located? I suggest 

that the second CP in English has two specifier pcsitions. To avoid terminological 

confusion that might arise from hayin2 two CPs, I refer to the second, i.e. lower, 

complementizer type projection as Polarity Phrase, or PolP, following Culicover's (1991) 

terminology. Using this new category name, I suggest that PolP in English may have (at 

most) two specifier positions, as shown in (14). This amounts to saying that the head of 

PolP in English may have two sets of NP-features, one for the canonical Spec, and one for 

the non-canonical (or adjoined) Spec. The two positions are called specifier ~wsiiions (of 

Pol) because the elements in these positions enter into the checking relation with the head 

(POI). 1 

(14) byered Specifiers Analysis 
PolP 
A 

XP PolP 
(Top) A 

Pol ' 

As 8-roles of a verb are hierarchically ordered (e.g. Agent > theme), so are NP-features of 

Pol (e.g. Top > ~ e ~ ) . 2  The preposed negative constituent is licensed in  the canonical 

specifier position, whereas the lopic phrase is licensed in the adjoined specifier position. 

Under this analysis, (12)a has the structure in (13. 

(15) . . . [ c p  that [polp these books [polp only with great difficulty [poll can [ ~ ( i ~ ~ p  . .. 

1 The canonical Spec of a head X is a specifier psitior. dominated by X m ,  and the 
adjoined Spec is a specifier position contained in, but not dominated by, X-. 

2 1 assume that both Top and Neg are features of Pol. A plausible alternative is that these 
features origitiate from other heads (e.g. the Neg feature from the head of NegP (or ZP in 
the sense of Laka 1990), the Top feature from Tense (cf. Fukui I%)), and that PolP 
merely provides positions for feature checking. 



The head of PolP in (15) has c Neg feature b be checked against the Neg feature of' the 

negative constituent in the canonical Spec, as well as a Topic fezture to be checked against 

the Topic feature of the topic phrase in the adjoined Spec. Since the adjoined Spec and the 

canonical Spec are both in the checlung domain of the head of PolP, the constituents in 

these positions enter into the checking relation with the head. 

This analysis captures the iniuition behind Authier's analysis given in (7), because 

in the present analysis, : is in Authier's analysis, topic phrases and p r e p o s d  ne:,.:tive 

constituents are licensed by the same category, i.e. Pol, and topic phrases are located in a 

specifier position. This acmunts for the distributional similarity between Topicali7ation 

and Negative P r e p s i n g .  At  the same time, the present analysis is similar to the IP 

adjunction analysis of Lasnik & Saito (1992) in that the posifion for the topic phrase is not 

the canonical specifier position. Not many categories have two specifiers. In this sense, 

the upper Spec of Pol is a somewhat marked position. This may well be the reason why 

some speakers do  not like Topicalintion. 

Let us  riow return to (13)a, repeated here as (16)a. Assuming that only specifier 

positions can :serve as landing sites (intermediate or  ultimate) for movement, the example 

has the partial schematic structure in (16)b. 

(16) a. * On which table did Becky say that these books, only with great 

difficulty can she put? 
i 

b. (7-P (N&g): 

* WHi ... [cp ti' that [p,lpTopic [polpPNC [Bol' Pol ... ti ...I]]] 
? *MLC violation - 1 

In this structure, the first movement of the wh-phrase crosses the two A-bar specifiers of 

the embedded Pol. Since the canonical Spec of Pol is not quidistarit with the Spec of the 

embedded C, the wh-movement violates the Minimal Link Condition (MLC) of Chornsky 

(1993b; 1994) (cf. also Chomsky and Lasnik 1993). T h e  sentence is therefore 

ungrammatical. 

Next consider (lo), repeated here as ( 17). 

(17) a. * Which books did Becky say that to Aaron she will g v e ?  

b. Which books did Becky say that only to Aaron will she give? 



Under our analysis, (17)b has the paha1 derivation in (18). 

(18) Str. of (17)b 

n 
(Neg) ( (Neg)) 

... [cp  that [Polp PNC Pol ... WH ...]]I 

4 
WHi ... [cp ti" that [polp ti' [polp PNC [poll Pol ... ti . ..I111 

t J I 

In (18), the wh-phrase moves to the sentence initial position thlough the adjoined Spec of 

the embedded Pal. The first step of this movement appears to vio1af.e the MLC because it 

crosses a potential A-bar landing site, i.e. the moaical Spec of ~ 0 1 . 3  However, the MLC 

is not violated here, for the adjoined Spec and the canonical Spec of Pol are equidistant 

from any other positions as they are both in the checlung domain (hence in the minimal 

domain) of Pol. 

As for (17)a, there are No  conceivable derivations. Their pertinent portions are 

shown in (19) and (20). 

(19) Su.of(l7)aI 
Q 

(TOP) (TOP ( 1) 
. . . [cp that [polpTopic [polpPol .. . WH ...]]I 

3 Negative Preposing is A-bar movement. It can cross tensed clause boundaries, and i t  
induces Weak Crossover effects. 

(i) a. In none of these h o w  do I believe that a student could live t safely. 
b. * NobookiwouldIexpectitsiauthortoprairie t publicly. 

Negative Preposing is also p s i  ble across a preposed negative constituent. 

(ii) No race would I expect that only with great difficulty could Lewis win. 

Here the sentence initial PNP crosses the PNP in the cmMded clause basically in the same 
manner as the wh-phrase crosses the embedded PNP in (18). 



* m i  ... [cp ti' that [polpTopic [po!pPol ... ti ...]]]I 
? *MLC violation I 

(2Q) Str.of(l7)aII 
a 

(Top) (Top ( 1) 
.. . [cp that [polp Topic [polp Pol .. . WH ...]I] 

L 
*WHi ... [cp ti" that [polp Topic [polp ti' [poll Pol ... ti ...]]]I 

I t * W C  violation I t  

In (19), the wh-phrase moves from its original position to the Spec of the embedded C in 

one fell swoop. In (20), it stops by at the lower Spec of Pol on its way. In  either case, i t  

crosses the topic phrase in the Spec of Pol. Since (t7)a is clearly unacceptable, we would 

like both of the derivations to be illegitimate. Specifically, we would like the movement 

across the topic phrase to be in violation of the MLC. Under Chomsky's (199%) 

definition of'the minimal domain given in (21) below, this is not the case, because both the 

Spec of C and the adjoined Spec of Pol are in the minimal domain of the same head, C. I 

would like to suggest modifying its definition as shown in (22). 

(21) Chomsky's original definition of MIN(S) 

MIN (S), S a set of categories, is the smallest subset K of S such that 
for a ~ y  y E S, some p E K reflexively dominates y. 

(22) Our definition of MIN(S) 

MIN (S), S a set of categories, is the smallest subret K of S such that 

for any y E S, some f3 E K reflexively contains y. 

Given (22), the Spec of the embedded C and the adjoined Spec of Pol are not in the same 

minimal domain, hence they arc not equidistant from other positions. Thus, (19) and (20) 

both violate the MLC. (17)a is therefore ~n~rammatical.4 

4 That fact that adjuncts adjoined to a projection of Pol do not create syntactic islands as 
shown in ji) below indicates that either adjuncts may be introduced into a phrase marker 
non-cyclically or they are projected on a different plane of a three dimensional phrase 
structure so that they are invisible for the purpose of locality conditions. 

(i) a. I asked what [pop in your opinion [polp Robin gave to Lee]](Culicover 199 1) 
(4 continue) 



T o  summarize, we have observed that the postulation of layered specifiers makes 

possible a simple and principled account of the distributions of topic phrases and preposed 

negative constituents, which are problematic for previous analyses such as Authier's 

( 1992). 
A conceivable alternative analysis that comes to mind immediately is that our 

adjoined Spec of Pol is the Spec of another head that occurs between C and POI. Suppose 

that there are three complementizer-type categories above AGRsP, and the topic occupies 

the Spec of the second C. Then clauses like ( 12) with both the topic and the PNC will have 

essentially the following structure (cf. Nakamura 1%). 

(23) . . . [ c p  1 that [cp2 Topic C2 [cp3 PNC AUX ~ G R ~ P  Subject . . . 

This structure readily accounts for the fact, that the topic always precedes the PNC in the 

same clause (cf. (13)b,c). A weakness of this hypothesis is that there is no evidence for 

the presence of the head C2. We only know the presence of the position occupied by the 

topic. Another problem with this analysis is that it assigns ct structure like (25) to examples 

with movement across a PNC such as those in (24). 

(24) a. Which books did Becky say that only to Aaron will she give? 

b. No race would I expect that only with great difficulty could Lewis win. 

(25) WHilPNCi ... [ cp l  that [ C P ~  ti' C2 [ C P ~  PNC AUX [ A G R ~ P  Subject ... ti . .. 

1 "LC violation I 

As we have seen earlier, and as the examples in (24) show, a PNC does not create a 

syntactic island. However, the structure in (25) clearly violates the MLC. Thus, if i: were 

the correct structure of (24), the examples should be ungrammatical. 

b. Becky forgot which dishes M a y  had said that under normal circumstances 
you would put on the table. 

c. Bill certainly I really hate. (Greenberg 1984) 



We have so far restricted ourselves to embedded Topicalization. Before closing t h s  

subsection, let us briefly discuss matrix Topicalization for completeness. According to 

Culicover (1991), matrix clauses lack C P , ~  and a fronted wh-phrase of matrix wh- 

questions occupies the [canonid]  Spec of Pol, as shown in (26). 

(26) Mairix clauses lack CF? [polp what did [AGR~P you buy t 11 

Thus, in matrix clauses, a topic precedes a fronted wh-phrase as well as a PNC, as 

exemplified in (27) and (28). The (a) sentences have the structure in (29). 

(27) a.  And a book like this, to whom wouid you give? (Delahunty 1983) 
b. * To whom, a book like this would you give? 

(28) a -  To John, nothing would we give. 
b. * Nothing, to John would we give. 

(29) Matrix Topical~,atioti + Wh-movementlNegative Preposing 

[ P ~ I P  Topic [ P ~ I P  WHlPNC [POI* [POI AUXI ~ A G R ~ P  . . . 

The examples in (27)b and (28)b are ungrammatical. because the topic is in the canonical 

Spec of Pol, which cannot host the topic phase  as mentioned above (see (14)). Since 

fronted wh-phrases and PNCs are both licensed in the canonical Spec of Pol, they carinot 

c u - m u r  in matrjx clauses. 

(30) a. * Only with great difficulty on which table would she put the big rock? 

b. ?* On which table only with great difficulty would she put the big rock? 

(cf. d I wonder [ ~ p  on which table [polp only with great difficulty would 

[AGR~P she put the big rock] I]) 

In this subsection, I have presented evidence for "layered specifiers". 

Topicalization in English is a movement to the adjoined Spec of' Pol, whereas Negative 

Preposing is movement to the canonical Spec of Pol. Giver! Illis, the Topic Island 

phenomenon is readily explained by the Minimal Link Condition. Absence of island effects 

5 This is natural considering that C is a compleme~-izer, and the matrix clause is not a 
complement by clefini tion. 
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in the case of negative preposing suggests that the notion of equidistance in the sense of 

Chomsky (1993b) is operative in A-bar movement as well as in A-movement. In the next 

subsection, I will present further evidence for layered specifiers. 

1.2. Embedded V2 

Germanic languages typically have verb-second (V2) word order in matrix clauses, 

as ilhstrated by the following German examples. 

(31) a. Peter kauft das Buch 

Peter buys the book 

b.  das Buch kauft Peter 

the book buys Peter 

c. * Peter dasBuch kauft 

Peter the book buys 

The V 2  word order is not allowed in embedded rlauses with overt complementizers in 

languages like German and Dutch: 

(32) a. * Ich glaube, claB das Buch kauft Peter 

I think thut the book buys Peter 
b. Ich glaube, daB Peter Bas Buch kauft 

I think thd Peter thz book buys 

However, there are languages in the Germanic family that do allow such 

constructions. Consider the following exarnp.,s with a fronted phrase. 

(33) a. Ir zolt visn zayn, mayne li be kinderlekh, az 

You (pi) shouM know be my dear children that 

vayn ken men makhn fun troybn oykh. 

wine cart one make from grapes also (Yidlsh: Diesing 1W) 

Y o u  should know my dear children that one can make wine from grapes 

also.' 

b. J6n segir a0 m u m  hring hafi 6lafur lofad Mariu. 

Jon says that thk ring has Olaf promised Mary 
(Icelandic: Thdnsson 1485) 



c. Vi ved at denne bog har Bo ikke last. 

We know that this b o k  har Bo not read 

(Danish: Vikner 1991: 78) 

d. Jag vet att Eva kan man lita pa0. 

I know that Eva can you rely on 

(Swedish: Holmberg 1986: 110) 

The null hypothesis about the structures of these embedded V 2  clauses (with overt 

complementizers) is that they all have basically the same structure. As we have just 

observed, PolP is the locus of the Negative Preposing in English, an instance of emkdded 

V2. It seems natural ta extend this analysis to embedded V 2  in other Germanic languages. 

If  so, the sentences in (33) schematically have the structure in (34) (cf. deHaan and 

Wermarr 2985; Holmberg 1%; Vikner 1991). 

(34) Embedded V 2  (A 'Jniforrrl Analysis): 

... [CP C [ P O ~ P  XP [ p o l i  [POI Vl [AGRSP .-. 1111 

Among languages in which the verb-second word order is optionalPy possible in 

embedded clauses in t rduced by overt complementizers, Yiddish and Icelandic allow 

syntactic extraction out of such embedded clauses, while Danish, Swedish, Frisian etc. do 

not. Some examples of wh-movement from w i h n  embedded clauses with V 2  word order 

are shown in (35) and (36). 

( 3 3  a. V m  hot er  nit gevolt az in shul zoln di hnder leyenen? 

what IUD he not wanted 6hat in school shull the chlhen read 

(Yiddish: Smtoldni 1989: 59) 

b. FIvaBa blaU sagai hlrn ai5 6 morgnana gaeti hun bara rennt 

which plrper said she that in tjte morning could she only skim 

yfir en 6 kvoldin reyndi Rlin ad lcsa vandlega? 

over but in the evening tpied stre to read care@lly 

(Icelandic: Iatridou and Kroch 1993) 

(36) a * Hvilken film sagde hun at i skolen havde b m e n e  

l'/hich film said she that in school-the hid  children-the 

dle& set? 

already seen (Danish: Vikner 1991: 123) 



b. * Viken fest sa hon att roliga hattar skuelle vi inte kopa till? 

which party said  he that finny hats should we not buy for 

(Swedish: Holmberg 1%: 11 1 )  

Note that all these languages allow syntactic extraction out of embedded clauses without 

Topicalization. 

(37) a. Vos 11ot er  nit gevolt az di kinder zoln leyenen? 
what has he nDt wanted that tire children should read 

(Yiddish: Santorini 1989: 59) 

b. HvaOa mynd sagOi hiin aa) bornin hemu &gar st% 

which film said she t b t  children-the had already seen 

(Icelandic: Vikner 1991 : 12.3) 

(38) a. Hvilken film sagde hun at b rnene  allerede havde set? 

Which jib said she that children-the already had seen 

(Danish: Vikner 1W1: 123) 

b. Viken fest sa hon att vi inte skuellz kopa roliga hattar till? 

which party said she that we m t  should buy funny hats for 
(Swedish: Holmberg 1%: 11 1) 

These examples suggest that V2 creates a syntactic island in Danish and Swedish, but not 

in Yiddish and Icelandic (with respect to argument extraction).6 Why is this the case? 

I suggest that Pol in Yiddish and Icelandic, like Pol in English, allows two specifier 

positions, whereas PC' in Danish and Swedish has only one specifier position. Thus, the 

examples in (35) and (36) have the structures in (39) and (M), respectively. 

(39) YiddisNIcelandic/English-type languages (Pol has two Spec positions) 

JWHi ... [CP tin C ~ O I P  ti' [POIP XP [pol' AUX ~ P I G R ~ P  ... ti .. .I1111 
t I I I I I 

(40) Danish/Swedish/Frisian-type languages (Pol has only one Spec position) 

*WHi ... [CP ti' C [PO~P XP [POI' AUX IAGRSP ... ti . ..I111 
t I I * I 

6 For adjunct extraction, see footnote 9. 



In (a), the first step of the wh-movement violates the MLC because it crosses the Spec of 

Pol, a potential A-bar landing site. In  (39), on the other hand, MLC violations d o  not 

arise, for the wh-phrase uses, as an escape hatch, the adjoined Spec of the embedded Pol. 

Remember that the adjoined Spec and the canonical Spec of the same head arc equidistant 

from any other position beczuse they are bo!h in the checking domain of Pol. The 

assumption that Pol in languages like Icelandic and English allows two specifier positions 

is justified by the sentences in  (41), in which we can observe two NPs between the 

complementizer and the head oC PolP. 

(41) a. Becky said [ c p  that [p,lp these books ',p,lp 0nlj1 with great difficulty 

[poi1 can [AGRSP she c a r r ~ l l l l l  (English: = ( 12)a) 

b. J6n segir [ c p  & [polp b s s u m  hring [pop  honum [p,lf hdi h ~ ~ ~ p  61afur 

Jon says that this ricg it has Olafir 

lofa8 Mariu]]]]] 

prornt5ed Mary 
(Icelandic: adapted from Thrdinsson 1979: 64 with the brackets added by h4.K.) 

Note that the pronoun in (41)b is neither a clitic nor a weak pronoun. I t  is a strong 

pronoun bearing stress. If the weak form is used instead, the sentence becomes 

ungrammatical, as shown in (42). 

(42) *J6n segir [ c p  ad [polp b s s u m  hring [p,lp 'onum [POI' hafi ~ G R S P  o h f u r  

Jon says that this ring it (weak form) has Clafur 

Iofaa Mafu]] J J] 

prombed Mary (Icelandic: Hijskuldur Thhnsson ,  personal communication) 

This suggests that the pronoun in (41)b occupies a position for a full phrasal category (i.e. 

XP) mther than a position for X0 or  sub-XO category. This conclusion is reinforced by the 

fact that an epithet may occur in place of the pronoun.7 

7 The example in (43) is taken from Zaenen (Zaenen 1985: 46) with the brackets added by 
the present author. Zaenen : :prts that epithets are more natural in main clauses. Thus, 
while not everybody is totally iiappy with (43, everybody accepts (i). 

(- continue) 



(43) J6n segir [cp  aU [polp 616 [polp btta fifl [poll elslo [AGR~P hun ekla]]]]] 
John says thai O w  that fool loves she nof 

As far as I know, sentences comparable to (41) are ungrammatical in Danish and Swedish. 

Researchers such as Diesing (1990) and Iatridou & Kroch (1993) have praposed to 

account for the contrast between (35) and (36) by postulating different structures for 

embedded V 2  in these two types of languages (cf. also Santorini 19572). They claim that 

the V2 in Yiddish and Icelandic occurs in the domain of IP as ~n (44)a, while the V 2  in 

Danish arid Frisian involves CP recursion as in (44)b. 

(44) Non-uniform Analysis of Em bedded V 2  (Iatridou and Kroch 1993, etc.): 

a. Y iddishncelandc: . . . [ cp  C [p XP [r V [. . . t . . . t ...I]]] 

b. DanishErisian: ... [ cp  C [cp XP [c' V [... t ... t ...]]]I 

There are several problems with this analysis. First, in (44)a, the "topic" phrase is in the 

Spec of Infl. Under the stanbara assumptions, the Spec of Inf l  is the position for the 

subject. Thus, non-subjects sucn as the object should not be able to occur in ttus position. 

In fact, Jonas & Bobaljik (1993) show !hat in Icelandic, definite subjects must raise to the 

Spec of AGRs by the time of SPELL-OUT. This means that the embedded subject in 

(33)b. repeated here as (43, is in the Spec of AGRs (= Infl) at "§-structuren. 

(45') J6n sepr a6 b s u m  hnng hafi 6lafur lofd  Madu. 

Jon says that this ring lrns Olaf promised Mary 

Thus, the pre-verbal object in thls sentence cannot be located within the domain of IP. 

Second, even if we grant, for the sake of the argument, that the Spec of Infl can be an A- 

bar psiti02 for the "topic" phrase as in (44)a, it would not help at all, because then 

extraction from wihn  the I? rwxswily crosses a potential A-bar landng site (the Spec of 

Id), whlch should yield a violation of the MLC. It will be thus incorrectly predicted that 

Yiddish-type languages do n d  allow extraction out of embedded clauses with verbsecond 

(i) 61af, f etta flfl elski h u  ekkr. 
Old that f d  loves she not 



word order. For these reasons, I will not adopt the non-uniform analysis (44). See Vihlel- 

(Vikner 1991) for further arguments against it8 

2. mullti ply-Layered Specifiers 

We have seen in the previous section that some categories may have two specifier 

positions. 111 this section, we will discuss cases in which a single head may have 

indefinitely many specifier positions. 

* We have seen that in cases like (i), the extraction across a filled Spec is made possible by 
layered spcafiers, in which the upper Spec serves as an "escape hatch". 

(ij a. Whlch boohi &d Becky say that [polp ti' [only to Aaron [will she give ti]]] 

b. VOS~ hot er nit gevolt az [yelp ti' [ in shul zoln [ d  hnder leyenen ti]]] 
wbrat has he not wanted &hat in s c h d  shail the children read 

(Yiddish: Santorini 1989 59) 

Thus, embeaded V2 clauses in these hnguages do not constitute a syntactic island. 
Somew hat surprisingi y, however, adjunct extraction out of these embedded claws yields 
a high degree of deviancy, as shown in (ii). 

(ii) a *:  HOW^ did Becky say that [only to Aaron will she give thls hnd of book ti] 
b. * Viazayi hot zi gezogt [az in shul h.obn Bi hr,der geiernt geshkhte ti1 

how has she said tluzt in school have the children learned history 
(Yidchsh: Vikner 1991: 113) 

Since there should be no island violations in these examples, their unacceptability must Le 
explained in other terms. In this connection, consider the following well-known 
argumentladj unct asymmetry. 

(iii) a * How do you w~nder [whether John said wary solved the problem t]]? 
b. ?? Who do you wonder [whether Johr, said [t solved the problem]]? 

(iv) a * How didn't you behave t? 
b. Which mas didn't you invite? 

To account for the contrast, a number of proposals have been made. They may be 
classified into three categories: syntactic amounts (Cinque 1990; Rizzi 190;  Chomsky and 
Lasnik 1993, among others), pragmatic accounts (Comorovski 1986; Kroch 1989, etc.), 
and formal semantic accounts (e.g. Szabolcsi md Zwarts 1992-1993). Among the three 
types of analyses, the latter two may be extended to cases like (ii), although exactly how is 
a topic for future research. See also Oka f 1Wa;  l w b ) ,  whost= locality theory might be 
adaptea !o expiain the contrast between (i) and (ii) syntactically. 



2.6. Mgltiple \YH Fronting 
In Slavic and some other langldages, al! wh-phrases are preposed in overt synbx, as 

exemplified below, 

(Bulgarian: Ku&n 198%) (6) a. Ne znaem ko; kalk-vcr kf dz e jcupil 
not know who wkal where hm bought 

'We don't know who boi~ght what where ' 
b. Bvisi sd tova, kog kogo pru e udanl (Bulgarian: Boskovic l m a )  

depends on it w h o who mfirsl k-cl hit 

'It depends on who hit whom first.' 

(47) a. KO kome kuga predstav'ja (SerbCrmtian: Boskovic 1993a) 
who (ts)w; om who  isineroducing 

'Who is introducing who to whom?' 

b. avisi oc9 toga k o  koga prvi u h ?  (Serbo-Croatian: Boskovic 1Wa) 

d e p h o n i t  w h o w h a i ~ ~ ~ ~ r t i i i ' t s  

'It depends on who hits whom first.' 

Among multiple wh-fronting languages, Bulgarian and Romanian allow extraction out of 

wh-islands, while Serbo-Croatian, Czech, etc. do not. Ths is shown in (48). 

(43) a. ~ o j  se ducii; kakvo prodava? 
w b  refl woltder-2sg what sells (Bulgarian: Izvorskn 1943) 

b. * Sta si me pitao ko moh da u d ?  
what have-2s me asked who c m  to do 

'What did you ask me who a n  do?' (Serbo-Croatian: Rl!&;;a 19$$b) 

As discussed in Rardin (198%) and others, mdtiple wh-fronting sentences in B\iPgarisn 

and Romanian have different structures than those in Serbo-Croatian md Czech. Irl the 

former, all wb-phrz.ses are located to the left of a functional head (call i t  F) as in (49'ja, 

while in the iatter, only one wh-phrase occurs to the ieft of F, and the remaining wh- 

phrases appear after the p i t i cn  of F, as in (49)b. 

(49) Positions of Wh-phrases 

a. BulgarianIRomanim: WH WH ... WH F 
b. Serbo-CmatiadCzech: WH F WH WH ... 



Assuming that this is basically correct, I suggest that muitiple wh-fronting 

sentences in these two types of languages have the ~tructures in (50). 

(50) Layeredl Specifiers Analysis of Mu1 tiple Wh-Fronting 

a. BulgarianJRorrmaqian b. Serb.Croatian/Czech 

PolP PolF 
A 

WH Pol' 

'. 
Pol ' 
A ,  

WH Pol' 
A 

Pol AGRsP 

A 
WH Pol' 
A 

Pol AGRsP 
A 

W AGRsP 

/\ 
WH AGRsP 
A 

Subject AGMs' 
A 

AGRs TP 

In Bulgarian-type languages, Pol has a feature that can license indefinitely many wh- 

phases in its canonical specifier pcsitions. Pol in Serbo-Croatian-type languages, in 

contrast, has a feature that can license only one wh-specifier position, but AGRs in these 

languages has a feature that can license indefinitely many wh-phrases in i ts  adjoined 

specifier positions, in addition to Case and Agreement features that enter into chexkjng 

relation with the subject in the canonical SF. The feature of Pol that attracts a wh-phrase 

is a [+wR] owrator feature, but the feature of AGRs that atuacts wh-phrases seems to be 

different. The overt rnovenxnt of wh .phases in Serbo-Croatian-type languages is more 

like scrambling than wh-movement (Zeljko Boskovic, personal communication). 

Under this analysis, (51)a has a. structure like (5 1) b at the point of SPELL-OUT. 

(51) a. Koga jekako Pet~i~ristukao (SehCroaaian) 

Whom is how Peter beaten 
b. [POIP whmi .- ( ~ G R S P  ti') [AGRSP how LGRAP . . . ti .. 11 (1) I 

Whom in (51)b crosses how in the adjoined Spec of AGRs. If the adjoined specifiers of 

AGRs is A-t?ar positions, whom has to stop by, for locality reasons, at an adjoined Spec of 



AGRs hlgher than how. If the adjoined specifiers of AGRs are A-positions, who may 

move to the Spec of Pol in one fell swoop. 

Turning back to (a), consider (52). 

(52) a. Bulgarian(48)a: 
J WHi.. . . . . [polp ti( [pol' WHj Pol ~ G R ~ F  . tj . . . ti . . .]I 1 

t (ii) I I (1) I 
b. Serbo-Croatian (48)b: 

* WHi. . . . . . [polp WHj Pol ( ~ ~ J R ~ P  ti') L G ~ P  . . . tj . .. ti ...I (1) 

The case in (52)b is a typical example of wh-island violation: the 1i.e (i) violates the MLC, 
because it, skips a potential landing site, i.e. the Spec of t h ~  embedded Pol. (48)b is 

therefore ungrammatical. On the other hand, since Bulgarian Pol allows multiple specifier 

positions, when a wh-phrase is extracted out of a wh-island, it can use a Spec of Po1 as an 

escape hatch, as in (52)a. In this structure, the MLC is not violated, because the two 

specifier positions of the embedded Pol are equidistant from any other position. (&)a is 

thus grammatical. Thls is another example of A-bar movement saved by layered specifiers 

and eq~idistance.~ 

The hypothesis that the imding site of wh-movement in Bulgarian-type languages is 

a Spec of Pol, as opposed to a Spec of C, is supprtd by the fact that wh-movement in 
Bulgarian induces Subject-Verb inversion both in matrix wh-questions as well 3s in 

9 Rudin (1988b) argues that in Bulgarian and Romanian, all wh-phrases frcnted to the 
clause initial p i t ion  are in the single Spec of CP. The first wh-phrase substitutes the Spec 
of CP, and the remaining ones adjoin to the Spec p i t ion  fmm the right. Besides several 
thmticalquestions (e.g., why do wh-phrases right-adjoin t c ~  the Spec of CP, instead of 
more usual left-adjunction?), none of her evidence for single constibency is convincing. 
For instance, Rudin cites, as evidence for her claim, the Fact that adverbs may not intervene 
between thz f;.onkd wh-phrases. However, this has a straightforward explanation under 
the layered specifiers analysis: adverbs intervening &;tween the wh-phrases would 
incorrectly enter into the checking relation with [tw h] Pol. Her strongest argument has to 
do with Superiority effects, for which she presents an ECP account. Again, it has h e n  
challenged on empirical g m d s  (cf. Boskovic 1993b; Cl.leng 1991.). 



embedded indirect wh-questions, as illustrated by th t  following examples taken from 

(Izvorski 1W): lo 

(53) a. Koe pismo napisa dete-to 
whch letter wrote child-the 

'which letter dlcl the child write?' 

b. * Koe pismo dete-to napisa 
which letter child-the wrote 

(54) a. Tja me popitame Svee Ivan 
she me asM where lives Ivan 

'She asked me where Ivan lives.' 
b. * Tja me popita W e  I van i ivee 

she me asked where Ivan lives 

This is analogous to the obligatory Subject-AUX inversion in the cases of negative 

preposing and matrix wh-question in English, whch we have seen murs in the domain of 

Pol. Another piece of supporting evidence for the proposed analysis has to do with the 

relative order of the topic and wh-phases. As shown in ( 5 3 ,  the topic in Bulgarian occurs 

between C and the subject, and it does not induce Subject-Verb inversion. 

(55) Kazaha :ni, be nr Maria Ivan e posvetil tri st krugite si. 
told-sp.pl me that to Maria Ivan is dedicated-m.sg Qhree of b k s  refl. 

(Izvorski 1993) 

This is exactly like the topic in English, suggesting that the topic in Bulgarian, like the topic 

in Ehglish, occupies the adjoined Spec of Pol. Wh-phrases occur to the right of the topic, 

as exemplified below. 

(56) a. Popitah go novata si k n i p  rua kogo ite p v e t i  
asked-lsg him the-new refl. book to w b m  will dedicate 

'I asked him to whom he will ddcate  his new book.' 

10 The arguments in thin paragraph are txased on those in Izvorski (1993) for a similar 
point. Cf. also Toyoshima (1991). 



b. Ivan za kogo e kupil cvetja-ta? 

Ivan for whom is bought-m.sg. flowers-the 

(Izvohsh 19%) 

This is readily explained if we assume that Pol has a wh-feature for the canonical Spec and 

a topic feature for the adjoined Spec, analogous to the following English case we have seen 

earlier. 

(57) '4nd a book like h s ,  t~ whom would y ~ u  give? (Delakunty 1983) 

Interestingly, relative pronouns occur to the left of the topic, suggesting that they occupy 

the Spec of C. 

(58) Vreme-to, kogato knigite si  Ivan gi posv&tav& na Maria, otmina 
time-the when books ~ f l .  Ivan them dedicated to M a  passed 

T h e  time when Ivan used to dedicate his books to Maria is now gone.' 

(Izvorslu 1993) 

The layered specifiers discussed in this subsection are different t rom the layered 

specifiers of English type. In the case of English Pol, the elements in the two specifiers 

bear different features, i.e. Top  and Neg, and the number of the spec~fier positions is 

limited to at most two. We thus hypothesized that the head Pol has rwo different features, 

one for the c a n o n i d  Spec and one for the adjoined Spec. In the case of multiple wh- 

fronting, in contrast, all the elements in the specifier positions of the relevant category bea 

the same h n d  of feature, i.e. the feature that induces movement of wh-phrases, and the 

number of sppxifier positions per h e .  seems tr: !YVS nil upper limit. It is highly unlikely 

that [+wh] Pol in Bulgarian, for example, has an indeiinite number of features to license 

w h - p h m a  in its Spec positions. I suggest that in the case of multiple wh-fronting of the 

type in question, the relevant functional head (e.g. Pol) has a single feature that can enter 

into the c k l a n g  relation with indefinitely many wh-phrases. Wh-phrases in languages 

like Bulgarian move overtly because they have a strong feature to be checked against a 

feature of Pol that may undergo more than one checking. In single wh-fronting languages 



like English, Pol (or C) has a strong wh-feature, and wh-phrases have weak wh-features. 

Thus, it suffices for a single wh-phrase to overtly move into the Spec of Pol (or C). 11  

To summarize, there are two different "sources" of layered specifiers. Double- 

layered specifiers arise when the relevant head has two slots in its feature gnd for 

specifiers. one for the canonical Spec and one for the adjoined Spec. In  contrast, multiply- 

layered specifiers are possible when the relevant head has a feature that c m  & checked 

more than once, in fact indefinitely many times. The latter type of feature may be for the 

canonical specifier positions as in the case of Bulgarian-type languages, or i t  may be for ihe 

adjoined specifiers as in the case of Serbo-Croatian-type languages. In the next subsection, 

we will see another instance of mu1 tiply-layered specifiers. 

2.2. Multiple Subjects 

Accordng to Ura (I%), there is a strong correlation between the presence of the 

multiple subject construction in a language and the possibility of superraising in that 

language: 

(59) Ura's Generzlization 

If a language allows the so-called "Multiple Subject Consh-uction", 

then it also allows superraising to take place. 

(Ura 1%: 5) 

For example, it is r e p o d  in Ura (1994a) that Indonesian has both constructions, whereas 

English haz neiiher. 

(60) Indonesian 

a Multiple subjects 

Rumah itu atapnya b r .  

houre the-NO M roof -3 S G-N 0 M kaks 

Lit. The house, (its) roof leaks.' 

1 1 I assume that wh-features of wh-phrases in situ (which are weak) adjoin to C in LF 
without pied-piping the whole w h - p b s  (cf. Chomsky (Class lectures, Fall 1994)). See 
Tsai ( 19W) far an alternative analysis of WH in situ, which is also compatible with our 
proposals made in this chapter. 



b. Superraising 
Tinii dl-anggap [ k k w a  saja beri-0 sum itu ti ] (Urn 15%: 10) 

Tiai PASS-believe COMP I give letterthe 

Lit. Tinii is believed that I gave ti the letter.' 

(They believe that 1 gave the letter to Tini.' 

(61) Fngish 

a Multiple subjects 

* I doubt that the house, its roof leaks. 

b. Superraising 
* Johni seems [that it was told ti [that Mary is a geninlas]] 

A commonly assumed account of the ungramma9idity of (61)b is that the movement of 

John across the embedded subject violates some version of Relativized M n i m d i y  (cf. 
Rzzi 1990; Chornsky and Lasnik 1993 ; Chomsky 1 W b ) .  

T o  account for the generalization in (S), Urrd (1994a) suggests that in languages 

with multiple subject constructions, AGRs has a feature that license multiple A- 

speciCier positions, and all the "subjects" in the multiple subject comtruclion are in these 

p i t o n s :  

In a superraising sentence like (60). the raised element may use a Spec of the embedded 

AGRs as an escape hatch, as shown in (63). 

(63) Tinii ... ~ G I P ~ P  t; [ Subject AGRs f ~ p  ... ti ...]]I 

In thls structure the superraising is p i b l e  because the specifier p i t i o n  occupied by ti' 

and the specifier posl tion occupied by the embedded subject are equidistant from any other 

positions as they are both in the checlung domain of the embedded AGRs. The same 

operation is not allowed in English because English AGRs haw only one specifier p i h o n .  

If this analysis of the multiple subject construction and the superraising is correct, 
then we have evidence that layered specifiers are p i b l e  in the A-3ystem as well as the A- 

bar system. 



3. Double-Multiply-Layered Specifiers 
Japanese has very productive multiple subject co~lstructions (cf. Kuno 1973). An  

example is given below. 

(64) Bunmeekoku-ga dansee-ga hcelun-zyumyoo-ga nagai 

civilized country-NOM male-NOM average-li fe span-NOM long 

'It is in civilized countries that men -- their average life-span is long.' 

(It is the average life-span of civilized countries that is long.) 

In t h s  sentence, the t h r d  nominative NP is the notional subject of the predicate. The 

nominative (subject) NPs other than the notional subject are often referred to as "major 

subjects", and they occur to thc left of the notional subject. According to Ura ( I N ) ,  

Japanese has (covert) superraising in accordance with the generalization in (59). This 

means that AGRs in Japanese allows layered specifiers, and (64) has a schematic structure 

like (65). 

(65) [AGR~P civilized country-NOM [male-NOM [average-life span-NOM [ ~ p  . . . 1 ...]]I 

Since ~l the "subjects" (notional as well as major ones) are in the checlung domain of 

AGRs, their Cases are licensed by the Case-feature of T copied to AGKs. 

We have seen in Chapter 4 that the object of stative predicates bears nominative 

Case. An example is repeated below. 

(66) John-ga eego-ga delu ru. 

John-NOM Englis h-N 0 M capbk 

Lit. 'John is capable of English.' ( J o b  speaks English). 

As I suggested there, the nominative Case feature of the object, along with other formal 

features, raises ts AGRs at LF for the purpose of Case-checking (AGh-adjoined p i t i o n s  

are in the chechng domain of AGRs). The following sentence exemplifies all three kicialds 

of nominative NPs. 



John-NOM y o u n g e r . s i . t e r - N O M  French-NOM sped-can- PRES 

'it is John whose sister can speak French.' 

The first NP is a majar subject, the second NP a notional subject, and the third one a 

nominative object. They are all marked with the nominative marker gu in  standard 

Japanese. 

The situation is slightly different in Kumamoto Japanese, a dialect of Japanese 

spoken in the middle part of Kyushu. Consider the following p r s  of the multiple subject 

sentences. 12 

(68) a. Standard Japanese 

Natlr pi kankookyaku-ga ooi 
s u m m e r - N O M  tourist-hrUM n u m e r o w  
'It is summer when tourists are numerous.' 

b. Kurnarnoto Japanese 

Natu-ga kankookyaku-n o ookabai (Yoshimwa 1%) 

s u m m e r - N O M  towist-GE N numerow 

(69) a. Standard Japanese 

Nippon-ga otoko-ga zyumyoo-ga naga~ 

J w - M O M  m a n - N O M  l i fe . span-NOM long 

'It is Japan in which men's life span is long.' 

( J a p e  men have a long life span.) 

b. Kurnamoto Japanese 

Nippon-ga otoko-ga zyumyoo-no nanka (Yoslumura 1m: 105) 

J@m-NOM man-NOM l i p e . s p a n G E N  b n g  

Both the (notional) subject and the major subject are marked with the nominative p in 

standard Japanese. In Kumamoto Japanese, in contrast, the subject is marked with the 

12 I would like to thank Koji Fujita for pointing me to Yoshimura (1994a). All the 
examples of Kumamoto dialect used in this chapter are those of Yatsushro branch of 
Kumamoto Japanese. In the Yatsushiro dialect, no becomes n after vowels, an effect 
which is glased over in our transcriptions. 



genitive no (whether or not the major subject cooccur), though the major subject is mapked 

with ga as in the case of smdzrd Japanese. According to 'Yoshimura (1992; 1%). the 

other logically possible combinations of c a e  marking yield ungrdrnmaticdity. This ,s 

shown in (70). l3 

(70) a. * Natu-ga bllcookyaku-ga o o k a h  
summer-NOM tourist-NOM numerous 

b. * Natu-no kankookyaku-no o o b  

s~mmer-GEN Pourist-GEN numerous 
c. * Natu-no kmkuokyaku-ga ookabat 

su?n?n??r-GEN tow&-NOM numerous 

This indicates that Kumamoto Japanese discriminates the canonical specifier position from 

specifier positions above the canonical Spec, for the purpose of Case-licensing. houn 

Phrases in non-canonical specifier positions of AGRs are marked with ga, and an NP in the 

canonical Spec of AGRs is marked with no. Elsewhere (Koizumi 1%) I have stsled this 

observation as follows. 

(7 1) Kumamoto Japanese: 
a. An NP Is marked with ga only if it is Case-licensed in the Broad 

Checking Domain of AGRs. 
b. An NP is marked with ru only if it is Case-licensed in the Narrow 

Checking Domain of Tense. 14 

Informally speaiung, the narrow checking domain of AGRs is that ?art of the checlung 

domain dominated by AGRsP, and the broad checlung domain is the chechng domain 

minus the narrow chechng domain (i.e. that part of checking domain contamed in, but not 

dominakd by, AGRsP). !See Koizuni (1%) for formal definitions. 

l3 (50)b-c are grammatical if the first gemtive NP is taken to be r pan of the subject NP, as 
in [NP [NP n a t u ] - n o  karPkookyaku1-no "(the) summer's tourists", although they are still 
semantidly unnatural. 

14 (71)ii obviously ignores no-marking wihn  NR (or DPs). 



Now the generalization in (71), coupled with our claim that the Case-feature of the 

"nominative" object is checked at the AGRs-adjoined position, correctly predicts that the 

"nominativen object in Kumarncto Japanese is marked with the genitive no, like the subject 

in ths language. The other combinations of g a h  lead to ungrammaticality. 15 

(72) a. An ozisan-no eegono 
t h t  ?nan-GEN E n g l i s h - ~ ~ ~  
'On that man speak English?' 

b. * An ozisan-no ego-ga 

that man-GEN Englkh-NOM 

c. * Anozisan-ga eego-no 

thatman-NOM English-GEN 

d. * Anozisan-ga eego-ga 

that man-NOM English-NOM 

hanas-e-ru ka 
speak-cun-PNES Q 

hanas-e-ru ka 

speak-can-PRES Q 

hanas-e-ru ka 

speak-can-PRES Q 
hanas-e-ru ka 

speak-em-PRES Q 

I suggest that T in Kumamoto Japanese has two Case features [Norn] and [Gen]. 

They are copied to A G h  when T adjoins to it. [Gen] is for the canonical Spec of A G k ,  

and mom] for the adjoined specifier positions of AGRs. 16 Both Case features have the 

ability to check multiple elements. 

4. Conclusion 
In thls chapter, I have argued (i) that some categories may hwe more than one 

specifier position (layered specifiers), and (ii) that equihstancc applies not only to A- 

movement but also to A-bar mwement (cf. Branigan 1992). If these conclusions, 

especially (i), turn out to be correct, the standard XI-schema in (1) must be dismissed, 

along with more restrictd theories of phrase structure such as Kayne's (1994). The bare 

phrase structure theory is cornpati ble with our result in that it does not stipulate the number 

of projections per head across categories cross-llnguisti~dly. The number of specifiers of a 

l5 1 owe the examples in (72) to Noriko Yoshimura (personal communication). See also 
Ymhlmura (1994b). 

l6 Since feature-checking is done not only at specifier positions but also at the pos~tions 
adjoined to a head, th:: feature for the narrow checking domain and the feature for the broad 
checking domain, respectively, may be better names than the feature for the cmcsnial Spec 
and the feature for the adjoined Spec. 



category seems to be determind primarily by two factors: i )  whether a category has a 

feature slot for adjoined Spec, and i i )  whether a Spec feature C a i i  snter into the checking 

relation with multiple elements. The category Pol in English, for example, has two slots, 

and the Bulgarian wh-feature in Pol can be checked indefinitely many times. To what 

extent the distribution of Layered specifiers in a language is predictable from other 

properties of the language is an empirical question, and we must leave i t  for t'uture 

research. '-7 

l7 One area for which a layered specifier analysis seems promising is where w11-island 
effects are weak or non-existent (e.g. Italian -- kzzi 1982; Adams 1984-85; Icelandic -- 
Maiing 1978; Maling and Zaenen 1978; Hebrew -- Reinhart 1982). 



CHAPTER SEVEN 

STPING VACUOUS OVERT VERB RAISING 

Since Pollock (1989), it has been hot!y debated whether verbs in a language raise to 

some functional head position in overt syntax or in their original p i  tions. Japanese 

is no exception. For example, using some interpretive facts about a "VP-deletion-like" 

construction, O t a ~  and Whltman (1991) argue that verbs in Japanese move out of the VP 

by LF. The validity of their arguments, however, has been questioned by Hoji (1894), 

who maintains that the issue has not been settled yet. 1 The difficulty of the question 

concerning the timing of verb raising in Japanese lies, in part, in the fact that it is an 

1 Japanese examples with an object gap such as (ib) are ambiguous between the two 
readings given below. 

(i) a. John-wa [zibun-no tegamil-o sute-ta. 
Joh-TOP self-GEN k t & ? - A  &wd- PAST 
'Johni threw out ~ l f i ' s  letters.' 

t. Mary-mo [el sute-ta 
Mmy-aLw diwmd- PAST 
= 'Mary, also threw out srtlfj's letters.' 
= 'Mary also threw out Johri's letter.' 

Following a hypothesis due to Huang (1987~~; 1987b), k i  & Whitman (1991) argues 
that the ambiguity of (ib), especially the availability of the first reading ("sloppy reading"), 
sugge,ts bhai the verb raises out :~f the VP, creating an empty VP analogous to the empty - -- v I in the English exrunple (iib), whose ambiguity is tcl be m ~ u c t A  for along the lines of 
Sag ( 1976) and Wtlliams ( I977a). 

(ii) a. John thew out his letters. 
b, May [[elv [ e l ~ p l v ~  am. 

Presenting various kinds af' co-mterexamples to ( 3 ~  & Wh.mnan's analysis, Hoji ( 1984) 
convincing$> shows that the first reading of (ib) is pot a genuine sloppy reading one can 
fi::C with rhe VP deletion ~ t r u c t i o n s  such as (iib'. Hoji argues that such a reading arises 
from two different ways, neither of which requires V-rai~ing. If lioji (1994) is correct, the 
examples like (ib) have no beanng on the issue of V- raising. Besides, Otani Br Wh~tman's 
(1991) analysis, if correct, ody indicates that the verb raises out of the VP before LF 
interpretive rules (such as Williams' Derived VP rule) apply. Thus, strictly spealung, it 
does not show that the verb raises before SPELL-OUT. The latter remark also applies to 
the arguments for verb raising presented in Whltman (1991). 



absolute head f i n d  language. By "absolute head final languages", I mean head final 

languages that do not allow any right adjunction or rightward XP movement. Since 

Japanese is an absolute head finai language in this sense, neither argumellts nor adjuncts 

can occur between head positions in this language. Simple word order facts therefore tell 

us virtually nothing about verb raising. The same point hoids of other absolute head final 

languages such as Korean. 

The purpose of this chapter is to present direct evidence for overt verb raising in 

Japanese, that does not suffer from criticisms raised against indirect arguments previously 

presented for or against it. The issue is important bectiise i )  practically no convincing 

evidence has been found for overt verb raising in absolute head final languages despite that 

evidence is abundant for syntactic verb raisi~g in head initial languages, and i i )  the validity 

of a number of influential works on Japanese syntax such as Saito (1992), Tada (1993), 

and Mi yagawa ( 1994) directly hinges on the timing of verb raising. 

In $1, I adduce evidence to show that verbs in Japanese raise out of the VP in ovepi 

sy~tax. In 52, I discuss apparent alternative analyses of somz of the ciatin presented in 4 1. 

Finally, in  33, I explore consequences of the overt verb raising ailalysis of Japanese to 

various aspects of syntactic theory such as the proper binding condition and Kayne's 

( 1994) Linear Correspondence A xic<m. 

1. Overt Verb Raising in Japanese 
In this section, I will show !hat verbs i i ~  .i~oanese move out of the VP before 

SPELL-OUT. 

1.1. Clefting 
The first piece of evidence comes frcm facts amut clefting. As shown in  ( I ) ,  

"indirect object + direct abject" may be clefted, with the verb k ing stranded. 

( 1 )  a. Mary-ga John-N ringo-o 3-tu age-ta (koto) 

M q - N O M  J o h - t o  a p p l e - A C C  3-CL g i v e - P A S T  Cfa:t) 

'Mary gave three apples to John.' 

b. Mary-ga age-ta no-wa [John4 nngo-o 3-tu] da 

M w - N O M  g i v e - P A S T  NL-TOP [Job-to apple-ACC 3-CL] bp 

Lit. 'It is [three apples to John] that Mary gave.' 



(1)a is a regular ditransitive sentence, and (1)b is its cleft counterpart with the indirect 

object and direct object in the focus position. Assuming, as is standard, that the base- 

positions of the verb and the direct object are sisters to each other, these sentences suggest 

that the verb overtly moves out of the VP that dominates the direct and indirect objects, as 

schematically shown in (2). I t  is this "remnantn VP (or some larger phrase) that is clefted 

in (1)b.Z 

(2) Schematic structure of ( l)a 
Subject [vpIO DO tv] V Tense 

1-t 

Similarly (3) arid (4) suggest that the verb mires even higher than the subject, probably to 

c .3 

(3) a. Mary-ga ringeo 3-tal kat-ta jkoto) 

M ~ J - N O M  apple-ACC 3-CL buy-PAST 
'Mary bught three apples.' 

b. Kat-ta no-wa m j - g a  ringcbo 341.11 da 

buy-PAST NL-TOP [ h h y - N O M  ~ P ~ , & - A C C  3-CL] be 

Lit. 'It is wary three apple :I ~ l a t   bough^' 

(4) a. Mwy-ga John-ni ringo-o 3-tu age-ta (koto) (= (l)a) 

Mary-NOM John-to w l a - ~ C C  3-CL give-PAST 

'Mary gave three apples to John.' 

b. A@-ta no-wa Flary-ga John-ni ringeo 3-tu] Qa 

give-Past NL-TOP [ M ~ - , \ I o M  John-to a p p k - ~ C C  3-CL-] tAe 

Lit. 'It is Flary three apples kl John] that gave.' 

Under the Split VP Hypothesis proposed in Chapter 5, the focused constituent in (1)b 
can be any of the following: TP, VUP, AGRoP, AGRoP, and VIP 

We will not be concerned with the exact structure of che cleft construction in  
Japanese here. See P-ppendx B for discussion. 

3 1 assume with Nemoto (1993) and others that the subject in Japrnese raises to the Spec of 
I (or AGRs) in overt syntax. 



In the following examples, " I 0  + DO" and "S + 8" of the embedded clauses are 

clefted. This shows that overt V-Raising takes plaw in embedded clauses as we11.4 

(5) a. Mary-ga [John-ga 3ecky-ni ringeo 3-tu ageta to] im 
M q - N O M  [John-NOM Becky-to  apple-^^^ 3-CL gave ttiat] scud 

'Mary said that John gave three apples to Becky.' 

b. Mary-ga [John-ga agetato] itta no-wa pecky-ni 
Mary-N0A.I [John-NOM gave thal] s a d  NL-TOP [Becky-to 

ringeo 3-tu] da 

~appk-ACC 3-Ci] be 

Lit. 'It is [thee apples to Becky] that Mary said that John gave.' 

(6) a. Mary-ga Nancy-ri [John-ga ring+o 3-tu kana ] im 
~ ~ - N O M  Nancy-to [John-Nc3M appb-ACC 3-CL bough1 thao] said 

'Mary said to Nancy that John bought three apples.' 

b. Mary-ga Nancy-ni [ katta to] a no-wa [John-ga 

Mary-NOM Nancy-to [ bought ha] said NL-TOP [Joim-NOM 

ringo-o 3-tu] da 

apple-ACC .3-CL] be 

Lit. 'It is [John three apples] that Mary said to Nancy that bought.' 

Now, note that, as shown in (3, it is not possible to cleft the matrix arguments 

along with the constituenb of the embedded clause. 

(7) a. Mary-ga Nwcy-ni [John-ga ringo-o 3-tu kana to] itta 

Mary-NOM Nancy-to [Job&-NOM apple-ACC 3-CL bough ha] said 

'May said to Nancy that John bought thee apples.' 

b. * Katta to itta no-wa FiaPy-ga Nancy-ni John-ga 

bought t&t said NL-TOP [Mary-NOM Nancy-to John-NOM 

ringo-o 3-tu] da 

~ - A C C  3-CL] 6, 

Lit. 'It is [Pkiaiy Nancy John three apples] that said that bought.' 

(Mary sad to Nancy tliet John bought three apples.) 

4 ~ h e  example in (6)b is due to Mamom Saito (personal communication). 



The ungramlnaticality of (7) b shows two points: i)  oveit V-Raising does not cross tensed 

clause boundaries, and ii) the clefting in Japanese operates not on a linear sequence of 

words, but rather on a syntactic constituent. As a further support of the syntactic nature of 

the cleft construction. clefting of remnant VPiIP okys subJacency:5 

(8) a. Mary-ga [[John-ga Becky-ni rlngo-o 3- tu ageta] zi kanl-o 
Mary-NOM [[Joh- NOM Becky-lo apple-ACC 3-CL gave] i i m ] - ~ C C  

siritagatteiru. 

wcmn1.t~. *.now 

'Mary wants to know d ~ e  time when John gave three apples to Becky.' 

b. * Maxy-ga [[John-ga ageta] zikanl-o siritagatteiru no-wa 

Mary-NOM [[John-NOM gave] time]-ACC want.to.know NL-TOP 

[Becky-ni ringeo 3-tu] & 

[Becky-to apple-ACC 3-CL] be 

Lit. 'It is [three apples to Becky] that Mary wants to know the time when 

John gave' 

(8) a. Mary-ga Nancy-iu [[John-ga ringo-o 3-tu kana] m;se]-o 

Mary-N/)M Nancy-to [[Job-NOM apple-A cc 3-CL bought] store[-A cc 
mieta 

told 

'Mary told Nancy the store at which John bought three apples.' 

b. * Mary-ga Nancy-ni [[ katta] mi%]-o osieta no-wa 

Mary-NOM Nancy-to [[ bought] s~o~c?]-ACC pold NL-TOP 

[John-ga ringo-o 3-ni] da 

.Tohn-NOM qple-AcC 3-CL] be 

Lit. 'It is [John three apples] that Mary told Nancy the store at which 

bought.' 

(lo) a. Mary-ga [[John-ga ringo-o 3-tu ~aberu] mae-nil kaetta 

MafiY-NOM [ JO~-NC>M apple-~CC 3-CL e 4  before] left 

'Mary left before John ate three apples.' 

See Hoji (1987) and Mum;ugi (1991) for the locality of regular cleft constructions in 
Japanese. 



b. * Mary-ga [[ taberu] mae-nil k t t a  no-wa [John-ga 

Mq-NOM [[ eat] before] returned NL-TOP [John-NOM 

ringu-o 3-tul da 

apple-~CC 3-CL] be 

Lit. 'It is [John three apples] that Mary left before ate.' 

1.2. Coordiasrtion 
The next piece of evidence for overt verb raising has to do with coordination. 

Consider the exampie in ( 1  1). 

(1 1) Mary-ga [[John-ni rjngeo 2-tu] to [Bobni banana-o 3-bon]] 

Mary-NOM [[John-to apple-ACC 2-CL] and [Bob-to bartimca-ACC 3-CL]] 

ageta (koto) 

'Mary gave two apples to John, and three bananas to Bob.' 

( 12) Schematic structure of ( 1 1) 

Subject [[vp 10 IXI tV ] and [vp I 0  DO tv]] V-Tense 
1.. I t  

With the common assumption that each conjunct of a coordnate structure is a syntactic 

constituent, (1 1) suggests that I0 and IXI form a constituent that excludes the verb at the 

point of SPELL-OUT. Furthermore, the examples in (13) and (14) suggest that "S + On 

and "S + I 0  + DOn, respectively, form a syntactic constituent.6 

6 There seems to be some sort of pamllelisrn requirement m ;he construction in question 
(Mamoru Saito. personal communication). Thus, the exarnplcs in (i) to (iii) are less ,natural 
than thm in ( l l) ,  (13) and (14). 

(i) ? Mary-@ [[John-ni ringeo 2-fu] to [banana-q Bobni ti 3-.bon]] 
M ~ ~ ) ~ - N o M  [[J~htl-m a p ~ l t ? - ~ C C  Z-CL] and [h??WliZ-ACCi Bob-to li j..CL]] 

w t a  (kQW 
gave (thefact) 
'(the fact that) Mary gave two appies to John and to Bob three bananas.' 

(ii) ?[[ring- Mary-ga ti 2-tu] to [Nancy-ga banana* 3-bon]] 
[[a,@-ACC~ M ~ - N O M  ti 2-CL] and [Nancy-NOM banarua-~cc 3-CL]] 
trzbeta (koto) 
&&? (the fact) 
Lit. '[two apples Mary] and [Nancy three: bananas] ate.' 
(Mary ate two apples and Nancy ate three bananas.) 



(13) [wary-ga ringeo 2-tu] to [Nancy-ga banana-o 3-bon]] 

[[Mary-NOM a p p k - ~ ~ c  2-CLl and [Nancy-NOM bcuuma-ACC 3-CL]] 

tabeta (koto) 

aie 

Lit. '[Mary two apples] and [Nancy three hmas] ate.' 

(Mary ate two apples, and Nancy three bananas.) 

(14) [wary-ga John-ni ringo-o 2-tu] to [Nancy-ga Bob-ni 

(/Mary-NOM John-to apple-ACC 2-CL] md [Nancy-NOM Bob-to 

h l i l r - o  3-bon]] ageta (koto) 
hmma-ACC 3-CL]] gave 

Lit.'mary two apples to John] and mancy three b a n a s  to Bob] gave.' 

( M w  gave two apples to John, and Nancy gave three banana. to Bob.) 

These observations confirm the claim thlat verbs in Japanese raise to C in overt syntax.7 

The following examples with coordination of ernkdded VPsIIPs further show that 

verbs of embedded clauses also move cut of the VP before the derivation branches off to 

PF. 

(iii) ? [Ffary-ga John-ni ringo-o 2-tu] to m b n i i  Nancy-ga 6 
[ /&farp, -~O~ .?oh-to 4~ple-ACC 2-CL] [Bob-toi N c ~ y - N O M  &i 
banana-o 3-bon]] Wta (koto) 
~ - A C C  3-CL]] gave (the fact) 
Lit.'wary two apple to John] aid [Nancy three bananas to Bob] gave.' 
(Mary gave two apples to John iuld Nancy gave Lxee bananas to Bob.) 

7 The unacaptability of the following txamples may indicate that the position of the verb at 
the point of SPELL-OUT is lower than itbe topic. 

(i) ?* Mary-wa rinp-o 2-tu to Nancy-wa lxmana-o 3-bon 
Mary-TOP apple-ACC 2-CL mi Nancy-TOP ~ ~ . A C C  3-CL 
tabeta (koto) 
ate (thefoct) 
Lit. 'Fiary two apples] and [Nancy three bananas] ate.' 
(Mary ate two apples and Nancy ate three bananas.) 

The example becomes acceptable if t~ "andw is replaced with the other conjunctive parUcle 
sos& *andw. See Ap- ?ndix A for the reason why sosite can17ot be used for our purposes. 



( 15) Nancy-ga wary-ga [[John-ni ringo-o 2-tu] to [Bob-nl 

Nancy-NOM [Mary-NOM [[John-tu apple-ACC 2-Ci.] and [&b-to 

banana-o 3-bon]] age!a to] omotteiru (koto) 

!wnarm-~cc 3-CL.11 gave tlaat] believe 

'Nancy klieves that Mary gave two apples to John and three hananas to Bob.' 

(16) Becky-ga [ [[Mary-ga ringu-o 2-tll] to [Nancy-ga bana~la-o 

Becky-NOM [[[Mary-NOM qpk-ACC 2-CL] and [Nancy-NOM h m - A C C  

3-bon]] tabeta to] omotteiru (koto) 

3-CL]] ate thatlbelieve 

Lit. 'Becky believes that [wary two apples] and [Nancy three bananas] ate.' 

(Becky believes that Mary ate two apples and Nancy three bananas.) 

As expected, the matrix arguments ma.y not occur in the same conjunct as the 

embedded arguments, for the embedded verb does not raise to the matrix clause across a 

tensed clause boundary: 

(17) *[[Mary-ga John-ga ringo-o 2-tu] to [Nancy-ga Bobga 

/p.iq-NOM Job-NOM wpk-ACC 2-CL] Md [Maw-NOM Bob-NOM 

banana* 3-bon]] ka% to omotkiru (koto) 
banana-ACC 3-cL]] bought that b e h e  

Lit. '[wary John two apples] and Nancy Bob three bananas]] believes that 

bought.' 

(Mary klieves that John bugkt two apples, and Nancy believes that Bob 

bought three bananas.) 

The overt V-Raising analysis is further supported by the fact that she coordinate 

structures in (1 1), (13), and (14) may be clefted. as shown in (18) through (20), which 

lends credence to the p r o m  analysis of constituent smcture of lhese sentences. 

(18) Mary-ga ageta no-wa [[John-ni ringeo 2-tu] to (cf. ( I  1)) 

Mq-NOM gave NL-TOP [[John-to apple-~CC 2-CL] avtd 

[Bob-ni banana-o 3-bonj] da 

[Bob-10 batnana-ACC 3-CL]] k 
Lit. 'It is [two apples to John and three bananas to Bob] that Mary gave. 

(Mary gave two apples to John and three bananas to Bob.) 



(19) Tabeta no-wa [wary-@ ring60 2-tu] to 

NL-TOP [ w q - N O M  appk-~cc 2-CL]  and 

[Nancy-ga h a - o  3-bm]] & 

[Nancy-NOM h m m - ~ C C  3-CL]] be 

Lit. '[Mary two apples] and [Nancy three bananas] ate.' 

(Mary ate two apples and Nancy ate three bananas.) 

(20) Ageta no-wa [PAW-ga John-ni ricgo-o 2-tu] b 

gave NL-TOP [ [ M q - N O M  John-to q k - A C C  2-CL] and 

[Nancy-ga Bob-ni banana-o 3-bon]] da 

[Nancy-NOM Bob-to banana-ACC 3-CL]] be 

Lit. 'It is wary two apples to John and Nancy three bananas to Bob] that gave. 

(Mary gave two apples to John and Nancy gave three txmanas to Bob.) 

Furthermore, the coordinate structures may undergo scrambling, as shown in (21) through 

(23). 

(21) [[John-ni ringo-o 2-tu] to Bob-ni banana* 3-b0n]]i (cf. ( 1  1)) 

[[John-to a p ~ f e - ~ ~ c  2-CL] and [mb-to ~ Z ~ Q ? K ~ - A C C  3-CL]]i 

Mary-$a ti ageta (ko.0) 

Mary-NOM ti gave 

Lit. '(the fact that) [two apples to Jchn and three bananas to Bob]i Mary @ve ti. ' 
(22) [[John-ni r i n g t ~  2-bu] tr, [Bob-ni banana* 3-bonIJi (cf. (15)) 

[[John-& app,le-~cc 2-CL] and [Bob-to banmuz-ACC 3-CL]]i 

Nancy-ga FZary-ga 4 Wta to] omotteiru (koto) 

Nancy-NOM [hlhq. NOM ti gave that] klieve 

Lit. '[two apples to John and three bananas to B ~ b ] i  Nancy believes that Mary 

gave ti. ' 

(Nancy believes that Mary gave two apples to J o h  and three bananas to Bob.) 
(23) ? [Flary-ga ringcm 2-tu] to [Nancy-ga banana4 3-bn]]i (cf. ( 16) 

[/iMapy-NOM qpk-ACC 2-CL] Qnd [Nancy-NOM i m a m - ~ C C  3 - C L ] ~  

8 The example in (23) is not perfect, probably due to parsing difficulties. The matrix 
s~oject Becky tends to be incorrectly associated with the embedded verb when the sentence 
is parsed. 



Becky-ga [ t i  tabeta to] omotteiru (koto) 

Becky-NOM [ti a& that] believe 

Lit.'[[Mary two apples] and [Nancy three banmas]] Becky believes that ate.' 

(Becky believes that Mary ate two apples and Nancy three bananas.) 

Again, this is evidence for the proposed constituent structure and the overt V-Raising 

analysis of sentences like (1 1). 

2. Apparent Alternative Analyses 
We have seen two lands of e:vidence for overt verb nising in Japanese, clefting and 

coordination. Putting the cleft constiuction aside for the moment, there are two conceivable 

a~krriative analyses of the sentences with conjoined structures such as ( 1 1). ( 13), and ( 24): 

Gapping and fight-Nde-Raising. If it turns out that they can account for all the data 

shown above, our argument for overt verb raising will be weakened. In this section, I will 

show that they make incorrect predictions about the constituent structure of the wrlrdimtion 

sentences, hence the overt verb raising analysis is the only malysis that is compatible with 

all the data 

2.1. Gapping 

Ross (1970) proposed the rule of Gapping, which derives (24)b from (24)a by 

deleting tke verb in the second conjunct that is identical to the one in the first conjunct. 

(24) e . The boy works in a skyscraper an8 the girl works in a Quonset hut. 
t). The boy works in a skyscraper and the girl in a Quonset hut. 

According to t h s  analysis, (24)b has the identical structure as (%)a, except that the second 

verb is elided, as shown in (25). 

(25) [[the boy works in a skyscraper] and [the girl wih in a Quonset hut]] 

If the Japanese coordination sentences we have discussed are derived by Gapping, the 

selrtence in (13), for example, will have the structure in (27) rather than that in (26). 



(26) Structure of ( 13) under the verb raising analys~s 

IJ=n'-m ringeo 2-tu ti] - to [Nancv-na banana-o 3-bon till - 
/ /Mmy-NOM W R ~ - A C C  2-CL ti] - and /Narn-NOM banarua-ACC 3-CL ti /[ 

tabehi 

a i  
Lit. '[Mary two apples] and [Nancy three bananas] ate.' 

(Mary ate two apples and Nancy ate three bananas.) 

(27) Structure of ( 13) under the Gapping analysis 

[wary-ga tinge0 241.1 -1 to [Nmcy-ga banana-o 3-bcn 

[[Mary-NOM apple-ACC 2-CL a] Nlri [Nancy-NOM lxwima-~cc 3-CL. 

&tall 
-11 
Lit. '[Mary two apples] and [Nancy three bananas] ate.' 

(Mary ate two apples and Nancy ate three bananas.) 

The crucial dfference between the verb raising analysis in (26) and the Gapping analysis in 

(27) is that, in (26) the verb is outside the coordnate structure, whereas in (27) it is within 

the wordinate structure. In other words, under the verb raising analysis, the underlined 

part in (26) is a syntactic constituent, whereas under the Gapping analysis there is no such 

constituent Thus, we expect that, if the verb raising analysis is correct, the u~.&rlined part 

may be affected by syntactic processes such as clefting and scrambling, without the verb 

being affected at the same time. On the other hand, if the Gapping analysis is correct, such  

processes should be impossible. We have already seen that the prediction sf the verb 

raising analysis is the c o m t  one: For example, in (19), the underlined part in (26) is the 

focus of the cleft construction, and in (23), i t  has undergone scrambling. T h u s ,  the 

Japanese coordination sentences in question are not derived by Gapping in the sense of 

ROSS (1970).9 

9 Another possible problem with the Gapping analysis of tke Japanese sentences in 
question is that, although the number of remnants in Gapping is ,uually limited to two 
(Jackendoff 1971), the Japanese coordination examples are completely acceptable with 
more than two remnants. 

(i) a. Becky loves Bob, and Joni Marty, too. 
b. * Becky sent h s  book to Bob, and Joni that article to Marty. 

(-continue) 



2.2. Right-Node-Raising 
According to the most common view of Right-Node-Raising, it applies to a 

coordinate structure whose conjuncts end with dentical constituents, Chomsky-adjoining a 

copy of the common constituent to the right of the whole coordinate structure and deleting 

all the originals (cf. Ross 1970; Postal 19'74). Under this view of RNR, (28) has the 

structure in (29). 

(28) Joan sells, and Fred knows a man who r e p r s ,  washing machines. 

(29) [[Joan sells ti] and [Fred knows a man who r e p r s  ti] washing machinail 
I I T 

I t  has been pointed out that this conception of RNR is problematic in several respects 

(McCrrwley 1982; 19W; Wexler and Culicever 1980; k v i n e  1984). To mention just one, 

if (29) is the correct structure, the NP washing machines is exrracted from within the 

complex NP, violating the Complex NP Constraint. Nonetheless, the sentence does not 

have the oddity that normally accompanies CNPC violations (McCawley 1982; 1987). 

Generally the constituent raised by RNR behaves as if i t  were in its original position. For 

this reason, McCawley (1982; 1987) suggests that RNR in fact d m s  not change 

domination relations, and its output contains a discontinuous constituent, as shown in (30). 

(ii) [wary-ga ow John-ni ringo-o 2-tu] to [Nmcy-ga 
[[IMmy-NOM two u y ~  (,ago John-to apple-ACC 2-cL] and [Naocy-NOM 
lunoo Bob-ni banana* 3-bon]] ageta (koto) 
yesterday Bob-to b a n a M - ~ ~ ~  3-CL]' gave 
L i ~ ' F l a r y  apples to John :wu days ago] and Nancy three bananas to Bob 
yesterday] gave. ' 
(Mary gave two apples to John two days ago, and Naiicy gave three bananas 
to Bob yesterday.) 

In a recent paper (Johnson 1994), Kyle Johnson suggested that Gapping sentences 
such as (24)b are derived by across-the-twd verb rzising. Our analysis, of course, IS 

compatible with this anzlysis of Gappng phenomena. 



/"-. 
-vI Jxp NP v ' 

I /'- I /'-'. 
Joan v Fred V NP \ 

I I LC 
seils b o w s  aman 

I 1 
who V W 

I 
r e p r s  
- 
washing machine 

The fight-Node-Rimed constituent, in this analysis, retains all the constituency relations 

that the identical constituents in the input had. More recent three-drnensional treatments of 

the ENR construction such as Moltmann's (1992) share basic insights and properties of 

this analysis. 

Now turning back to the Japanese cenjoined smctures such as (1 l), if they are 

created by W R  and have a structure like (31) below in whch the verb is part of thz 

coordinate structure, it is predicted that, whenever the coordinate stmchlre is scrambled 01. 

clefted, its verb is also s c w b l e d  or cleft4 along with it. 

That h s  pidiction fails kas already been shown by the examples in (18j through (B), in 
which the cor~joined structures arc scrambled or clefted without the verb being affected by 

the same process. A relevant example is repeated as (32). 

3 [[John-ni ringeo 2-tu] to mb-ni banana-o 3-bn]]i 

[iJoha-to a p l t ? - ~ C C  I-CL] and [Bob-to l;lanana-ACC 3-CL]]i 



Mary-ga ti age@ (sono zizitu) 

- O M  ti gave (the f a t )  

'Mary gave two apples to John and three bananas to Bob.' 

Furthermore, the verb cannot be scrambled dong with the (other parts of the) conjoined 

structures. Compare (32) with (33). 

(33) * John-ni ringo-o 2-bu to Bob-ni banana-o 3 - h n  age& 

John-to ~ D ~ ~ - A c C  2-CL and Bob-to banmur-ACC 3-CL gave 

Mary- ga (sono zizitu) 

Mary-NOM (the fmt) 

If the conjoined structures had a representation like (3 I ) ,  i t  should be possible to derive 

(33) by preposing the conjoined structures across the subject. 

Thus, we can conclude that the Japanese coordination sentences in question are not 

derived by Right-Node-Rzusiug. Rather, they are derived by across- the-bard verb raising 

in overt syntax, as I have argued. 

3. Consequences 
The proposed analysis that verbs in Japanese raise to C in overt syntax has ;a 

number of important consequences both for the general theory of Universal Grammar md 

for analyses of prt~cular phenomena in Japanese. I will d~scuss six of them below. 

3.1. Restrusturlog 
It is known that the purpose clause of the type given in (34) may optionally undergo 

restructuring with certain matrix verbs (such as iku 'go' and ~ P U  'come), rendeilg the 

underlyingly biclausal sentence into an effectively monoclausal structlze (Myagawa 1%). 

(34) Hadcoi-ga (tosyokan-ni) PRO1 zassi-o kan-nil ik-u 

Hanako-NOM (libmy-to) [PROi w~g.Zine-ACC Borrow-to] go-PRES 

'Hanako goes (to the library) to borrow magazines.' 



As shown in ( 3 3 ,  the negative polarity item NP-sika "anything but NP" ardina.!y needs to 

be licensed by a clause-mate negation. lo 

(35) a. Hanako-Top (tosyokande) zassi-s i  ka kan -na-i 

Hanako-TOP (libraty-ul) magazine-Sf  K A  borrow-nod-PRES 

'Hanako does not borrow anything but magazines (at the library).' 

! Hmako borrows nothing but magazines (at the library).) 

b. * Tar-wa [Hanako-ga (tosyokande) zassi-s i  ka 

T m - T O P  [ H . - N O M  (fibrary-at) magazine-SIKA 

kan-ru to] iwa-na-katta 

borrow-PRES that / say-not-PAST 

Lit. Taro did not say that Hanako borrows anything but magazines (at 

the Itbrary).' 

In the purpose clause construction, however, thanks to Restructuring, the negative polarity 

item N P - s i b  may be licensed in the object position of the purpose clause, by the matrix 

negation, as demonstrated in (36). 

(36) Hanalko-wa (tosydcan-ni) [zassi-si lka kan-nil ik-ana-i 

Hanako-TOP (library-to) [magazine-SI K A  borrow-to] go-not-PRES 
'Hanako does not go (to the library) to borrow anything but magazines.' 

(Hanako goes (to the librw y) to borrow n o b n g  but magazines.) 

(37) shows that Restructuring is impossible if the purpose c l a w  is not adjacent to the 

mstnx verb: 

(37) * Hanako-wa [zassi-sika kan -nil tosyokan-ni ik-ana-i 

HaMko-TOP [magazine-SIKA borrow-to] library-to go-not-PRES 
'Hanako goes to the library b borrow nothing but magazines.' 

10 At thls momsnt, it is not clear to me how to derive the clause-mate condition on NPI 
licensing withln t?e framework assumed in thls thesis. 



A plausible analysis of the Resu-ucturing phenomenon Is to suppose, as in (381, thar 

the verb of the purpose clause raises to the matrix verb, which process renders the clause 

bou~,ldary "tmparent" (for the purpose of NPI !kensing, Binding Theory, erc.) along the 

lines of Baker's ( 19%) Government Transparency Corollary. 

(38) Restructuring as Head h4overnent: 
[...[...V-to 1 V-Tense) -* [...[... tv 'J-tcsV-Tense] 

A question, then, is whether the verb movement in (38) takes place in overt syntax or in 

LF. 

The coordination examples in (39) suggest that the Restructuring is (or at i a t  m y  

be) a process in overt syntax. 

(39) a. [WanaCrega zassi-o 3-satu] tc, [Yosiko-ga 
[[H~MAD-NOM magazines-ACC 3-CL]  d [Yosh ib -NOM 
vidmo 2- hon]] kan-ni itta 

vi&os-ACC 2-CL]] borrow-to went 
L i t . ' m a k o  three magazines] and (Yoshlko two videos], went to b r o w  .' 
( H d o  went to borrow three magazines, and Yoshiko went to borrow 

two videos.) 

b. [[Hado-ga zassi-o 3-satu] to flosiko-ga 

[[Hamako-NOM magazines-ACC 3-CL] and [Yoshiko-NOM 
vicko-0 2-hon]] kin-ni tosyokari-ni itta 

vicieos-ACC 2-CL]] borrow-io library-to went 
L i t . ' m o  three magaunes] and poshiko two videos], went to the 

library to borrow.' 

(Hanako went to the library to borrow three magazines, a ~ d  Y mhko went 

to the library to borrow two videos.) 

In (39)a, the purpose clause and the matrix ve:b are adjacent, and the matrix subject and the 

object of the purpose clause are in the same conjunct, suggesting that the verb of the 

purpose clause has overtly raised to the mahx verb, as schematically shown in (40). 

(4) PRa three mag- tV]] and [ Y ~ d i b j  [PRQj two videorr tv J l  J h w v - w e n t  
I -.- i t  



Qn the otkr  hand, when the purpose clause is not adjaceni to the matrix verb LS in (352)h, 

the matrix subject cannot be in the same conjunct as the object of the sumrdinatc clause. 

This shows that Restructuring has not laken place. The cleft exmgles in (41) point to the 

same conc~usion. 1 1 

(41) a. (Tosyokan-ni) h i - n i  itla no-wa [Hanako-ga zassi-o 

(library-to) borrow-lo went NL-TOP ( ~ ~ -  N!I M raugazines-A CC 

3-wtu] Ba 

3-CL] be 

Lit. 'It is [Hanako three magazines] that went (to the l ibmy)  to borrcw.' 

(Hanako went to borrow three magazines.) 

b. * Kan-ni tosyokan-ni itta no-wa [Han&o-ga zasci-o 

bo/row-to library-to went NL-TOP(&~~O-NOM mgaziws-ACC 

3-Satu] & 

3-cr.]  be 

Lit. 'It is [Hmako three magazines] that went to the library to borrow.' 

(Hanako went to the iibrary to know three magazines.) 

I have shown that Restructuring with a p u v  clause kkes place in overt sJ~il+iiix. 

Wer Restructuring constnrctions in Japancse also seem to uride~go Restnrcturing before 

SPELL-OUT. 

3.3. Complex Predicate Formation 
As we have seen in Chapter 4, J,?pariese has iarnplex verb constructions of the 5~ 

shown in (42) though (44). 

(42) aaising (Non-stative) 
John-ga ring*o tab-lake-ta 

John-NOM apple-RCC eat-k.about.to-PAST 

'John wiis a b u t  rs eat an app!e.' 

1 1 If Restructuring is indeed an overt syntactic process, then the adjacency between the 
purpose clause and the maw. .r,, verb is a consequence oi RmtructuPing; and i t  m3.y or may 
not be a prerequisite of it. 



(43) Con troi ( Non-SLT tive) 

John-ga ringo-o tak-waswe-ta 

John-NCM  apple-^ CC eat-forget-p~s7' 

'John forgot to eat an apple.' 

(44) Stative (Control) 

John-gs ringo-01-ga tab-me-ns 

John-Noh1 apple-ACCI-NOM e a t - w - P R E S  

'John can eat an apple.' 

Thcse examples dl have syntactic complementation, and the corlstituent vcrbs of a complex 

verb are wderlyingly separate syntactic terminal nodes, as schematized in 445). 

(45) [ ... .[ ... object V] V] 

The complex verb is formed by raising the lower verb ;o the higher verb under head to head 

movement. For the now familiar reasons, the following exampies show that the embedded 

verbs, as well as the matrix verbs, raise to the position higher than the matrix subject before 

SPELL-OUT, whlch in turn implies that the complex verbs are formed in overt syntax. 

(46) &using (Non-stative) 

a. John-ga ringo-o 2-tu to Mary-ga Iranana-o 3-bsn 

J O ~ - N O M  W ~ - A C C  2-CL d ~q-NOM &-ACC 3-CL 

t;ibe-kake-ta (koto) 

eat-be.about.b- PAST 

Lit.'[[John two apples] and wary three bananas]] was about to eat.' 

(John was about to eat two apples, and Mary three bananas.) 

h. Tabe- kake- ta no-wa John-ga ringo-o 2 - t ~  da 

eat-be.&mt.to-PAST NL-TOP John-NOM apple-ACC 2-CL be 

Lit. 'It is [John two apples] that was about to at . '  

(John was about io eat two apples.) 

047) Control (Non-stative) 

a. John-ga ringo-o 241 to Mary-ga banana-o 3-bon 

J o h - ~ o ~  apple-AC~ 2-CL arod Mq-NOM ~ W ~ ~ ~ M - A C C  3-CL 

!ah-wasure-ta (kob) 

eat-forget-PAS T 



Lit.'[[John two apples] and [Mary three bananas]] forgot tc eat' 

(John forgot to eat two apples, and Mary three bananas.) 

b. Tak-wasure-ta no-wa John-ga ringo-o 2-tu da 
eatforget-PAST NL-TOP Sohn- NOM q p k - A C C  2-CL bz 

Lit. 'I t  is [John two apples) that forgot to eat.' 

(John forgot to eat two apples.) 

(48) Stative (Control) 

a. John-ga ringo-d-ga 2-tu to Mary-ga banma-d-ga 

.John-NOM agpk-ACC/-NOM 2-CL and hdv-NOM ~.W~&~:-ACC~-NOM 

:j-bon tabe-rare-ru (koto) 

3-CL eat-Can-PRES 

Lit.'[[John twc apples] and waxy three hianas]] c,mn eat' 

(John can eat two apples, and Mary three bananas.) 

b. Tabe-rare-ru no-wa John-ga ringed-ga 2-tu da 

eat-can-PRES NL-TOP John-NoM lappie-ACC/-NOM 2-CL be 

Lit. 'It is [John two apples] that can eat.' 

(John can eat two apples.) 

The causative constructions zlso undergo complex verb formation before the derivation 

branches off tu PF: 

(49) Causative 

a. John-ga Becky-ni ringo-c 2-tu to Mary-ga Bryn-ni 

John-NOM Becky-DAT qle-ACc 2-CL and Mary-NOM Bryn-DAT 

banana* 3-bon tak-sase-ta (koto) 

baMIM-ACC 3-CL eaS-CA US-PAST Wt) 

Lit.'[[John Becky two apples] and fl4ar-y Bryn three banaraas]] made eat.' 

( J h .  made Becky eat two ;pple.ls, and Mary made Bryn eat three bartanas.) 
b. Tabe-we-ta no-wa John-fja Becky-ni Pingeo 241.1 cia 

eot-CA US-PAST NL-TOP Job-NoM ~ c Q - D A T  apple-ACC 2-CL be 

Lit. 'It is [John Becky two apples] that made eat.' 

(Job, made Becky eat two apples.) 

The above discuss~on constitutes a counterargument to ce-n analyses of complex 

predicate constructions. For example, T'akezawa (1987) suggests that the potential 



constructiori of the type exemplified in (48) schematically has a stlucture lil ke (%)a after 

Reanalysis. Infl then lowers to the complex verb at S-structure in  order to assign 

Nominative Case to the nominative object, as shown in (50)b. 

(50) Takemwa's ( 1987) analysis of the potential construction 

Under this analysis, the complex verb is lower than the subject at the p i n t  of SPELL- 

OUT. If this were the -, the subjbject and the object should not be able to m u r  in tne 

same conjunct or in the same focused constituent that excludes the complex verb, contrary 

to the facts shown in (48). 

A simiiar remark applies to 913-called excorporation analyses in which a complex 

verb is introduced to syntax as a slngle unit as in (tl)a, and is later "d~ornposed" by 

excopration head movement of it3 constituent (or Affix Ransing) as in (5l)b. 

NP NP I ' 
,-I< I 

NP A + I 
VP I -+ 

I A .  
John eego h a m - e  ru 

I I 
John eego hanas-e-ru 

English spak-can !ionpart 
'John can.spealr. English.' u ga-assignment 

,- 
NP V 

R 



Whether the excopration takes place between D-structure and S-structure, or between S- 

structure a d  LF, the embedded verb remains lower than the matrix subject throughout the 

derivation. Thus, in this type of analyses, there is no constituent that dominates the matnx 

subject and the embedded object but not the (combined) verbs. This is in direct conflict 

with !he coordination and cleft facts we have see11 above. 

In sum, we have shown that complex verbs in Japanese are fornled by Q-Rasing in 
overt syntiix, hence lowering anayses and excorporation analyses of the complex verb 

constructions cannot be maintained. 

3.3. Proper Binding Condition 

It has been an issue whether the Proper Binding ConQtion given in (52) holds at S- 

structure (cf. Harada 1972; Fiengo 19TI; Miq 1977; Saito 1985; 1989; 1992; Lasnik and 

Saito 1992; Besten and Webelhuth 1990; Miiller 1993; 1994; Collins 1994; Takano 1994; 

Kitahara 1994, among others). 

(52) Proper Binding Condition: Trace must be bound. 

(cf. Fiengo 19'77; May 1977) 

I will argue that, if the proposed overt V-Raising analysis is correct, the PBC does not 

apply in overt syntax. It is also suggested that the PBC as a specific condition should be 

eliminated from syn- altogether. 

Consider (53)c, which is derived from (53)a by two applications of scrambliilg. 

The embedded object iq f i n t  scram bled to the sentence initial p i  tion as shown in (53) b , 

then the embedded clause containing the trace of the iron ted object is pre posed across that 

object. 

(53) a. John-ga pill-ga sono rnura-ni sundeiri toto] o~notteiru 

John-NOM [Bill-NOM that vilkge- in resic& COMP] lhi& 

'John thinks that Bill lives in that village.' 
b. Sono m u m a  John-ga pill-ga ti sundeiru to] omot&eiru 

liiatv&ge-ini Job-NOM [&%~-NoM ti reside COMP] think - 
t (I )  I 



c. * mill-aa ti sundeiru t ~ l j  sono mura-nii John-ga tj omotteihu - 
/Bill-NOM ti reside COMPB lhut v i lh~e - in i  John-NC,M lj think 

t ( [ I )  I 

(cf. Saito 1985; !W) 

Saito ( 1989) argues that, i f  the PBC applies at §-structure (as well as LF), (S3)c  is 

correctly ruled out by this condition, as the preposed clau,se contains an unbound trace ti. 

On the other hand, if the PBC holds only at h.F, the ~ng~mrnaticality of (53)c remains 

unexplained. I t  might appear that (53)~ violates the PBC at LF. However, given the 

common assumption that (long-distance) scrambling can be freely undone in LF (cf. Sail0 

1!?85), one possible LF representation of (53)c should be basically the s m z  2s that of the 

grammatical (53)a Thus, the ungrarnmaticality of (53)c cannot be attributed to a violation 

of the PBC at LF, hence it  is regarded as one of the central cases motivating S-structure 

application of the PBC. 12 

Several proposals have k e n  made to eliminate S-structure application of the PRC 

(cf. MUller 1993; 1994; Takano 1994; Kitahara 1994, !a name just a few). Most such 

p r o p d s  are designed, in part, to derive MUller's (19%; 1994) generalization given in 

(54). 

(54) A reinterpretation of Milllets generalization as a derivational constraint: 
a cannot undergo X-rnxement resulting in the structure in which a dominates an 

unbound trace of fl, if ;5 has been created by X-movement. 

(adapted from Mliller 19!23; 1994) 

Kitahara (1994). for ex.ample, proposes a general economy condition on Qerivatioil, called 

Re&;% from which (54) is derived.13 He argues that, given Restrict, the 

l2  Collins (1994) argues that sll known cases of the PBC violations involve either 
downward movement or chain interleaving, and that, since both downward movement and 
chain interleaving are ruled out by a version of thc principle of Economy of Derivadon, the 
PBC is reduridant. Lrnfortunatel y, Collins' ingenious proposal cannot accomrn&ate the 
examples in (53)c and (€4)~. which involve neither downward movement nor chair1 
interlawing. 

l3 ktahm's  (1994) Restrict is shown below. 



ungrammaticality of (53)c can be accounted for, without recourse to S-structure application 

of the PBC, in the foliowing manner: The movement (I )  in (53) is a long-distance, A-bzr, 

scrambling.14 The movement (11) is a middle-distxce scrambling, which can be either A 

or A-bar movement. Then, there are two possible derivations of (53)c, as shown in (55). 

, i )  ResPn'ct 
Move raises a category a to a position only it  a is the closest cakgary to 

$ among all the categories bearing morphological feature(s, of a category y, 
where the domain of y is the smallest domain containing 8. 

The Japanese example (53)c and b'ne English example (iia) violate Restrict twice, whereas 
(iib) violates it only once. The del iancy is mildcr 51 (iib) for this reason. 

(ii) a. * [ m c h  picture of tilj do you wonder who1 Mary bought tj? 
b. ?? Whq do you wonder [which picture of tilj Mary bought tj? 

I t  is not crucial for our text discussion whether or not this particuh.r way of deriving 
Mlllier's generalization is correct. Miiller's generalization a n  also be derived from a 
proper formalization of Chornsky's (Class iectures, Fall 1994) suggestion that movement is 
indud  when a functional head attracts a certain feature, thus traditional Move-ct should be 
replaced by Athact-F. 

(iii) Attract-F: Attract the clostst F. 

Cf. also Oka (1993a; 1993b) and Takahash (1994) for discussions of "shortest move" 
phenomena in general. 

14Scrambling in Japanese can be divided into three types with respect to its "d~stance" or 
"length": S(hort-dis~nce)-scrambling, M(iddle-distance)-scrambling, Gong-&stance) 
scrambling (Tada 1993; cf. also Mahajan 1 M ) .  

(i) a. S-xmnbling: S I 0  ti V 

t i  
b. M-scrambling: XPi S ... ti ... V 

t i 
c. L-samMing: XPi ... I... ti ... V] ('[...Ie in(.'cates a tensed 

clause boundary) 

I t  is widely assumed among Japanese linguists that S-scrambling is purely A-movement, 
and L-scrambling is purely A-bar movement. M-scrambling is considered to be am biguoirs 
between A and A-bar movement (cf. Tada 1993; Miyagawa 1991; Saito 1992. but see 
Y oshimura 1992). 



(55) The two possible derivations of (53)~ 

(1) (11) 
Derivation1 A-~lar A * PBC violation at LF 

Derivation I1 A-hu A-bar * vi~laeion of (54) 

I f  the movemerit (11) is A-scrambling, (53)c is ruled out by the PBC at LF, because A -  

scrambling cannot be undone or "reconstructed". On the other hand, if  the movement (11)  

is A-bar scrambling, (53jc violates MUller's generalization in (54) (hence Kitahara's 

Restrict) because the A- bar scrambled clause contains a trace creaeed by the same type of 

movement, i.e. the A-tar scrambling (I) .  

Given Kitahara's (1994) account of (53)c, it  is predicted that the structure created 

by the derivation in (56) is grammatical. 

(56) a. ... x ... [... Y ...I ... 
b. Yi ... X. [... ti . . . I  ... 

t I A-scrambling 
C. [... ti . . . ] j . . . ' f  I... X... tj ... 

t I A-bar scmmbling 

This is so because (5Qc does not violate MUller's generalization, nor does i t  violate the 

PBC at LF, as the A-bar scrambling can be undone in LF. This prediction seems to be 

borne out. Consider (517). 

(57) a. (?) [porn-ga Mary-ni ringeo 2-tu] to [Bobga Mary-ni 

[[lbm-NOM Mary-& apple-ACC 2-CL] Qnd [Bob-NOM Mary-@ 
banana-o 3-bon]] age@ (koto) 

banaM-~Cc 3-CL]] Zave (tact) 
Lit.'rom two apples to Mary] and [Bob three bananas ta Mary] gave.' 

(Tom gave two apples to Mary and Bob gave three bananas to Mary.) 
b. Marv-rlii [pan-ga tj ringc~o 2-tu] to [Bob-ga tj 

Mm-toi [ f l~m-NOM ti wle-ACC 2-CL] atlhi [Bob-NOM ti 

7 I " a c r o s s - t h e - b ~ "  sclamblinn I (I) 

bananrr-o 3-bani] ageta (koto) 

banaM-~cc" 3-CL]] gave (fiat) 



c. mom-ga h - rinaeo Ztul rn IF3obga tt:, - 
flom-NOM ti - wL~?-ACC 2-CL]  and /Bob-NOM ti - 
baila;la-o 3-bnl l j  Mary-nii tj age& (koto) 

m - A C C  3-CL14 M q - m i  9 gave 6fa~t) 

t- l(I1) 

The example (S7)c is derived from (57)a, by first scrambling the Goal object to ehe 

sentence initial psition in the 'across-the-board" manner a in (57)b. and then fronting the 

coordinate structure across the preposed Goal object. The two movements are both middle,. 

dia'mce scrambling, hence they m be elher A or A-bar movement. There are thus four 

possible combinations, as shown in (58). 

1 4  (1) (11) 
Case l A-bar A-bar * violation of (54) 

Case I1 A A * violation of (54) 

Case 111 A-bar A * PBC violation in LF 
Cafse IV A A-bar I/ 

Case i and Case II are ruled out by Mllller's generalization (or whatever derives it, such ,as 

fitaham's Restrict). Cast? 111 and Case JV do not violate Miiller's generalization. iz Case 

111, the coordinate structure is A-scrambled, which cannot be undone or "reconstructed.' 
Therefore, it contains an unbound trace, ti, at LF, in violarion of !he PBC. The remaning 

possibility is Case IV. The gmmaticality of ( m c  suggests that Case I V  is allowed by 

grammar. In fact, it not only obeys Mtiller's generalization, but dso satisfies the PBC at 

LF, as the A-bar scrambling of the coordinate stmctplre am be undone in LF. Note that, if 

the PBC were to apply at S-structure, (57)c should be ruled out. Thus, the gmmadcality 

of (S7)c strongly suggests that the PBC as an $-structure requirement does not exist. The 

fellowing examples p n t  ta the same conclusion, 

(59) a. (?) [[Tom-ga Miry-ni ringeo 2-tuj to [EM-ga N~ncy-ni 
[porn-NOM Mmy-to wk-.4cc i - C L ]  and [Bob-MOM Nancy-to 

ringeo 34x11 ageta (koio) 

~ ~ - A C C  3-CL]] gave Cfhcl) 

Lit.'rom two apples to Mary] md [Bob three bananas to Mary] gave.' 

(Tom gave two apples to Mary and Rob gave three tmnams to Mary.) 



b. -&ngo-~i [[Tom-ga Mary-nl ti 2-tu] to [Bob-ga Nancy-ru ti 

A P ~ ~ - A C C ~  [;Tom-NOM Mary-@ ti 2-CL/ (ard [Bob-A'OM I van~~- to  ti 

(1) t I "across-the-board* scrambling -I 

3-tu]] ageta (koto) 

3-cLI] gave 
c. I n o m - ~ a  Marv-ni ti - 2-tul to [Bob-na Nancy-ru t; - 3-tuJj 

[/Tom-NOM ~ ~ W ~ - D A T  ti - 2-CLI and /Bob-NOM Nancy-DAT lj - 3-CLIJi 

nngo-01 5 ageta (koto) 

q p & - ~ C C i  tj gave 

(11) t e  
(60) a. (?) Tom-ga [wary-ni ringo-o 2-tu] *n [Nancy-n! 

Tom-NGM [[Mary-to apple-ACC 2-CL] and [Nancy-lo 

ringo-o 3-tu]] ageta (koto) 

apple-ACC 3-CL]] gave 

T o m  gave two apples to Mary and three apples to Nancy.' 
b. Tom-ga ring*% [wary-ni 2-tu] to [Nancy-ni ti 

Torn-NOM aLIple-ACC:' [[Mary-@ ti 2-CL] wrd [Nanqi i : ~  ti 
(I) t "across-the-bard" I scrarnbilng --- I 

3-tu]] ageta (koto) 

3-CL]] garre 
C. IfMarv-ni ti - 2-tul to Wancv-ni ti - 3-tullj Tom-ga lingo-oi tj 

[/Mar~-l~ ti - 2-CLI &d / N ~ - t o  ti - 3-CL& Tom-NOM w k - A C C i  tj 

The exanple (61)c may be derived from (6  l )a  by two applicaticns of scrambling 

shown in (61). 

(61) a. ? John-ga [[porn-ga Mary-ni ringo-o 2-all to [Bob-ga 

Joh,n-NOA! [[[Tom-NOM Mary-to apple-ACC 2-CL] and [Bob-NOM 

M q - n i  $anana-o 3-bon_l] ageta to] omotteiru jkoto) 

Mary-to bananr ACC 3-CL]] gave that] believe (tact) 

Lit. 'Jotin believes [that n o m  two apples to Mary] and [Bob thee bananas 

to Mary] gave.' 



(John believes that Tom gave two apples to Mary and Bob gave the5 

banmas to Mary.) 
b. ? Marv-nii John-ga [[Fonl-ga ti nngo-o 2-tu] ro [Bob-ga r i  

I$(u;~-tOi John-NOM [flTom-NOM ti apple-A CC 2 - 2 L l a d  [Bob-NOM ti 

(1) f I "across-the-board" A-bar scramb1ing I 

banana-o 3-bonlj ageta to) omotteiru (koto) 

banancP-ACC 3-cL.11 gave hut] believe Cfmt) 

c. ? IITom-na ti - rinneo 2-tul to [Bob-na t; - bananame 

/Jlbm-NOM ti - ~ k - A C C  2-CL/ and !Bob-NOM tj - banance-AG 

3-bonlb Mary-nii John-ga [ tj ageta to) ornotteiru (kotn) 

3-CL14 M w - t o i  John-NOM (9 gave thaf) Selieve Cfact) 

t A- bar scram blina I (11) 

This derivation, like the un2mmatical (53), contans A-bar scrarnblings, in violation of 

Miillerts generalization. Thus, the example (61)c should be as un-pkuie as (53)c, yet it 

is only mildly awkward (probably due to parsing difficulties). ?'he sentence is grammatical 

because it has alternative derivations that obey MUllerts generalization (54). This is shown 

below. 

(62) a ? John-ga [[nom-ga Mary-ni ringeo 2-tu] to [Bob-ga 

John-NOM [[[Tom-NOM Mary-to apple-ACC 2-CL] Qnd [Bob-Noh! 

Mary-ni banana* 3-bn]] age@ to] omotteiru (koto) 
Mary-to banapul-~cc 3-CL]] gave that] believe ( a t )  

Lit. 'John believes [that [Tom two apples to Mary] md P o b  three b a n a s  

to Mary] gave.' 

(John believes that Tom gave two apples to Mary and Bob gave three 

bananas to Mary.) 
b. John-ga m - n i i  [[Tom-ga ti ringeo 2-tu] to [Bob-ga tl 

J 0 h - N O M  M w - b i  [[Tom-NOM ti apple-ACC 2-CLJand [Bob-NOM ti 

(1) 7 I "across-the-hdnA-scmblina ' 

txuxma-0 3-bon]] ageta to] omotteiru (koto) 

~ ~ ~ Z - A C C  3-CL)] gave that] believe Uact) 



c. (?) W - n i i  John-ga [ ti' [rorn-ga ti ringo-o 2-tu] to 

Mw-toi John-hlOM [ti' [/Tom-NOht ti apple-ACC 2 - c ~ l a n d  
(11) A-bar scramtiinr l l S  

[Bob-ga ti banana-o 3-bCr1 j! agela to] omotteiru (k.oto) 

[Bob-NOM ti B a n a M - ~ c C  3-CL]] gave believe Cfuk) 

d. ? mom-ga ti ringo-G 2-tul to [Bob-ga ti banana-o - 
~ / T o ~ - M o M  ti - apple-ACC 2-CLI and l B o b - ~ o ~  fi b a r w - ~ c c  
3-bonlj m-nii John-ga [ ti' tj agta to] omotteiru (koto) - 
3 - C L I '  Mary-toi John-NOM [ti' f j  guve f&/ believe 

t A-bar scrarnbhina I (111) 
(63) a. ? John-ga [[[Tom-ga Mary-ni ringo-o 2-tu] to [Bob-ga 

John-NOM [[[Tom-NOM Mary-to q f e - A C C  2-CL] nnd [Bob Noh 

Mary-ni banana-o 3-bonll ageta to] omotteiru (koto) 

Mary-to ~~UIQM-ACC~-CL]]  dmt &u] believe (w) 

Lit. 'John kiievcs [that mom two apples to Mary] and [Bob three banar~,~ 

to Mary] gave.' 

(John believes that Tom gave two ap~les to Mary and Bob save three 

bananas to Mary.) 

b. (?) IITorn-pa M w - t i  r i n n o  2-tul to [Bob-ga Marv-ni 

Lflom-hc3M M w - t o  mL?-ACC 2-CLI /Bob-NOMMW-~~ 

banana* 3-boriUj John-ga [ tj ageta to] omotteim (koto) - 
baruma-ACC 3-CL& Joh:r-NOM [ ! i  gave W] believe Cfacr) 

t A ~crambiing I (1) 
c. ? Ma.-nii [[TTom-ga ti ringeo 2-tu] to [Bob-ga ti 

M m - t o i  [/ToI~E-NOM ti q p l e - ~ C C  2-CLJand [Bob-NOM ti 

(11) t I "across-the-boardn A-scrambling I 

banana-o 3-bn]]i a John-ga [ tj ageta in] o~notteiru (koto) 

~ W - A C C  3-CL.];j Job-NOM [ f j  guve W ]  believe (fact) 

d. ? IITom-ga ti - ringeo 2-tul to [Bob-ga ti - banana-o 

//Tbti~-NOM ti - ~ k - A C C  2 - C ~ l  and /Bob-NOM ti - bnnarta-ACC 

l5 That a constituent that has undergane A-scrambling mav subsequently undergo A-bar 
scrambling i s  shawn in Tada (1993) (cf. also Mahajan 1% I ;  and Saito 1992). See A t x  
( 1993) for a dfferent view. 



3-bonQ Mary-nii fj' John-ga [ tj ageta to] omutteiru (koto) 

~ - c L &  Mary-toi 9' John-NOM [fj gave t h d  hf ievs  Uw?) 
A-bar m b l i n e ,  I (111) 

In these derivations, A .  traces (ti)  are created in the coordinate structure, which 

subsequently underkoes A-bar scrambling. These derivations confom, to Muller's 

generaliza!!on (54)- hence the resultant structui is grammatid. l6  
To summarize so far, I have shown that the PBC does rlot aeply in overt syntax. 

This is a desirable result from the perspective of the minimalist program, in which S- 

structure does not have independent status as in the 68 theory. The question anses as LO 

whether the PBC applies at LF. We have seen that, to account for the ilngrammaticality of 

(53)c, we need to rule out the two derivations listed in (55). Derivation I1 is excluded by 

Miiller's (1993; 1994) generalization. 111 Derivation I ,  there is an unbound A-bar trace at 

LF, which we ruled out by a p r e i n g  to the PBC. Thus, we seem to have evidence that A- 

bar traces must be bound at LF. The following examples demonstrate the same pcint. l7 

(64) a. John-wa pill-ga sono ie-o katta kohl-o sir-anai 
John- TOP [Bill-NOM that bUSt?-KC bought fact]-ACC know-not 

'John doesn't know that Bill bought that house.' 
b. ? Sono ie-oi John-wa [Bill-ga kawa kotol-o sir-& 

that h o K S z - ~ c C i  Job-TOP [Bill-NOM li bought fact]-ACC knol-*-not 

~B~U-NOM ti - h ~ i ? h t  fm1/-ACCj that ~ u . s ~ ? - A  CCi John-TOP tj know-not 

What we do not have is evidence showing that traces left IzAund by A-movement and head- 

movement are subject to the PBC a& LE In view of the exam pi.^ of the followi ng sort, in 

l6 (a), like (iib) in No& 12, violates fitahara's Restrictonce (the step in (63)c). Thus, if 
Restrict is correct, (62) is the only derivation that is fully grammatid of the example in 
question. 

l7 The mild unnaturalness of (&l)b may be due to a weak violation of Subjacency. The 
contrast between (64)b and (64)c is still robust. 



which traces of A-moved or  head-moved elements appear to be unbound, i t  seems likeiy 

thai they are immune to the PBC (but see Huang 1993; and Takanc 1395). 

(65) a. Mary-ga agetav no-wa [John-ni ringo-o 3-tu tv] da (3 1)b) 
Merry-NOM gavev NL-TOP [John-to apple-ACC 3-C L f V ]  be 

Lit. 'It is [three appies to John] that Mary gave.' 

b. [EOW (ti) likely (ti) to ti win] is John,? 

c. 'What John, is [is (ti) likely (ti) to ti win] 

The PBC then is reduced to the requirement that A-bar traces (variables) must be bound at 

LF. Since it is a special case of the more general requirement that variables must be bound 

at LF (wiuch for example rules out a pronoun interpreted as bound variable but not c.. 

csmmanded by its antecedent a t  LF), the residue of' the PBC need not be stipulated as such 

in the grammar. If so, we have succeeded in eliminating the PBC from grammar as a 

specific syntactic condtion. 

3.4. MuiPSple Long-distance Scrambling as Remnani Scrambling 
In most analyses of Subjacency including Chomsky's (1%) and I x n i k  & 

Saitds  (1992), multiple long-distance movement necessarily violates Subjacency. Thus, i t  

is expected that if more than one constituent is scrambled from within a tensed clause, the 

sentence will be degraded. This prediction seems to be borne out, as shown in (66). 

(66) a. No Scrambling 

John-ga m y m i - g a  Hawai-de Masarm-ni purexnto-o 

John- NOM [Kiyomr -NO M Hawaii-at M-'-DA T present-A CC 

I katla to] omotteiru (kots) 

bought fhlzf] belkve Cfacb) 

'John believes [that Kiyomi bought a present for Masami in Hawaii].' 

b. C)ne L-Scrambling 

i?) Hawai-del John-ga Wyomi-ga tr Mifsarm-ni p r e z n t o - o  

H a d - & I  John-NOM [Kiyomi-ivcw tl M ~ z w ~ ~ ~ - D A T  preseri-ACC 
kakta to] omotteiru 

bough! !.&I believe 



c. Two L-Scramblings 

? ?  Masami-lu2 Hawai-del John-ga If(lyorni-ga ti t2 purezento-o 
M m ' - D A  T;, Hawai-de 1 J O ~ ~ - N O M  [Kiyomi-NO M tl t2 present-ACC 

katta to] omotteiru 

bought that] believe 
d. Three L-Scmrnblings 

??? Purezento-03 Masami-ni2 Hawai-del John-ga wyomi-ga ti t2 

present-A CC3 M m ' - D A  ~2 Hawai-del John-NOM (Kiyomi- NOM tl t;! 

t3 katta to] omotteiru 

13 bought W] believe 
(Koizwni 1991) 

However, the acceptability of multiple L-scrambling sentences will iniprove significantly if 

the conditions in (67) are met. 18 

(67) a. The L-scrambled elements form an intonation phrase. 
b. The L-scram bled elements observe "tmic" word order. 

(Koizurni 1991) 

Thus, the examples in (a) and (69) are acceptable for many speakers, with appropriate 
intonation. 

(68) IHawai-de Masarm-ni p u r e z e n d  John-ga myosni-ga htta to] 

I Hmaii-aC M''-DA T presenf- ACCI Job-NOM [Kiyomi- NOM bought thltiaar] 

omcptteim (kots) 

k h e  

( m e  as (66)) (Koizumi 1991) 
(09) !Bill-ni sono hon-ol Mary-ga [John-ga watasita to] omoneiru (koto) 

IBiM-& f b t  hcrk-~cct Mwy-NOM [John-NOM handed that] th!rtk (fact) 

18 W h l e  (67)sk seems to be a ntxessary condition for apparent multiple L-scrambling, 
(67b  is a weaker, violable condition. 



Lit. r o  Bill that book] Mary thinks that John handed. 

(Mary thinks that John handed that book to Bill.) 

(adapted from Saito 1985: 183) 

To account for the acceptab~lity of these sentences, I hsve suggested elsewhere (Kolzumi 

1991) that they involve a scrambling of ;he embedded '/P (or some larger phrase), as 

shown in ('70). 

(70) Scrambling of a remnarit VP 

IvpHawaide Masami-ni pure - z e n ~  tvh J-ga F;-ga ti katta, to] ornotteiru - 
Lvp Hawaii-at Masami-DAT cresenl-ACC fyh J-NOM [K-NOM t i  bought, B i ]  believe - -- 

t I 

At that t!:ne, two objections were raised against this analysis (by personal communication). 

First, if  i: is the VP (or some larger phrase) that is fronted, i t  must contain a trace of the 

ve:b, and alw a trace of the subject under some version of the Internal Subject Hypothesis. 

Then, as they are not bound at S-structure, why do they not induce a violation of the PBC? 

The second otjcction was that there was no known independ2nt evidence that the verb 

ovelily raises out of the VP in Japanese. The first objection presupposes S-structure 

application of the PBC (note that long-distance scrambling can be undone in LF). 4s we 

have just seen, there is now good reason to believe that the PBC does not apply at S- 

structure (or i t  does not exist at all). As for the second objection, I have shown, in  the first 

section of h s  chapter, that verbs in Japanese do raise out of the VP in overt syntax. Thus, 

the two major obstacles to the remnant scrambling analysis of the examples like (68) and 

(69) have been removed. In fact, only remnant scrambling can account for the example like 

(71). 

(71) [[John-ni ringo-o 2-tu] to pob-ni banana-o 3-bn]]i 

[[hhn-to apple-ACC 2-CL] and [Bob-10 ~ ~ ~ U Z - A C C  3-CL]]i 

Nancy-ga FZary-ga ti ageta to] omotteiru (koto) 

Nancy-NOM [1C%ay-NOM ti gave that] believe 

Lit. '[two apples to John and three bananas to Bob]i Nancy believes that Mary 
gave ti. ' 
(Nancy believes that Mary gave two apples to John and three bananas to Bob.) 



In conclusion, Japanese d m  have remnant scrambling, as I suggested in my earlier 
work (Koizumi 1991). 

3.5. Are Floating Quantifiers Floating? 
There are two hypotheses concerning the constituency of the string "NP-Case NQ" 

exemplified below. 

(72) a. Gakusee-ga 2-ri luta 

students-NOM 2 4 L came 

Two students came.' 

b. Becky-ga ringo-s 3-tu katta 

Becky -NOM a p p l e 4  C C 3 -C L houghl 

'Becky bought three apples.' 

Under the "base-generation" hypothesis, on the one hand, NP-Case and NQ are base- 

generated 2s separate constituents; under the "single constituency" hypothesis, on the other, 

they form a single constituent "at base" (see Kamio 1977; Ue& 1986; Miyagawa 1989; 

Temda 1990; ECltahara 1992; Fujita 1994; Miyamoto 1994, and the references cited there). 

Thus, Miyagawa (1989) suggests that both the NQ in (72)b and its host NP are directly 

dominated b} VP, as shown in (73)a; whereas Kitahara (1992) maintains that they 

comprise an object DP, as in (73) b. 

Both Miyagawa (1989) and Kitahara ( 1992) assume that, when NQ and its host NP are 
separated as in (74), the NP has moved from its original position. 

(74) Ringo-q Becky-ga ti 3-tu katta 

apple-A CCi  Becky-NO,U ti 3 -CL b~ughl 

'Becky bought three apples.' 

The central evidence for the single constituency analysis has to do with coordination 

and clefting. Kamio (197'7'' observed that "NP-Case NQ" can be coordinated or clefted, as 

shown below. 



(75) a. [[Gakusee-ga 2-ri] to [sensee-ga 3-nin]] k m  
[[students-NOM 2 -C L] and [teacher-NOM 3 - c L ] ]  came 

Two students and three tcachers came.' 

b. Becky-ga [[ringo-o 3-tu] to [banana-o 7-hon]] 

Becky-NOM [[apple-A C C  3 -CL] and [banana-A c C 7 - c L ] ]  

katta- (koto) 

bought 

'Becky bought three apples and seven bananas.' 

(76) a. bta no-wa [Gakusee-ga 2-ri] da 
came NL-TOP [students-NOM 3 -CAI be 

'It is two students that came.' 

b. Becky-ga katta no-wa [rlngo-o 3-du] da 

Becky -NOM bough& NL-TOP [app le-A c c 3 -C L ]  be 

'It is three apples that Becky bought.' 

These two constituency tests suggest that NQ md its host NP form a constituent. From 

ths, Kamio (1977) concluded that the base-generation hypothesis must be rejected in favor 

of the single constituency hypothesis. 

Ths  was a fair conclusion in the late seventies, when Japanese clause structure was 

assumed, by many researchers, to be 'flatn, and the possibiliiy of overt V to C movement 

was not even dreamt of. However, now that we know verbs in Japanese overtly raise to a 

position lugher than the subject, Kamio's conclusion is not warranted anymore. For 

example, (75)b may be a VP coordination, as shown in (n), with which the base- 

generation analysis is cornpati ble. 

(77) Becky-ga [vg [vp r ingw 3-tu tv ] to [vp banana* 7-hon tv ]] 

Becky-NOM [vp [lrp apple-ACC 3-CL tv 1 and [vp banarul-ACC 7-CL tv 1 

k-v 

bughfv 
'Becky bought three apples and seven bananas.' 

Similariy, the focused constituent in (76)a can be a remnant IP: 



(78) Kita no-wa [ ~ p  Gakusee-ga 2-ri tv ] da 

came NL-TOP ( ~ p  students-NOM 2-CL tv j be 

'It is two students that came.' 

Thus, while the NP coordination and NP cleft analyses are possibilities, they are not the 

only analyses compatible with the data in (75) and (76). Specificaliy, the conjuncts and the 

focus constituent in question may be a remnant VP or IP. Thus, to the extent that this is 

correct, the base-generation h y p  thesis of the floating quantifier construction can be 

mainmnd, and the singlt constituency hypothesis has lost its strongest (and oniy) pieces 

of evidence. 

As a support of the remnant coordination and clefting analysis, ccnsider the 

following sentences. 19 

(79) a. [[Gakusee-ga lunm 2-ri] [sensee-ga kyoo 3-nin]] 

[[students-NOM yesterday 2-C L ]  aPrd [teacher-NO M to@ 3-CL]] 

kita (koto) 

came 

Two students came yesterday, and three teachers m e  today.' 

b. John-ga katta no-wa [ringo-o kinm 3-h~] da 

John-IVOM bought NL- TOP [ Q P P ~ ~ - A  cc yesterday 3-CLj be 

The focus constituent in (79)b contains an adverb "yesterday", which modifies the event of 

buying rather than the object NP "apples". Since event modifiers such as time adverbials 

do not normally occur within non-event denoting nominal phrases, thc g..ammaticaiity of 

the sentence suggests that the focus constituent is not an NP (or DP or QP or whatever), 

rather it is an event denoting category such as VP. For the same reason, the conjuncts in 

(79)a, containing a time adverb, cannot be NPs. They are most likely IPS (or AGRsPs). 

The following sentences with secondary predicates point to the same conciusion.*0 

l9 1 owe (79)a to Toshfusa Oka (personal communication). 

20 The bold faced elements in (80) sre secondary predicates. They are not NP-internal 
m d  fiers. For the syntactic distn bution of secondary predicates in Japanese, see Koizumi 
(I-). 



(80) a [[Gakusee-ga hadakade 2-ri] to [sensee-ga hadaside 
[[students-NOM naked 2-CL] and ( te~~her-  NOM bare footed 

3-nin]] hasitta (koto) 

3-CL]] run 

Two students run naked, and three teachers run barefoot.' 

b. John-ga tabetano-wa [katuo-o [lamade 2-lure] da 

John-NOM ade NL-TOP [bonito-ACC ria w 2-C'L] be 

Lit. 'It is two pieces of bonito raw that John ate.' 

(JG,. .l ate two pieces of bonito raw.) 

Cases like (81) may be derived by two appli~~tions of scrambling in  addition to 

head movements. This is schematically shown in (82). 

(81) [[tyuugokuzin-ga 2-ri] to [nihonzin-ga 3-nin]] ronbun-o happyoosita. 

[[Chinese-NOM 2-CL] and [J-se-NOM 3-CL]] paper-A CC presented 

Two Chnese and three Japanese their papers.' 

(82) a. [[Chinese two papers tv] and [Japanese three papers tv]] presentedv 
"across-the- board" I overt V-Raising I ? 

b.  papers, [[Chinese two ti tV] and [Japanese three ti tv]] presentedv 

f "across-the-boardnl scrambling I 
c. UCtunese two tSvJ - - and [Japanese three ti - tvUj - papeni tj presentedv 

t scrambling I 

Since, under ths analysis, both conjuncts in (82)c wnmn a trace of the scrambled object, it 

is expected that NQs associated with the traces may occur in the conjuncts. This prediction 

is in fact Some out .21 

21 The slight unnaturalness of (83) is due to the fact that both the subject and the object are 
associated with numel-a1 quantifiers, which usually causes minor awkwardness. If the NQs 
associated with the subjects are removed, the sentence becomes quite natural: 

(i) [[tyuugobn-ga 4- hon] to [ni h d n - g a  6-pon]] ronbun-o 
[[Chinese- NO M 4-CL] and [Japmese- NO M 6- CL]] paper- A CC 
happyoosi ta. (kots) 
presented 
Lit. 'Chnese four and Japanese six presented papers.' 
'Chinese presented four papers, and Japanese presented six papers.' 



(53) ? [[tyuugokuzin-ga 2-ri 4- hon] to [nihonzin-ga 3-nin 6-pon]) ronbun-o 

[[Chinese-NOM 2-C L 4-CL] and [Japanese-NOM 3-CL 6-CL]] p p r - A  CC 

happyoosi ta. (koto) 

presenpd 

Lit. 'Chinese two four and Japanese three six presented papers.' 

T w o  Chinese presented four papers, and three Japanese presented six papers.' 

Again, this is totally unexpected if what is coordinated or  clefted is an NP as in Kamio's 

( 1 9 n )  analysis. 

T o  summarize, the two central cases motivating the single constituency hypothesis 

of the NQ construction turned out to be non-evidence. They can be readily explained under 

\he base-generation hypothesis if Japanese is an overt V - b s i n g  Imguage as I have argued. 

Note, however, that I am not arguing against the single constituency hypothesis. All I did, 

in this subsection is to show that if there is evidence for the single constituency hypothesis, 

we have not seen it. 

3.6. Is Japanese SVO? 

Kayne (1994) suggests that all human languages are SVO in their underlying 

strictures. This is in direct conflict with the standard assumption [hat Japanese is a head 

final language in the most strict sense, which I have been assuming throughout the entire 

thesis. Kayne's proposal is attractive and important because, if it turns out to be correct, 

the range of possible syntactic representations will be significantly narrowed, which in turn 

contributes to attaining a highly restrictive theory of syntax. For this reason, I will 

consider, in this final part of the thesis, whether or  not the empirical results we have 

obtained of Japanese can be made compatible with his proposal. 

Central to Kayne's (1994) proposal is the Licear Correspondence Axiom (LCA), 

according to which the linear ordering of the termiild nodes of a given phrase marker is a 

direct reflex of asymmetric c-command relations among the non-terminal nodes in that 

phrase marker: 

I f  an example like (81) shows, as claimed in Kamio ( l w ,  that the NQ associated with the 
subject is a p& of the subject NP (or CTj, the sentence in (i) should "show" that the N Q  
associated with the object is a part of the subject constituent, a conclusion no one would 



(84) Linear Correspondence Axiom: 

d(A) is a l i n e a  ordering of T. 

(Kayne 1994) 

For a given phrase maker P, T is the set of terminals. A is the maximal set of ordered pairs 

of i~onterminals <Xj,Yj> such that for each - i, Xj asymmetrically c-commands Yj. d is the 

non-terminal-to-terminal dominance relations: For a given non-terminal X, d(X) is the set 

of terminals thzt X dominates, and for a given ordered pair of non-terminals <X,Y>, 

d<X,Y> is the set of ordered p r s  ( <a,b> I a is a member of d(X) and b is a member of 

d(Y)). 
Given the LCA, and if we take the "linear ordering" as temporal precedence 

relations, it follows that the number of specifiers and the number of complements are each 

at most one per head, and that a head precedes its complement and follows its specifier, as 

schematically shown in (85). 

(85) [HP Specifier [ H Complement]] 

This entails that there is no head final language in the ordinary sense, and the SOV order of 

so-called head final languages such as Japanese cannot be the base order. Kayne suggests 

deriving the SOV order from the underlying SVO order by f r ~ n t i n g  0 across V.  In 

languages like German and Dutch where the finite V overtly raises to AGRs, the landing 

sites of S and 0 must be to the left of AGRs (Kayne 1994: 36). I f  nothing more happens, 

we obtain an SOV clause with the Complementizer preceding S, a5 in (86). 

If the I P  in this structure raises to the Spec of C, we get (87). 

Here, V and C are string-adjacent, but they do  not form a constituent. This, according to 

Kayne, may be the structure of agglutinative languages such as Japanese. 



As we have seen in the preceding sections, i ~ !  Japanese the subject and tne object 

form a constitusnt that excludes the verbal complex at  he point of SPELL-OUT. I have 

concluded from this that Japanese is an overt V-to-I-to C language, as schematized in (88). 

(88) [ cp  [ ~ p  ... S ... 0 ...I V-I-C] 

In this structure, I? is the constituent that dominates the subject and t ! ~  object brli ex.cludes 

the verb and the complernentizer. In the structures in ($6) and (m, in ,:.ontrast, there is no 

such constituent. Thus, they canr.ot be the correct structure of !~ipanese. 

This does not mean, howe~rer, that Japanese cannot be a head initial language. 11' V 

raises to C, and if IP raises to the Spec; of C, the resultant structure is SOV, with IP 

dominating the subject and the object but excluding the verb and the complementizer, even 

if Japanese is head initial. This is illustrated in (89). 

(89) [cp  [ ~ p  ... S ... 0 ...]i [cf V-I-C ti I] 

Thus, i C  it is a head initial language as Kayne's LCA entails, Japanese still must have overt 

V-to-C h s i n g ,  as I have argued based on the assumption that i t  is a head final language. 

And if Japanese is a11 overt V-to-C language, the I?-internal structure of Japanese can be 

identical to what I have been arguing for except for the head-complement ordering, which 

does not yield a phonetic difference given the overt V-to-C. 

4. Conclusion 

To summarize, I have shown that verbs in Japanese raise out of the VP in  overt 

syntax. This result lends credence to analyses that crucially assume overt V-Raising. I 

hake also discussed six related topics, and reached the following conclusions: i )  

RestrucCdring is .m overt syntactic process in Japanese, as in some Romance languages. ii) 

the complex predicate formation takes place before SPELL-OUT. ii i)  the Proper Binding 

Condition does not exist as  a specific syntactic condition, as we w o ~ l d  expect, given the 

spirit of the minimalist program. iv) contrary to the widely held view, remnant sc:rambling 

is possible in Japanese. v) the standard "evidence" for the constituency of NP-Case+NQ 

turns out to be non-evidence. vi) if  Kayne's (1994) LCA is correct at all, Japanese must 

have overt h s i n g  of V to C and of IP to the Spec oT C. 



Appendices to 'Jhapter Seven 

A. Numeral Tuantifiers and the Conjunctive Particle 

The conjunctive particle to "andn in Japanese, like many other particies in this 

laiiguage, is a phonological clitic. I t  cliticizes to the element immediately preceding i t ,  as 

shown in (90). 

The X here must be a nor ,~lal-like element. Thus, to can-lot occur to the immediate right 

of an adjective or a case iarker, as shown in (92). 

(91) *X-to, unless X is a ,. minal-like htegory 

(92) a. [N ringo] -t o ,nikan-o (tabeta) 

apple-and orange-A CC (ate) 

'(someone ate) apples and oranges' 

b. * mg0-[,, ' marker 01-t8 mikm-o (tabeta) 

apple A CC-and orange-A CC (m) 
c. "akail-to aoi ringo-o (tabeta) 

red-and blue apple-ACC (ate) 

'(someone ate) red and green apples. 

d. a h  [N ringol-to aoi ringo-o (tabeta) 

red apple-and blue apt,k-~cc (ate) 

'(someone ate) red apples and green apples' 

Numeral quantifiers count as "nominal-liken element for the purpose of the morpho- 

phonological filter (91). Thus, unlike (92)b, where to "andn is clitici~ed to the accusative 

case marker, (93) is grammatical. 

(93) ringo-o [NQ 3-tu]-t 0 mikan-o (2-tu) (tabeta) 

apple-ACC 3 - c ~ a n d  orange-ACC (2-  CL)  (ate) 

'(someone ate) three apples and (two) oranges' 

Tile copula &r "be" is subject to a similar (but somewhat weaker) morphc;-phonolo~id 

constraint. Thus, when we construct examples with a coordinate structure (or a clefti~\g), 



we must make sure that they d o  not violate the condition in (91). It is for this reason that 

most of the examples in this chapter c o n h n  numeral quantifiers. 

Japanese has another "conjunctive particle", i.e. sosite "and". Unlike to, sosite is 

not a clitic, hence it is not subject to the condition in (91). Thus, other things being equal, 

sosite would better serve for our experiments. For example, I argued in $ 1.2. that (94) 

suggests t h a ~  the verb overtly raises as in (95). 

(94) Mary-ga [[John-ni ringo-o 2-tu] to [Bob-ni banana-o 3 - h n ] ]  

Mary-NOM [[John-to apple-ACC 2-CL] and [Bob-to banana-ACC 3-CL]/ 

ageta (kob)  

gave (the f a ; )  

'(the fact th2:) Mary gave two apples to John and three bananas to Bob.' 

(95) Schematic structure of (94) 

Subject [[vp I 0  DO tv ] and [vp  I 0  DO tvj] V-Tense 
I I t 

If we use sosite, instead of to, the numeral quantifiers can be dropped, thereby making the 

example simpler. 

(96) Mary-ga John-ni ringo-o (2-tu), sosi te Bob-ni banana-o (3-bon), 

Mary-NOM John-to apple-ACC (2-CL) and Bob-to banana-ACC (3-CL) 

ageta (koro) 

gave (the fhct) 

Other thngs  are not equal, however. What is crucial for our purposes is that the process 

shown in (95) is syntactic movement. Examples with to satisfy this requirement. Thus, as 

we saw in 0 1, the following example with to is angrammatical because the embedded verbs 

cannot raise to matrix positions across the tensed clause boundary, a familiar situation 

found in other languages as well. 

(97) * [wary-ga John-ga r ingeo  3.-tu] to [Nancy-ga Bob-ga 

[[Mary-NOM John-NoM apple-ACC 2-CL] and /Nancy-NOn4 Rob-NOM 

banana-o 3 - b n ] ,  W to omotteiru 

banana-ACC 3-CL]] bought that klieve 



Lit. '[[Mary John two apples] and [Nancy Bob three bananas]] believes that 

bought.' 

(Mary believes that John bought two apples, and Nancy believes that Bob 

bought three bananas.) 

However, if we replace to with sosite, the example becomes acceptable: 

(98) Mary-ga John-ga ringo-o 2-tu, sosite Nancy-ga Bob-ga 

Mary-NOM John-NOM appk-ACC 2-CI, and Nancy-NOM Bob-NOM 

banana* 3-bon katta to omotteiru 

banana-ACC 3-CL bought tha! believe 

Lit. 'Mary John two apples, and Nancy Bob three bananas, believes that bought.' 

(Mary believes that John bought two apples, and Nancy believes that Bob 

bought three bananas.) 

If the matrix subjects are marked with the topic marker wa, the sentence becomes even 

better. 

(99) Mary-wa John-ga ringo-o 2-tu, sosite Nancy-wa Bobga 

Mary-TOP John-NOM apple-ACC 2-CL and Nancy-TOP Bob-NOM 

banana-o 3-bon katta to omotteim 

banana-ACC 3-CL bought that believe 

Lit. 'Mary John two apples, and Nancy Bob three bananas, believes that bought.' 

(Mary believes that John bought two apples, and Nancy believes that Bob 

bought three bananas.) 

These cases suggest that examples with sosite cannot be used as a test for verb raising. 

The following sentence also demonstrate.: that sosite should not be used as a constituencj~ 

test. 

. . 
(100) Mary-wa Stanford-no , haw, sosite 

M q - T O P  Stanford- GEN -, and 

John-wa Harvard-no, igakubu-ni hai tta 

John- TOP Hmvard-GEN medical school-to entered 



Lit. 'Mary mtwed Stanford's fw&A&md, and John entered Harvard's mediuai 

school. ' 

I n  (100), the materials placed in strike-out are optional. Since they are not a syntact:~ 

constituent, and since i t  is generally inlpossible to syntactically extract "noun + 
postpsition", stranding a genitive modifier of that noun, whatever process responsible for 

this optionality is not sensitive to syntactic constituency, and i t  ca~no t  be a syntactic 

rnovement.22 This shows that the examples with sosite such as (%) need not be derived 

by syntactic movement, hence they cannot be used to detect syntactic head movement. 

B. On the Uncleftability of the Lower VP in English 

In his seminal paper (Larsofi 1983), Larson suggest; that the dative construcrion 

illustrated in ( l0l)a  has the VP-structure in (101)b. 

(101) a. John gave a watch to Ma.y 

I P\ 
give NP V ' 
A 
a watch Vi PP 

I 
t 

A 
to Mary 

Larson argues that given this analysis, examples like (102) are understood 

straightforwardly as coordination of the lower VPs. 

(102) John gave a watch to Mzq and a book to Sue. 

This analysis is basically the same as our analysis of Japanese examples like (103) 

proposed in 6 1. 

22 Robably the examples in (98) to (100) involve PF deletions operating on strings of 
words and morphemes. 



(103) Mary-ga  john-ni ringeo 2-tu] to [Bob-ni banana-o 3-bn]]  

Mary- NOM ([John- b apple-A CC 2-C L] and [Bob-to barma-A CC 3-C L]/ 

ageta (koto) 

gave 

'Mary gave two apples to John, and three bananas to Bob.' 

( 104) Schematic structure of ( 103) 
Subject [[vp I 0  DO tv ] and [vp  I 0  DO tv]] V-Tense 

I I ? 

As a further support of the overt verb raising out of the VP, I presented the following cleft 

sentence, in which the remnant lower VP is in the focus pasition. 

(105) Mary-ga age-ta no-wa [John-ni ringo-o 3-tu] da 

Mary-NOM give -PAST NL-TOP [John-to apple-ACC 3 -CL]  be 

Lit. 'It is [three apples to John] that Mary gave.' 

Other things being equal, we would expect that the lower VP in (101) can be clefted. This 

prediction fails, as shown in (10G). 

(106) *It is a watch to Mary that John gave. 

Ths  is because in English verb phrases in general cannot be clefted. Thus, as  shown i i l  

( 1 0 ,  even the higher VP cannot be clefted, though it may be a conjunct. 

(107) a. * It is give a watch to Mary that John did. 

b. Mary promised that she will give $100 to WGBH and donate $50 to Boston 

Symphony Orchestra. 

A difference arises in the pseudo-cleft construction between the upper VP and the 

lower VP. As shown in (108;, the upper VP may be pseudo-clefted but not the lower VP. 

(108) a. What John did was give a watch to Mary. 

b. * What John gave was a watch to Mary. 



Daniel Fox (personal communicahon) suggested to me that it may be that only semantically 

saturated categories can be the focus of the (pseudo-)cleft construction. The  upper VP is a 

Complete Functional Complex in the sense of Chomsky (I%), hence it is semantically 

saturated. The  lower VP, i l l  contrast, is only a part of a CFC, tht;., i i  is semantically 

unsaturated. This may be responsible for the contrast shown in ( 108). 23 

C. Traces Not Created by Movement 

The focus constituent of the cleft construction such as (109) contains a trace of the 

verb, and a trace of the subject as well under some analyses. 

( 109) Maryi-ga agev-ta no-wa [ (ti) John-ni ringo-o 3-tu tv] da (=( 1) b) 

Mary-NOM give-Past NL-TOP [ ( t i )  John-to appk-ACC 3-Ci. tv] be 

Lit. 'It is [three apples to John] that Mary gave.' 

Similarly, the following English sentences seem to have traces in the focus constituent. 

'110) a. What Johni did was [ ti send a note to Becky] 

b. What Maryi is [ (ti) is (ti) likely (ti) to ti win] (Howard Lasaik p.c.) 

The  traces in focused constituents raise tl'ree mutually related questions: i) How are they 

"connectedH to their antecedents in terms of their interpretations? and ii) How are they 

bound? iii) How are they generated? I suggested in fi 3.3 that traces created by A- 

movement need not be bound. Thus, our answer to ii) is that they need not be bound. The  

other hvo issues, i.e. i) and iii) d o  not seem to have definite answers at  this moment. 

The first question is p a l l e l  to the one arising in "bindingM cases such as (1 1 I ) ,  in 

which the reflexive pronoun is not c-commanded by its antecedent. 

(111) WhatNancyi boughtwas [apictureoTherselfi] 

Thls is different from the regular reconstruction examples such as (1  12), which might be 

handled by a copy theory of movement along the lines suggested in Chomsky (1993b). 

23 If this account ol the ungrammaticality of ( l08)b is correct, then what is clefted in (105) 
must be the upper VP (or some larger phrase) rather than the lower VP. 



(1  12) [Which picture of herselfilj did Nancyi buy tj 

As  for the question of how traces in focused constituents are  created, one 

possibility is to derive ( 1 lO)a, for example, from a structure like ( 1 13) by movlng the 

focused constituent to the focus position, to revive and update the analysis by Higgins 

('1973). 

( 1 13 j What John, did I ti - send a note to Beckvl was 
I t 

This analysis also answers the question i). A potential problem with this analysis is that the 

putative focus movement will be a lowering operation, which is not allowed under the 

current assumptions. Another problem is how to generate the wh-phrase in the sentence 

initial position. 

Another conceivable analysis of the pseudo-cleft construction in question is that 

there is a PRO instead of a trace, as shown in ( 1 14) (cf. Lasni k and Sai to 1992: 140). 

( 1 14) What, Johnj did ti was [PROj send a note to Becky] 

This is plausible on  the ground that Controlled PRO is possible in the pseudo-clefted 

constituent, as shown in (1  25). 

(1 15) Whati Johnj promised ti was [PRO, to wir. the race] (Howard Lasnik, p.c.) 

Unfortunately, the PRO analysis cannot be extended to the Japanese cases shown above 

which contain traces of a verb, which cannot possibly be PRO. 

A third possibility, suggested by Howard Lasnik (personal con~munication), is to 

assume that an item listed in Numeration just once may be used twice. Thus, the structure 

of (1  10)a is achmlly (1 16). 

(1 16) What, Johnj did ti was [Johnj send a note to Becky] 

In this case, John, which is listed in Numeration only once, has been used twice, once 

when it is merged with send a note to Becky, and once when it is merged with did was .... 



The two copies of thc m e  item are interpreted as members of a single chain, and only one 

of them gets pronounced. This suggestion leads to abandonment of the hypothesis that 

traces are created only by movement, and adaptation of an interpretive theory of traces. 

Once we open up this possibility, there are numerous conceivable approaches to thc three 

issues raised at the outset of this appendix. We must leave a careful study of then1 for 

future research. 
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