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WORD ORDER VARIATION IN MAKIRA:
A PHRASE STRUCTURE GRAMMAR ANALYSIS
Susan U. Stucky, Ph.D.
Department of Linguistics
University of Illinois at Urbana~Champaign, 1981

The purposes of this dissertation are two-fold. The first is to examine
one aspect of the syntax of a largely undescribed Bantu language, Makua. The
aspect under consideration is the syntactic property loosely (and perhaps
ill-advisedly) termed free word order. The second purpose is to provide a for-
mal treatment of this part of Makua syntax. The analysis is cast within that
version of phrase structure grammar as developed by Gerald Gazdar at the
University of Sussex. This version of phrase structure grammar embodies two
trends in linguistic theory: 1) a movement away from transformations and
towards base-~generation and .2) the incorporation of a compositional semantics
of the sort adwocated by Montague and others.

It is argued that even though Makua exhibits a certain degree of order
freedom, it is inappropriate to analyze this order as free at the word level
or free at the constituent level. Rather, certain constituents and words
enjoy freedom while others do not. The analysis proposed consists of a set
of rules with specific properties which depend, in part, on the existence of
certain constituents, e.g. the presence Qf a verb phrase in some orders but
not in others. Other rules are motivated by constraints on the distribution
of such constituents as sentential complements and infinitive complements (but
not infinitives themselves). Additional supporting evidence for the separate
rules comes from the formalization of verb agreement and from the analysis of
the syntax of relative clauses. It is concluded that this nﬁlﬁ-rule
approach renders both scrambling rules or linear concatenation rules not only
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superflwus for an analysis of Makua syntax, but inadequate as well.

Itisofmsnglli:r;:ortancetosyntactictheorythatageneralaccmmt
of order can be given in a grammar consisting entirely of phrase structure
rules, because such grammars were thought (by early advocates of transforma-
tional grammars) to be not only inelegant, but inadequate on descriptive
grounds. In addition, the kind of analysis provided for Makua is suggestive
of a general approach to order freedom, which, unlike other formal proposals
for such languages, requires the addition of no fundamentally different rule
type (e.g. scrambling transformations (Ross (1967)) or linear concatenation
rules (Hale (1979) and Lapointe (1980))). Because linguistic theories tend
to be ephemeral in nature, the nost lasting contribution may well be the
presentation of data fram a heretofore unstudied language. It is hoped that
the thesis presents a significantly large body of data to aid in our general
understanding of human language.
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CHAPTER I

INTRODUCTTON

This thesis is an examination of the syntax of a largely undescribed
Bantu language, Makua.l
sic value that derives fram an in—-depth exploration of any (but especially

Such a study is motivated not just by the intrin-

a little known) language, but also by a syntactic property that Makua ex-
hibits that is of considerable general interest. This language has a high
degree of word order freedam, but, unlike many other languages with this
property, the nouns display no case marking.

The principle aim of this thesis is to provide a fragment of the gram-
mar for Makua consisting of a precisely defined syntax (and to a much lesser
extent, a semantics) for what is intended to be a significantly large body
of data. The framewcrk in which this fragment is defined is one which
embodies, formally, two trends in linguistic theory: 1) a move towards a
base-generated syntax and away from transfommations, and 2) attempts to
define a semantics directly on the syntax of natural language in such a way
that the meaning of the whole is a function of the meaning of its parts.

The particulars of the framework have been developed by Gerald Gazdar
(e.g. to appear a, b) and in joint work by Gazdar, Ewan Klein, Geoffrey
Pullum, and Ivan Sag.2 .

The thesis is intended to serve a mumber of purposes. One is to pro-
vide an analysis of Makua word order. I show that word order in Makua is
not entirely free, being subject to certain syntactic constraints, so that
it is possible to separate out syntactic rules with specific effects. Thus,
I will claim that word order in Makua is not "scrambled", but definable by
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a set of rules. This multi-rule approach is in opposition to proposals for
free order languages in other theoretical paradigms (e.g. Ross's (1967)
scrambling transformation for Latin, Hale's (1979) treatment of W* lan-
guages and Lapointe's (1980) Unspecified Category rules). In the analysis
proposed in this thesis, Makua is claimed not to differ in any fundamental
way from a fixed crder language.

A second purpose of the thesis is to investigate the formal devices
of the framework in question. One question that arises with respect to
any novel formal model is how well (or badly) that formalism stands up in
the analysis of radically different language types. The evaluation of the
formalism addresses two separate but related issues. First, there is the
question regarding the adequacy of any base-generated syntax for the anal-
ysis of natural language. The syntactic rules in the present framework
are all phrase structure rules. There are no transformations. Because
generative grammars employing only phrase structure rules have standardly
been argued to be not only inelegant and incapable of capturing linguistic
generalizations but empirically inadequate for the description of natural
language as well, it is an interesting enterprise to see whether the
present framework can provide even an observationally adequate (in the
sense of Chamsky (1965)) characterization of Makw. The second point of
evaluation revolves around the formalism specific to this version of phrase
structure grammar, that is, whether or not the formalism allows for an ade-
quate characterization of Makua syntax and, more particularly, whether any
of the formal devices seem to provide an explanation for the facts.>

The analysis shows that not only does the framework allow for observa-
tional adequacy but it provides for elegant and general statements as well.
In addition, certain formal devices are shown to be capable of explaining



same unruly facts about Makua morphology. Thus, the analysis stands as an
implicit arqument in favor of the approach adopted. I would like to stress,
however, that this thesis does not stand as an explicit argument against '
any campeting account, transformational or otherwise.

The two sorts of evaluation mentioned above are the major theoretical
concernswhlchmt:wateﬂ:e thesis. Since theories have a way of becaming
rapidly outdated, a more lasting contribution may well be the presenta—
tion of data on an uninvestigated language and one which has the interest-
ing property of considerable word order freedom. I hope that the theoretical
camentary does not detract fram the presentation of the data but, rather,
that it enhances the discussion. Such formal precision forces one, at the
very least, to ask questions about the language one might otherwise neglect.
In the best case, an analysis of explanatory value may emerge. These
advantages, when weighed against the possible inadequacies of any theory
have prompted me to adopt this less descriptive approach.

Before summarizing the outline of the thesis, several introductory
remarks about the language and mode of research are in order. The Makua
language is spoken by over two million people, approximately 200,000 of
these residing in Tanzania and the vast majority dwelling in Mozambique.
There is no systematic analysis of Makua dialectology available, and in
any case the situation is likely a quite complicated one due to the fact
that the Makua appear to have migrated into Tanzania in small groups which
derived fram various dialect groups in Mozambique. In any case, the pre-
sent thesis is based exclusively on data from a dialect that identifies .
itself by the term Imit''upi, which is spoken in Masasi district in southern

Tanzania.



There is very little modern linguistic work on Makua available; the
principle works in recent years have been written in Portuguese and deal
with the dialects in Mozambique. Although these works have been unavail—~
able to me, they appesr to be general introducticns to the language and
are unlikely to include a detailed analysis of the syntax. The older lit-
erature on Makua derives from the work of missionaries in the early part
of this cmunyandprinéﬁlymmexnsﬂlemrp}nbgy (as is true of most
traditional works on Bantu languages). Thus the present study represents
to my knowledge the first modern treatment of Makua syntax.

The investigation of this particular dialect of Makua is part of a body
of research conducted by students and faculty of the University of Illinois
on Bantu languages over the past ten years. More recently, research ini-
tiated by Professor Charles W. Kisseberth has spawned particular interest in
a numwber of Tanzanian languages. To date, we have investigated two dialects

of Makua: Ikorovere and Imithupi (Ikorovere is spoken in Tunduru district,

which neighbors Masasi, where Imit™upi is spoken). The work on ImitMupi
is based on data provided by Jchn Wembah Rashid, a graduate student in
Anthropology at the University of Illinois, during some thousand contact
hours over a two year period. The data on morphology, phonology and tone
were ocollected in conjunction with Professors Kisseberth and Chin Chuan
Cheng. The syntactic investigation I conducted myself. Hopefully, as the
research continues, it w:.ll be possible to verify these data with more
native speakers in Tanzania. As it stands, the data here cannot be gene-
ralized beyond Imithupi (although Ikorovere appears not to differ in any
major way syntactically). As. such, this analysis is just the first step

in providing what we hope will be a full-fledged grammar and dictionary



of the two Tanzanian dialects.

In broad outline, the thesis is organized as follows. Chapter IT
provides a description (in non-technical terms) of that Makua structure
needed in order to follow the ensuing discussion. Full tables of morphology
are presented in Appendix A for interested Bantuists. In the third chapter
I present a discussion of the general notion of basic word order in con-
nection with a definition of basic syntactic word order as defined in the
framework under discussion. It is shown how a single basic word order
could be defined within the framework being explored and what sorts of evi-
dence would count in choosing one order over another. The relationship of
this definition of syntactic basic order to other related'mtions of basic
word order (e.g. marked vs. unmarked, typological) is taken up. It is
argued that these ancilliary definitions of basic word order are not
necessarily motivated by the same sorts of evidence that count for esta-
blishing a basic syntactic order. Rather, it scems that the linguist's
intuition that there is a single basic order is based on a variety of factors
vhich may impinge on the syntax but which need not be, strictly speaking,
syntactic.

The following three chapters constitute the analysis of the grammar
fragment of Makua. Chapter IV provides the analysis of word order proper.
Various rules are proposed, motivated in part by their application to
separate categories and in part by their properties with respect to bounded
versus unbounded dependencies (a distinction made explicit in the formalism).
The fifth chapter extends the analysis of word order to include verb agree-
ment. In addition to accounting for the facts, the specific formulation
provides support for various classes of rules and for specific claims about



constituent structure, notably the existence of a syntactic VP. in some
orders but not in others.' The sixth chapter on relative clauses is a
venture into a single construction. As such it allows for a detailed
description of one of the more camplex constructions in the language. At
the same time, the analysis of relative clauses supports (to a certain
extent) the analysis of word order and makes use of same of the finer
points of the framework. A concluding chapter summarizes the findings and
states the implications of this work for more general linguistic. considera-

tions.



NOTES

1'JJ')is research was made possible by grants from the University of
Illinois Research Board, a University of Illinois Dissertation Grant
(1978) and University of Illinois Graduate Fellowships (1978-80).

2me relevant references are: Gazdar (to appear a,. to appear b)
Gazdar, Pullum, and Sag (1980), Maling and Zaenen (to appear), Gazdar and
Sag (to appear).

3Inordertobefairtothepraentframework,1would]jketopoint
out several motivations which prampted Gazdar to explore this approach.
The reader is referred to Gazdar (to appear b) in particular, for more
thorough discussion. The lack of treatment of the issues he addresses is
not meant to imply that they are not important. They are. Rather, a
full treatment is beyond the scope of the thesis. Here then, is a brief
sumary of the motivation for such an enterprise.

Much of the work within the transformational paradigm has been toward
the constraining of the transformational component. The constraints on
the transformational camponent range from Ross's (1967) seminal work in
which he proposed constraints on a certain class of rules to Chomsky's
limitation of the transformational component to a single transformation
19 ). The present framework is part of a more radical approach, the
exploration of a theory which espouses no transformations at all. Although,
at first glance, this latter approach might appear to be throwing out the
baby with the bath water, it remains to be seen whether this is so.

The reasons one might investigate this latter more radical approach
in general, and this specific framework in particular, are the following.
First, this framework (but not current transformational models) has well-
understood mathematical properties. The grammar is a context-free phrase
structure grammar. Another of the motivations for the exploration of this
particular version of phrase structure grammar is that Gazdar makes use
of formal devices not previously explored in syntactic theory. These
devices, however, are canpletely within the mathematical confines explicated
above. The first such device is the use of a set of derived categories and
a rule schema which together acoount for unbounded dependencies. The
second is the use of inductive rule schemata which allow for generaliza-
tions to be stated over sets of rules. Each of these formal devices is
explicated in detail where needed. What is of importance here is that part
of the motivation for this approach is that unless the full power of such
phrase structure grammars is explored, any arguments that such grammars are
inadequate for natural language do not go through.

A third motivation underlying this particular formal approach is a grow-
ing interest in defining a semantic interpretation directly on the syntax
of a natural language. Rather than relying on a semantic interpretation of



the output of a syntactic component, the semantics are interpreted on the
syntax directly. For each syntactic rule there is a corr&spondmg
semantic rule. This approach falls under the rubric of Bach's rule-by-
rule hypothesis (1976).

Taken together, the prec:se mathematical properties of the system, the
addition of unexplored formal devices, and the addition of a rigorous
semantics make this enterprise a plausible one, whether or not ultimately
a correct approach to the grammars of natural languages.



CHAPTER ITI

BASTC MAKUA

1. Introduction

This chapter has two purposes. One is to provide a descriptive ac-

count of the basic Makua morphology which will be helpful to the reader

in subsequent discussion. 1

since little is known about the Makua dialects and virtually nothing is known

about Itnithupi itself. To this end, Appendix A provides more complete data

The second is to provide new data for Bantuists,

in the fom of tables for Imit"upi morphology than is provided in the text
of this chapter.

The chapter is organized as follows. Section 2 introduces mainly the
structure of Makua nouns and, to a lesser extent, ﬂ1estruc1:1reofnov.m‘
phrases. The third section includes a discussion of the Imit'upi verb.
Verbal morphology is quite camplex, embracing not only inflectional morph-
ology (including subject and cbject agreement affixes and tense and aspect
affixes) but derivational morphology as well (including morphemes marking
verbs as causative, passive, applied, etc.). In Section 4,I discuss the
tonal structure in broad ocutline. Section 5 presents data concerning an
interaction between tense and aspect and the syntax of Imit'upi. While this
interaction is crucial in giving a camplete picture of the syntax of this
language, it is cne area of the grammar which does not figure into the larger
analysis proposed. That is why it is included here.

2. Nouns

It is probably as important to state what Makua nouns do not have in the
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way of morphology as it is to describe what they do have. Nouns in Makua
(and in Bantu in general) are not case-marked, a fact which is perhaps
surprising given the degree of word order freedom in the language. There
are no articles as such, although the demonstratives have not only a func-
tion marking distance fram the speaker and hearer but also a function related
to the definiteness with respect to discourse. That is, depending on the
position of a noun in the sentence, a demonstrative can be used as just
that, or it can signal to the audience that that noun has been mentioned
before. (See Section 3.6 in Chapter III for a discussion of demonstratives
with- respect to word order and Sections 2 and 3 of Chapter VI for a presenta-—
tion of noun phrase syntax). '
What is of importance for the analysis to follow is a basic understand-
ing of the noun classes since they trigger agreement of various sorts,
notably subject and object agreement. Makua nouns, like nouns in all othef
Bantu languages and many other Niger-Congo languages as well, are divided
into noun classes. A noun class is a set of nouns which (a) share a char-
acteristic prefix and (b) govern the appearance of particular agreement
morphemes on items such as verbs, adjectives, demonstratives, etc. These
‘noun classes have, in traditional grammatical treatments, been given numbers
according to their counterparts in Proto-Bantu reconstructions. I will
follow that tradition here. Of the twenty-three noun classes reconstructed

2 It is not uncommon for Bantu languages to

so far, Tnit™upi has £ifteen.
have reduced the number of distinct noun classes, either as a result of
phonological mergers or morphological reanalysis. Perhaps it is worth noting
that the most surprising gap in the noun class system is the absence of

Classes 7 and 8 which (to my knowledge) are hardly ever lacking, at least in
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eastern Bantu; there is evidence that the absence of this pairing is due to
a falling together of Classes 7 and 8 with Classes 9 and 10.

Some of these prefixes function as pairs, one marking the singular and
one the plural, so that a nown with prefix ni- (Class 5) always has as its
corresponding plural the same stem with the prefix ma- (Class 6). Examples
of this pairing are in (1). See Section 4 of this chapter for discussion of
tone orthographical conventions used in this thesis.

- ' '
1. a. n:.v?ké 'spear’
b. ni-kiraci '(a kind of) yam'
ma-kirbci 'yams'

One noun class (2a) has no overt prefix in the singular but does have one
(@- Class 2) in the plural. Thus one finds pairs of the following sort:

2. a. hénéne 'frog'
&-hénéné 'frogs'
b. naflikunakoma '(a kind of) thorn tree'
4-nahlikunakoma 'thorn trees'

Another pair of prefixes is not really distinct (Classes 9 and 10),
since both exhibit the prefix i-, but they do govern different agreements.
Thus, the following nouns have demonstrative suffixes which differ in agree-
ment according to whether the noun is singular or plural.

3. a. ikaiAva 'canoe, canoes'
b. ikAlavéla 'this canoe' (ikalava+ila)
c. ikAlava—cila ‘these canoces'

Still other prefixes do not fall into singular-plural pairs, notably
the locative prefixes, ma- 'in', va- 'on', and u- 'at' (Classes i3-17).

Additional features distinguish these locative prefixes from the others.
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In mitht:pi, locative nouns generally have, in addition to a regular noun
class prefix, a suffix<ni (a feature ihich is particularly common in
eastern Bantu languages) ... More often than not, locative prefixes behave
aspre-prefm;'prefbnedtoancmwhidlalreadyhasanomclass prefix.
These pre-prefixes do, however, trigger the full range of possible agreements
so that they share syntactic properties with the other noun class prefixes.>
In (4) below is the noun for 'desk' ndmwaati (a class 5 noun in which the
prefix ni- has undergone the loss of a vowel according to regular phonological
processes in the language).

4. a. ndawdAti 'Gesk'
b. mu-nddwdati-ni 'in the desk'
c. va-ndawaati-ni 'on the desk'
d. u- ndawaati-ni 'at the desk'

A question often posed is whether the noun class of a noun can be
predicted on semantic grounds, i.e. whether the noun class prefixes need to
be entered in the lexicon along with their nouns or whether some rule can
accont for the prefix. The answer is a qualified no. Synchronically, one
can find in Makua (as in many Bantu languages) a sort of generalization;
most human and animate nouns fall into Classes la, 1 and 2, but not all.

In addition non-animate nouns are found in these classes as well. It is

even less profitable to lock for semantic generalizations in the other

classes, although there are regular word formation processes involving scme

of the prefm (e.g. the locatives, the infinitive prefix, and the augmenta-
tives and diminutives). Outside of these regular formation processes, however,
Makua nouns will have to be entered in the lexicon with prefixes intact.
Additional evidence to support this position comes from the behavior of tone
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which needs to be lexically marked. See the examples and attendant dis~
cussion in (16) in this chapter showing how the prefixes are treated as
part of the lexical items.

In addition to the interaction of noun classes and agreement, a second
relevant issue with respect to the data discussed in the body of the thesis
is the order of words in the noun phrase. The most important fact is that
the order of a noun and its modifiers is fixed. Adjectives, genitives,
and relative clauses all follow their head nouns. These modifiers cannot
be separated from their nouns (there seems to be nothing like Relative
Clause Extraposition as in English where a heavy relative clause is separated
from its head noun and is found at the end of the clause). Furthemore,
noun phrases cannot be extracted out of (i.e. they are islands) by topicaliza-
tion or relativization. Demonstratives have a somewhat camplicated distribu~
tion and are discussed in Chapter VI where the syntax of noun phrases is
taken up in same detail. The examples in (5) and (6) are illustrative of
the internal order of noun phrases as well as the agreement that the head
noun governs. (The prefix appearing on the name Sepété is one of three
prefixes, hifi, ché and 4,used as homorifics).

5. a. ni-vakA ni-kfna

b. fné-ni-vaka ni-kina-fné
'those (over by you) other spears'

c. fné- ni- vakh n-a HiH- Sepétd - fné
dem-pref-spear ag-gen Sepete - dem
'that spear of Sepete'

/

do ni-VéJé rﬁ-a-hén-ile Hﬂl-&mt’e-r’lné-oo

pref-spear ag/t/a~forge-t/a Sepete - dem
'the spear that Sepete forged...'
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6. a. i -hipd i-kind

pref-hoe ag-other
'another hee!

b, {1 - nipd  ikin-d1é
dem-hoe other/dem
'that (over by you) other spear'

c. 116 - hiph y- a HIA - sepétbld
dem hoe ag-gen Sepete/dem
'that hoe of Sepete'

d. ihfph y- aa - hdn - {le ufh - Sepdtdié...
hoe ag-t/a~forge -~ t/a Sepete/dem
'the hoe that Sepete forged...'

Thus, two facts about Imithupi nouns are relevant for the analysis

to be presented. One is that the nouns are marked by prefixes and govern
agreement. (An analysis of verb agreement is taken up in Chapter V). The
second is the internal structure of the noun phrase itself. The word order
of a noun phrase is fixed, and no morpheme belonging to this constituent
can appear elsewhere in the sentence. The syntax of the noun phrase is
also relevant to the analysis of relative clauses and is taken up in

Chapter VI.

3. Verbs

2s is the case with most, if not all Bantu languages, Imit’upi has a
camplicated verb morphology. In (7) below is a frame showing the order in
which various morphemes appear. The parentheses indicate optional morphemes.
Each of the kinds of morphemes is then taken up and discussed separately.
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7. (negl) -sa-t-oa- (negz) - stem -~ (extensions) - t

neg; - sentential negator (&-)

sa - subject agreement prefix

t - tense, aspect, and mood affixes

oa - cbject agreement (including the reflexive -i-)
neg, - verbal negation (~hi-)

extensions - (one or more of the following)

causative ~-ih-
applied -el- (~ —er-)

passive ~iy-
stative -e-

iterative -es-
reciprocal -an-

Vowel coalescence can occur between all of these morphemes. When this
happens, the two morphemes and their glosses are not separated by a hyphen
in the transcription used here. Rather, a slash is used (i.e. sa/t instead

of sa-t).

3.1 Neg;

The negative marker khi (which may altématively show up as just a-
in the first person singular) is prefixed to the verb. It generally indi-
cates sentential negation, although it can interact with focus tone and word
order to yield a reading more like that of constituent negation. Campare
the exanples in (8) below. In (8a) the subject NP is preceding the verb
and the reading is straightforward sentential negation. In (8b) the tone
is altered on the subject NP and it follows the verb. The reading in the
second case is one of constituent negation, i.e. the verb itself is not
negated. This morpheme, K'a- can be prefixed to verbs marked by only a
restricted subset of t morphemes. See Section 5 of this chapter where this
fact is discussed in more detail. |
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8. a. béfsikely - 16 K44 - wallw - {le
bicycle -dem  negy/sa/t -fall- t
'the bicycle didn't fall'

b. K44 - wuldw - {le baasikely — 41

'It isn’t that bicycle that fell (samething else did)°

While the interaction of this sort of negation with word order (in parti-
cular its interaction with quantified nouns) is of crucial importance for a
full-fledged treatment of the syntax and semantics of Makua, I have not
incorporated this into the analysis.

3.2 sa.

With just two exceptions (one is in relative clauses as discussed in
Chapter VI and the other is in topicalized sentences as discussed in Chapter V)
the SA prefix is in agreement with the noun class of the subject of the
clause. Subject agreement is obligatory (although there are a couple of in-
stances in which there is no overt norpheme, i.e. Class 1 and la nouns and
third person uninitiated sg.) so that even 'if no overt NP shows up some agree-
ment marker does. When the overt NP is missing these prefixes take on an
essentially anaphoric function, although they can be used to make reference
to an indefinite subject as well. Compare the examples in (9) below. (9a)
has an overt subject NP (third person sg., initiated) while (9b) does not. (9b)
has two readings, which are separated out by context. One is anaphoric, the
second is indefinite. |

9. a. Hih - Sepété a - ndd - rwa - a

Sepete sa-t leave -t
'Sepete is going to leave'
b. A-ndd-mva -a

1. 'he left'
2. 'sameone left!

Nearly all of the exanples which appear in the analvsis are, however, with
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overt NPs because their appearance is crucial in establishing the word
order.,

3.3 T/A
See Appendix A for a partial list of T/A morphology and Section 5 of
this chapter for some discussion of the interaction of T/A morphemes with

the syntax of Imithupi.

3.4 QA

Like subject agreement, cbject agreement occurs both when the object
noun is overt and when it is not. Unlike some Bantu languages, in which the
object prefix cannot cooccur with an overt noun (e.g. Shona), and others
in which agreement is syntactically optional (é.,g. Swahili where agreement
is more likely to occur with human nouns) object agreement in Imithupi is
obligatory when an object noun occurs. There is, however, an important gap
in the morphology. There are no object agreement morphemes for classes
other than 1la, 1, 2an£1thepersonalpronmms. This gap creates some compli-
cated agreement pattems with respect to the objects of bi-transitive verbs.
These facts are taken up in Chapter V. For the time being, it will suffice
to illustrate the nature of agreement with simple transitive verbs. In (10a)
below the abject of the verb is overt and it is of Class la, which triggers
the appearance of the prefix -mu- (which shows up as just a nasal consonant
preceding nost consonants). In (10b) no overt object appears and the sen—
tence has two readings: one anaphoric, the other indefinite, parallel to
the subject agreement example in (8b) above. (10c) shows a verb with a
Class 5 noun. In this case there is simply no agreement form available. No
morphological trace of it is present. '



18

10. a. Hih - Sepbté &b - h - th¥%ma biAsikeli

Sepete sa/t -oa - buy -t bicycle
'Sepete bought a bicycle'

b. Hif - Sepéth &b - 1 - th¥m - a
Sepete sa/t ~ca ~buy -t
1) 'Sepete bought it'
2) 'Sepete bought something'

c. Hif - Sepété &hd - th'm - 4 nivdkh
Sepete sa/t ~buy -~ t spear
'Sepete bought a spear!

3.5 Neg,

The negative prefix <hi- is a verbal negator. No tense and aspect
restrictions of the sort associated with Neg, are in effect. It may co-occur
with Negl as the follovﬁng examples show.

11. a. HIA - Sepété ahd - hi - plc - a
Sepete sa/t -negy- delay-t
'Sepete did not delay’

hess

b. - Sepété k'aa - hi - pJ.c {1e
Sepete neg /..a/t-negz-delay-t
'Sepete didn't dilay

3.6 Extensions

Of the extensions given in the list in (7) above, only two, the causative
and the applied, figure into the analysis. These two suffixes are important
in the syntax because they have the semantic effect of increasing the valence
of the verb by one, so that intransitive verbs have an additional noun arqu-
ment and transitive verbs became bitransitive, having an additional noun
argument as well. Because these extensions are discussed in Chapter IV, they
are not discussed here.
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4. Tone -

The purpose of this section is to outline in broad terms how tone in
ImitYpi works so that the transcription (which is not phonetic) is not
misleading. Imithupi tone can be analyzed in terms of two tones, Hi and Io.
In the orthography used in the thesis, Hi tones are marked by an acute accent;
Io tone is left ummarked.

'memststrﬁcingpmpertyofnnithupitoneisthatHiton&scmnein
pairs. The second of a pair of Hi tones, under two circumstances is not
heard, however. First, if the second of a pair of Hi tones is utterance
final it is pronounced phonetically low. Thus, the word for 'hoe' in (12)
below is pronounced in isolation as in (10a), but it is transcribed as in
(12b) . That the second of the pair is present (in some sense) is evidenced
by the addition of the demonstrative suffix. The second Hi tone then
emerges (although the second of the pair of Hi tones on the demonstrative is
pronounced low). Thus, the pronunciation of 'this hoe' is as in (12c) J

but written as in (124).

12. a. ihipa ‘hoes'
b. ihip4 "hoes*
c. ihipa-cila 'these hoes'
d. ihip&-ciid 'these hoes'

The second of a pair of Hi tones may also be phonetically realized as a long
fall just in case the pair of Hi tones occurs on a long penultimate syllable
in utterance final position. Apparently, long vowels constitute two mora

which count as two tone-bearing unit=. Thus, a Hi tone on the first mora of
a long vowel has its paired Hi on the second mora, which is then lowered in
utterance final position. For example, the word for 'incense' will be heard
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in isolation as (13a) but written as (13b). Again, if a suffix is added
to the noun, the second Hi tone emerges as part of the level Hi tone. (13c)
represents the broad phonetic transcription, (13d) the orthography.

13. a. rubddni 'incense’
b. rubddni 'incense'
c. rubdinila 'this incense!'
d. rubdidnili 'this incense"

If the first of the pair of Hi tones is utterance final, however, it is
pronounced as a Hi tone as indicated by the example in (14) below. It should
be noted however, that the appearance of a final Hi tone is extremely rare.
In fact, this oconstruction is the only one I am aware of to date, in which
this occurs.

14. bédsikeli K'a - wuluw - i14

bicycle negy/sa~fall - t

' (the) bicycle 't fallen down'
The transcription in the thesis does not reflect either the utterance final
lowering or the long fall.

The utterance final lowering, I originally thought, might be of use in
the analysis of word order since it seemed plausible that lowering might occur
between constituent boundaries in some orders but not in others, i.e. I
thought it might be a clue to distinguishing basic from non-basic orders, since
it could have been the case that the correct characterization was constituent
final rather than utterance final lowering. This loweringtumedoutnotbd

4 I did discover, however, that such lowering did take place,

be relevant.
apparently obligatorily, at the end of a relative clause, and on the last

word before a complement clause when the cmple:mt’.za' is not present. Thus,;
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utterance final lowering is not quite an accurate term.

In addition to th=se ];henonena, two other phonetic details are missing
in the transcription here. One is that the first Hi tone of an utterance
will in certain (though not all) contexts be heard as either low or mid.
Thus compare the examples in (15a-d). In the first example, (15a), the first
Hi tone of a pair in a word is often heard as low or mid. But the word is
transcribed as in (15b) which does not reflect these phonetic details. When
the first of a pair of the Hi tones follows a Hi tone immediately, however,
it is regularly heard as a Hi tone. Thus, the example in (15¢) is pro—
nounced as indicated and transcribed as (15d). The other missing phonetic
detail is that the second Hi tone cf a pair will be heard with a slight fall
on the penultimate syllable. Thus for the word for 'rabbit' in (15e-f) the
phonetics are as in (15e) but the transcription will be as in (15f).

‘15. a. Qléto 'strangers’
b. &aléto 'strangers’
c. SndthMmiha 'he sold something'
d. &noehmiha 'he sold something’
e. Hikala _ 'rabbit'
f. hikila 'rabbit"

As mentioned above, the transcription used here includes vowel coales-
cence. However, the analysis of tone (see Cheng and Kisseberth (1979) and
(1980) for details) works b&t.if tone is assigned and tone rules apply.
When vowels coalesce, the ruling principle is that Hi tones are preserved.
‘The example in (16a) below represents the underlying form of the verb, that
in (16b) nmy transcription.
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16. a. a-ho -4 - épéth

sa~ t - ca - thresh-t
'he has threshed it/samething'
b. a - héépét -4
sa~t-oa-thresh-t
lml
It turns out that tone must be lexically marked on Imith@i nowns

(although it can apparently be predicted in large part on the basis of noun
class in the closely related dialect of Ikorovere) so that two nouns of the
same class may have different tone patterns. This is exemplified by the
examples in (17). Both are Class 3 nouns (again the prefix mu- is reduced
t0 a nasal consonant which assimilates in place of articulation to the

following consonant) .

17. a. n - kicu 'cashew nut tree’
b. n - mk% "bag'
'thupi verbs, unlike the nouns, have entirely predictable tone pat-—

tems. 'ﬂxereismnegdtonarkle:dcalconstrasismtheverbstausthan—
selves. Instead, the §{ morphemes themselves have a Hi or a Io tone and
have associated with them further tone assigmment rules whereby a Hi tone
pair is assigned to tone bearing elements in the verb root. The past tense
morpheme ~aho-, (but not -ho; the present perfect form), for éxanple, has
a pair of Hi tones itself and has associated with it a pattern whereby a Hi
tone pair falls on the first and second tone bearing elements of the verb
root. Object prefixes count as part of the root for purposes of tone assign—-
ment. In addition, for this particular past tense morpheme, a pair ¢ Hi
tones appears on the penultimate and ultimate tone bearing elements. (A tone
bearing element is either a vowel or a nasal; all nasals which are themselves
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morphemes bear tone, but we have been unable to predict which other stem-
internal nasals bear tone). In (18) below is a verb with the past tense
morpheme =sho-. (18a) does not have an object prefix, while (18b) does,
showing that the root includes this object prefix for purposes of tone
assignmeni:.5
18. a. 4hd -~ wildw - ¢h ~ 4

sa/t~ £all -caus - t
'sameone/he caused it/samething to fall'

b. &hd - A - wiluw - th - &
sa/t-oa - fall- caus - t
'sameone/he caused someone/something/it/him to fall®
Other conbinations of t. morphemes induce other tone patterns, but they are
entirely predictable and regular in terms of how these patterns are associated
with a given verb stem. '
Tone then does not really enter into the discussion of word order in

any crucial way. It is included here in the interest of completeness.

5. Tense, aspect, tone, and Makua syntax

The phenomena to be discussed in this section go beyond morphology,
strictly speaking, into that murky realm of interaction between the meaning
of the tense and aspect morphemes themselves, the syntax, tone, and even
pragmatics. The consequences of this interaction for word order are easily
described, but I am providing no analysis which accounts for these facts.
The solution rests ultimately, I think, on the semantics of the tense and
aspect morphemes themselves. A formal treatment of this part of the grammar

of Imitfupi would go well beyond the scope of the thesis.

Here are the facts. The tense and aspectmrplnlogyinmithupi is split

into two sets. One set (Set A) appears on relative clause verbs, verbs in
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constituent questions, verbs with the sentential negator '&—, and on the

main verb of cleft ccns#t:ru::t::i.ons.6

In addition, when these morphemes occur
in declarative sentences, same constituent (an adverb, NP,‘ adjective, or
infinitive phrase) is in focus. (See Stucky(1979a) for a descriptive account
of the nature of this focus). This focused constituent must be postverbal,
generally immediately following the verb. In addition, if this focused
constituent is a nowm, its basic tone pattérn'i_t_e_libe altered in such a way
that the first pair of H:L tones is not pronomnced. (See Stucky(1979b) for an
analysis of these facts) The upshot of this is that verb final affirmative,
declarative main and subordinate clauses are disallowed when Set A morphemes
are employed. One finds the following sorts of judgments.

19. a. rmirawdlé aa - han- {1& nivaka
boy/dem sa/t-forge- t spear
'It's a spear (not a hoe or something else) that the boy forged'
b. nivdka - finé aa - han - {1é mmirawdlé
'Tt's the boy (not the girl or something else) that forged the
spear’

N 4
C. *nivakarmé fmirawolé aa-han-114

The restriction on word order to the effect that the verb camnot be final is
not found in any of the other constructions in which the tense and aspect
morphemes participate (relative clauses, sentential negation, etc.)

The fact that (19¢) is incamplete is, I suspect, not entirely a syntactic
fact, but one which is due, rather, to some interaction between focus post-
verbal position and the meaning of the T/A morphemes themselves. Since that
is my suspicion, nothing in the analysis of word order (which is essentially
syntactic) to be presented accounts for the restriction on order in examples
like that in (19c).

Just as the T/A morphemes in Set A appear only in conctructions listed
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above, Set B cannot occur in those constructions at all. Rather, they show
up in declarative sentences without the sort of contrastive focus noted in
(19) above and in Yes/No questions (and echo questions). Thus, (19¢) with
another set of T/A morphemes is not incamplete as evidenced by the example
in (20).

’ 7

20. nivaki - fné mmiraw ~81é aa - han - {16

spear — dem boy ~-dem sa/t-forge~t
'the/that spear, (as expected) the boy forged'

The interaction of focus with tense and aspect is not particularly
unique to Makua. Other Bantu languages have special morphology which
appears in certain tense and aspect cambinations just where Makua has restric-
tions on word order. Makua, however, lacks such extra morphology. The
details differ slightly from language to language, but this phenomena is
attested in Zulu, Kinyarwranda, and ChiBemeba (See Givon (1975) for details).
Watters (1979) has noted a similar sort of interaction between tense, aspect,
and focus in a Grassfield's Bantu language, Aghem. Hyman (personal commmi-
cation) has also described this phenomenon for other Grassfield's Bantu
languages. While this interaction is thus not particularly surprising, it
has as yet, not succumbed to any formal treatment as far as I know.

This concludes the introduction to basic Makua. Muxch more could and
should be said about the morphology of this language but it is hoped that
the little presented here will be helpful and not too confusing.
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NOTES -

l'Ihe morphology of Imithupi differs in some ways from that of the other
Makua dialects, so that the facts presented here are not necessarily those
of the other dialects.

z'me noun classes found in Makua are as follows:

Class 1 mr- (altermating with a nasal consonant which
assimilates to a following consonant preceding
consconant initial stems)

" la ﬂ-

11 2 a-

"3 m (alternating with a nasal consonant)
" 4 Ini.

" 5 ni- (alternating with a nasal consonant)
" -

" 10 i-

1] 11

or14 ¥

" 15 u- (infinitive prefix)

" 1l6 m- (alternating with a nasal consonant)
" 17 va-

" 18 u

" 23 si- (diminutive pl.)

3'me fact that locative prefixes are similar to nown class prefixes in
that they may govern agreement, but different by virtue of the fact that
they are pre-prefixes, is often reflected in the syntax of Bantu languages.
Tese locative nouns typically pose problems for analyses within the
Relational Grammar framework, since they sometimes behave like direct ob-
jects and sometimes not. See Trithart (1979) and references there for dis-
cussions of various Bantu languages with respect to object relations.

4\fcwel coalescence, which takes place not only within the word but
across word boundaries in Imithupi, behaves in a fashion analogous to tone
lowering. Vowels coalesce across all word boundaries regardless of order,
except at the end of relative clauses and before a missing camplementizer.
Kimaturhi, a related Tanzanian Bantu language with word order freedom com-
parable to that of Imithupi, apparently does use the lack of vowel coalescence
to distinguish basic from non-basic orders (Odden (personal commumication)).

SImithupi differs from Ikorovere with respect to tone assignment for

this T/A morpheme. Where Imithupi has a pair of Hi tones assigned to the
first and second tone bearing elements and to the penultimate and ultimate,
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Ikorovere assigns a pair to the first and third and to the second and fourth.
’medetailsfornmmveremdmit%pitonearefomﬂinmengarﬁxisseberth
(1979, 1980, 1981).

6Sef: B includes the following cambinations of T/A morphemes.
a. =-ile (present perfect perfective)

b. =-aa-...-ile (past progressive perfective)

c. =-no- (present progressive)
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CHAPTER ITTI
THE NOTTON "BASIC WORD ORDER" AND ITS DEFINITION WITHIN A PHRASE
STRUCTURE GRAMMAR

l. Introduction

'mereisacmmbnassmlptionamnglinguisiswhidlclajms that if a
language displays more than a single order of its major constituents, then
one order must be more basic than the others. This assumption, for example,
underlies all of the typological universals posited by Greenberg (1972).

The same assumption motivated Chomsky (1965:126) to argue against phrase
structure rules which define only hierarchical relations as opposed to phrase -
structure ruies which define both hierarchical and linear relations. While
this assunption is not entirely uncontroversial (Hale (1979) argues against
defining é basic order for Walbiri, an Australian language), I do not wish

to question its validity. Rather, I would like to raise two issues regard-
ing the definition of basic order with respect to the version of phrase
structure grammar (PSG) entertained in this thesis.

First, is it possible to give a formal definition of basic order within
the PSG assumed in the thesis? This question arises not only because the
phrase structure rules impose a left to right order, but because separate
rules will be required for each order. On the face of it, a simple list of
rules hardly allows for any general statement of a basic order. However,
it is shown that the rules in this particular version of PSG are not of
equal status in the grammar, so that it is, in principle, possible to pick
out one order defined by a subset of rules in the grammar as basic. I will
refer to this basic order, which is defined by a formally distinguishable
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subset of the rules of the grammar, as agmtactm basic order.

The second question to be addressed in this chapter has two parts.
Given that it is possible to define a syntactic basic order, then what kind
of evidence is relevant in the choosing of one order over amother, and, with
respect to that evidence, what can we learn about Makua?

In this chapter, six arguments typically used by linguists to establish
a basic aorder for a given language are presented and discussed with respect
to the syntactic definition of basic order to be given.‘ In many cases, the
putativeargmmtstumouttobebasedmassmptimsthataremclear.'
Even when these assumptions are made more perspicuous, the results of the
argument are not at all clear when applied to Makua. That is, it is difficult
to decide which, if any, of the Makua orders is nore basic. Despite the
inconclusiveness of the arguments, I think it has been a worthwhile endeavor
to sort them out.

The layout of the chapter, then, is as follows. The second section con-
tains a presentation of the basic formal devices to be employed. In the
third section, I discuss how alternative orders may be accounted for and give
a definition of basic syntactic order within the grammar. Section 4 contains
a discussion of potential arguments for choosing a basic order, and these
arguments are applied to Makua. The fifth section consists of a summary.

2. Basic formalism of the phrase structure grammar.

In order to discuss the notion of a syntactic basic order to be defined
in Section 3 of this chapter, it will be necessary to lay out in some detail
the formalism employed along with same of the assumptions underlying this
formalism. One caveat is in order. This presentation is not meant to be a
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complete introduction to the framework. In particular, the mathematical
underpinnings of the system are not laid cut in great detail. For that,
the reader is referred to Gazdar (to appear b) for explication of such
issues. Rather, what I hope to present here is a description of the formal
apparatus, thus providing a working knowledge of the formalism so that the
analysis can be followed not only by those presently working within this
particular framework or within similar frameworks, but by those campletely
unfamiliar with the particulars of this system.

A rule in this grammar takes the general fom in (1) below. It is an
ordered triple consisting of a rule nurber,. followed by a phrase structure
rule (PS rule), followed by a semantic translation of that rule.

1. <rule nuwber, PS rule, semantic translation>

I think it will be somewhat clearer if I begin with the second member of the
rule, the PS rule itself, and then return to a discussion of the rule number
and the semantic translation. The word 'rule' is used ambiguously throughout
much of the thesis. It is used to refer to the second and third members of
the rule together or each separately. Hopefully this will not be confusing
for the reader.

The phrase structure grammar which gives rise to the PS rules consists
of the usual four items.

First, there is a finite set of termminal symbols (VT) oonsisting of the
lexical items of the language (and, as we will see in Section 3.3, a trace
(t) or the empty string (e)). I am assuming, along with Gazdar (to appear b)
and others, that lexical forms containing both derivational and inflectional
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mrptnlogyareglvenbythelemcmdlrectlyratherthandenvedbysme

syntactic rule. For example, the Makua derived verb uthumela 'to buy for'

which is related to the non-derived verb uth™uma 'to buy' will be entered
into the syntax directly. Similarly, inflectional features such as verb
agreement and tense and aspect morphology are assumed to be lexically in-
tact at the time of lexical insertion.

Secondly, the grammar includes a finite set of nonteminal symbols
(VN). Gazdar (to appear b and elsewhere) has assumed these nonterminal
symbols to be complex symbols (rather than to be the monadic node labels of
early phrase structure grammars in the transformational paradigm). Further—
rmore, he has assumed a phrasal/lexical distinction along the lines of X
syntax (Chomsky (1970) and Jackendoff (1977)). Unlike Jackendoff, I have
assmredatwo-bari'{systanraﬂ'lerthanathree—barsysten.: Thus one part
of the complex symbol will indicate the phrase level (i.e. X and ¥) or
lexical level (X) of the category. For typographical ease and for reasons
of familiarity, I will use the more traditional notation XP (i.e. NP for N,
Nom for N etc.). In addition to the specification of phrasal lexical level,
the complex symbols include a feature bundle which encodes subcategorization
facts and morphosyntactic or morphological information. Using a familiar
notation for these features, then, there will be such camplex symbols as

+N

=V

+sg
+Cl. 9

» which designate a lexical category Noun which is singular and

of Class 9.
The third item is the PS rules themselves. These phrase structure rules
are to be understood as node admissibility conditions rather than as rewrite
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rules (as in more traditional transformatiocnal treatments). This differ—
ence in interpretation was first discussed by McCawley (1968).0 Gazdar
has used a notation like that in (2a) below rather than the notation of (2b).
A rule like that in (2a) will admit a node S when it immediately and es-
haustively dominates NP and VP (in that order). That is, it will admit a
partial tree like that in (éc).

2. a. [. NP VP] c.' S
S
RN
b. S-—NP VP NP VP
Further (distinct) node admissibility conditions will be needed to admit the
NP and VP nodes. If we take the rule in (2a) as one for English, then we
will need the rules in (3) below, which admit verb phrase nodes when they

dominate a Vor a V and a NP.
3. a. [VPV]

b. V NP]

[VP
Putting the ruies in (3) together with the rules in (2a), we get partial
trees like those in (4a) and (4b). I have filled in some lexical items for

the sake of clarity.

4. a. 1\H?/S\VP b. NP/S\VP
A A A /N
Iee ate Lee v NP
AN AN

ate the cake

Interpreting phrase structure rules as node admissibility conditions
rather than as rewrite rules has important consequences for the class of
41anguag&s that grammars using such rules can analyze. Peters and Ritchie
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(1969, 1973) proved that grammars employing context-sensitive rules under
the node admissibility interpretation but not under the rewrite interpre-
tation analyze only context-free languages. Note that this result is
important if one is interested in constraining not only the class of gram-
mars but also the class of languages analyzed by the grammar.

The fourth item in the PS grammar is the distinguished symbol S on which
well-formedness is defined. A well-formed sentence is one which is analyzed
by the grammar in the following way; the tree is rooted in S, every node in
the tree is admitted by a rule in the grammar, and every leaf is itself a
member of the set of teminal categories. More formally, a tree T is well-
formed with respect to a grammar G if and only if every node in T is admitted
by some phrase structure rule in G and every leaf of the tree is a temminal
symbol of G. A string S is well~formed with respect to grammar G if and
only if there is some well-formed tree T with respect to G such that S is
identical to that proper analysis of T which passes through all the léava
of T. One consequence of the interpretatimofthePs.rulesasnode
admissibility conditions in conjunction with the definition of well-formed
sentence is that there is no derivation, and it follows that it makes no
sense to order the rules.

Having defined in broad temms just how the second member of a rule is
to be understood, I now return to the first and third members respectively.
'mefirstmmerofﬂ'xeruleisarulenmber. It should be evident from the
immediately preceding discussion that this number does not imply an order of
rules. Rather, the rule nurbers are the device by which subcategorization
facts are accounted for Part of the specification of items in the lexicon
will be a list of rule numbers acoounting for subcategorization. Suppose,
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by way of example, that the rules in (3) above are assigned the rule numbers
as in (5) below.

5. a. <2, [VPV] cee >

b. <3, [VP V NP]...>

I will not go into the details of the lexicon here, but the rule numbers

in the lexicon together with the rules in the grammar will insure that only
intransitive verbs are eventually admitted by rule 2 and transitive verbs
by rule 3. Transitive verbs such as eat, which have intransitive counter-
parts, will be related to these counterparts by a redundancy rule in the
lexicon.

The third marber of a rule is a semantic translation. The assumption
here is that each syntactic rule in the grammar has associated with it a
semantic rule, giving the meaning of the constituent created by the syntactic
rule as a function of the parts of that syntactic rule. The semantics is at
once campositional (in the sense Ehattlmneaningofthemole is made wp
of the meaning of the parts) and conforms to Bach's (1976) rule-by-rule
hypothesis (because there is a semantic rule paired with each syntactic rule).
Nothing in the form of the syntactic rules forces this choice with respect
to semantics. It is an independent choice made by Gazdar but made in the
spirit of what has generally came to be known as Montague semantics.

A word about the notational conventions is in order. Gazdar has assumed
that the semantics takes the form of an intensional logic (which then receives
a model theoretic interpretation). I will igrbre issues related to inten-
sionality for the purposes of this thesis and use a prime convention to simply
mean 'translation of'. Thus, the semantic notation I am employing is an
extremely crude one, but I hope that it will serve to indicate how the syntax
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works in tandem with the semantics. By way of example, suppose that the
rules in (2a) and (2b) above are campleted as in (6).

6- a. LS 1' [S m VP]I VP' (NP')>

b. <3, [jp VNF], V' (WP') >

(6a) says that a VP meaning (VP*) combines with a NP meaning (NP') to yield
a semtence meaning. Rule (6b) says that a NP meaning (NP') combines with a
V meaning (V') to form a VP meaning (VP'), while meanings themselves are
made up of the meanings of theirparl:s.2 The notation used here provides
the rule schemata for constructing translations in - intensional logic.

What is important to understand about the semantic translations for
purposes of this thesis is that I have assumed that it is the semantics in
tandem with the syntax which encodes predicate-argument structure (or
gramatical relations). In particular, it is the order in which NP meanings
are cambined with VP meanings which define grammatical relations such as
subject of and object of. The last NP to be combined in the meaning is the
subject. The first NP carbined in is the direct object. Thus, in the
examples in (6) above, the object NP combines with the verb to give a VP
meaning and the VP cambines with the subject NP last to give a sentence mean-
ing. This obviates the need for an extra level of grammatical relations
(i.e. as in Relaticnal Grammar (Postal and Perlmutter (1974)) or as in
Bresnan's functional level (c.f. Kaplan and Bresnan (to appear)}. Rather,  this
this definitidn of grammatical relations. is more in line with that of Dowty (to
appear). He defines grammatical relations in a Montague Grammar framework in a
way analogous to the present definition although his is far more explicit.

In the examples in (6) above, there is a syntactic verb phrase as well
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as a semantic one. But in the discussion in Chapter IV to follow, there
are instances of structures in which there is no syntactic VP (notably
VSO orders). In these J.nstances, a semantic VP is retained. (See Gazdar
and Sag (to appear) for discussion of such semantic or "phantom" verb
phrases in the present framework).

Constituent structure rules, then,. are unordered statements. They
account for subcategorization facts in a straightforward fashion. The PS
rule (i.e. the second member of the camplete rule) together with the defini-
tion of a well-formed sentence define the set of well-formed sentences of a
language. Each sentence is assigned to a labelled tree consisting of the
non-temminal synbols and the teminal synbols. Taking this basic rule type,
I now turn to the analysis of alternative orders and, in particular, the
definition of basic order.

3. Defining a basic syntactic order within the present framework

There are two points to be made with respect to phrase structure gram-
mars and word order. One is that linguists have known since the outset of
rodern TG that a phrase structure grammar might be made to be observation-
ally Aadequate with respect to order because it is theoretically possible to
simply list every possible syntactic order. Thus, imagine a language which
has only three nonterminal categories S, A, and B. Then one could write
phrase structure rules (under a rewrite interpretation) like those in (7)

below.

7. S—~>AB
S—>BA
S—>A S B
S—S A B
S—>A B S
S—- B A S
S—B S§ A
S-S B A
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Here is a grammar that generates not only every possible permutation of the
categories but one that will generate an infinite set of sentences as well.
One could write analogous rules under the node admissibility interpretation
as in (8) below that would have the same output as those in (7).

8. a. [S A B]
b. [S B 4]
c. [SA S B]

Aside from the likelihood that such grammars will turn out to be empirically
inadequate’ (indeed, every introductory syntax textbook gives at least one
exampletoarguethatﬂzisissd,?'thereisanother sort of argument that
can be levelled against such an approach. With respect to word order varia-
tion, at least, the argument is that a grammar like that in (7) fails to
capture the generalization that a string AB is a sentence and that at the
same string but in a different order is also a sentence. The PS grammar in
(7) and its analogue in the present framework claims that there is no syn—
tactic relationship between the sentences AB and BA. This lack of generaliza~
tion is maginified when more camplicated grammars are developed. Within TG
there is a way of stating that a S consisting of AB in that order is related
t a S consisting of BA. By introducing transformations, one allows the
possibility of stating rules that might apply to A in both positions by
introducing a single PS rewrite rule which rewrites S as AB (S— AB) then
moving the category A by a transformation ordered later. ‘Inthiswaythe
strings AB and BA are related in a way that they are not in a phrase struc-
ture grammar. While the transformational account does permit that sort of
generalization, it requirag the addition of an additional rule type of greater
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power. One might legitimately ask, then, what the present framework can do
about this lack of generalization.

It turns out that there are devices which, while they result in an
alarming (to same) proliferation of rules, do allow generalizations of the
sort available within TG but without introducing any rule type which differs
in mathematical properties from the basic rules juét discussed. Hence, it
is possible to keep within the class of context-free languages but capture
notions of sentence relatedness. Each of these devices is discussed below
and their relationship to the grammar as a whole is explicated.

3.1 Metarules

The first kind of device to be discussed is a kind of rule schemata,
dﬁbbed "metarule" within the present framework, that allows one to make the
e:dstemeofonemledepexﬂentontheedste:weofamthernﬂe. Thus, a
metarule allows one (potentially) to capture the notion of a basic order of
censtituents because one order can be taken as basic while other orders are
enumerated by the output of the rule schema.

Metarules, as employed in this grammar, are inductive definitions for
the set of rules in the gramar. Accordingly, Gazdar states that there will
be statements of the following form: "if r is a rule of format R, then
¥(r) is also a rule, where F(r) is some function of r" (Gazdar (to appear b:

40)..4

Note that what such a rule schema does is state generalizations over
the gramar. Metarules do not produce rules themselves, they simply state
generalizations over already existing rules.

By way of example, let's see how this device might be used in a treat-
ment of word order variation. Suppose that one discovers that a subject NP
can appear either sentence initial or sentence final (a fact which appears

to be true of Makua). Assume, for the sake of the argument that subject NPs
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are to be those NPs immediately daminated by S, while object NPs are imme-
diately daminated by VP.
90 < 1’ [S NPW] cee 2

And then, one can write the rule in (9) which simply ¢laims that S nodes are
also admitted when the order is the reverse, VP followed by NP.
10. <2, [SVPNP] .

One can state the generalization over (9) and (10) by means of a metarule
of the form in (11a). (1la), in fact, will state a generalization over any
other rules one might have in the grammar, such as that in (1lb), and
relate it to the rule in (llc). The variable X in the metarule stands for
anyothercategoriespr&emtinﬂaemlesgmeraﬁzedoverbythenetarule.s

. a. <n, [N X] ...> =7 <n, [. XNP] ... >

l5
b. <16, [ NP VP AV ...>

c. <35, [SVPAdVNP] oo

Metarules as employed in this thesis are therefore rule-collapsing conven~
tions. Thus, for the example just discussed in (1la) the muber of rules
in the grammar will be the same even if no metarule is written. The difference
lies in the kinds of generalizations that can be made by employing meta-
rules. Below I list four ways in which metarules make syntactic generaliza-
tions possible.

(1) The rules gene.ralized over by the output of the metarule are depen-
dent on the input rules. On intuitive grounds, this means that one rule
would not exist without the other. If one treats agentless passives, for
exanple, by metarule as in (12) below, then one is claiming that passive verb
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phrases exist only because there are verb phrases with NPs in them. If, on
the other hand, one simply writes an additional rule (and that will surely
not be enough] then there is no sense in which the passive VP is related
to the active VP and there is no explanation as to why verb phrases without
NPs (i.e. intransitive verbs) do not have a passive form.

12- <nl [W VNPX] e > => <n’

[~pass]

lvp VXl .ou>
[+pass]
(This is not meant to be a full treatment of the passive, of course).

(2) The metarule approach allows one to relate classes of structures
that would otherwise not be related. Return for a moment to the passive
metarule in (12) above. The metarule as formulated there will apply
to any rule admitting a VP node provided that there is at least a V and a NP in
that rule (in that order). Thus, if the grammar contains the rules in (14)

below, the metarule predicts the existence of the rules in (15).

4. a. [VP V NP] 15. a. [VP V]
[~pass] [+pass]
b. [VP V NP NP] b. [VP V NP]
[-pass] [+pass]
c. [VP V NP PP] C. [VP V PP]
[~pass] [+pass]
d. [VP V NP NP PP] d. [VP V NP PP]

[-pass] [+pass]

There is nothing to prevent one from simply incorporating the rules in (15)
directly into the grammar without the metarule. If this approach is taken,
then passive is no longer claimed to be a unified phendmenon since there

is no necessary relation between the rules in (14) and those in (15). This
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is just the sort of inelegance referred to in the discussion of PS granmars
as standardly employed in TG. If one is willing to add the device of rule
schemata to the grammar, then one of the potential objections to PS grammars
is eliminated.

(3) A metarule carries over any syntactic features from the input rules
unless the features are explicitly changed. Writing two rules without such
a metarule linking them does not make such a consequence autamatic. Thus,
the passive metarule in (12) does change features explicitly (but only one).
All others will automatically be carried over. The metarule proposed in (11)
changes no features at all and all features are carried over automatically.

(4) Unless changed specifically by the metarule (e.g. as in the hypo—
thetical passive rule in (12) above), but not in the metarule in (lla), all
subcategorization facts will remain unchanged. No such prediction is made
when one simply writes two or more rules without a metarule.

There are, then, at least four possible sorts of generalizations that
can be captured by using metarules: 1) rules generalized over by the output
are dependent on the input, 2) unified syntactic statements about the related-
ness of structures, 3) sameness of syntactic features across sets of rules,

and 4) subcategorization across subsets of rules.

3.2 Metarules and basic syntactic order

Since the structures predicted by the output of a metarule are dependent
on the input, it is possible to think of them as more basic in a syntactic
sense. To make this into a formal definition one could divide the grammar
into sets of rules, those which count as inputs to a metarule and those
which count as the output. However, it may be that no such formal distinc-
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tion is needed, if it can be shown that the status of output rules in a
grammar is necessarily different fram that of the input rules, for instance,
by giving a definition of a well-formed metarule which distingquishes input
from output rules. Those which form the input subset then constitute the
"basic order". Without metarules it will be impossible to have a syntactic
statement about basic word order in a PSG. This is because if there are two
syntactic rules [SNP VPl, [S VP NP] in the grammar without a metarule stating
generalizations over them, nothing distinguishes one as being more basic
than another. These formal properties of metarules will form part of the
definition for basic order in this framework. It remains to be seen whether
this division r&sults is a perspicuous analysis of Makua.

There is another subset of rules to be explored which have consequences
for word order in the analysis to come. This formalism, to be introduced in
the next subsecticn, was nOt set up primarily to account for order differences,
(neither were the metarules), but it has consequences for order nevertheless.

3.3 Derived categories and derived rules

The second kind of device which allows for the specification of linear
order (and which is dependent on the basic set of rules) is one which Gazdar
introduces to handle unbounded dependencies. Unbounded dependencies is a
cover term for those cases in which some constituent belonging semantically
to a particular clause can be found indefinitely far away from the clause in
vwhich it belongs. Typical cases of unbounded dependencies involve topical-
ization and relativization in English. In (16a) below, the noun phrase
'this book' belongs semantically to the sentence embedded under the verb
'say’. That embedded sentence has some sort of gap in it. In (16b) the
same noun phrase is found two clauses up.
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- 16. a. This book, he said Iee enjoyed.
b. This book, I think he said he enjoyed.

It ig generally assumed that the upper bourd is only a matter of discourse,
i.e. that it is less likely for a gapped constituent to appear many clauses
away from the one to which it belongs semantically. In a transformational
grammar the intuition that there is a gap in the embedded sentences like
those in (16a) and (1léb) is captured by a transformation which moves that NP
out of its original position in the embedded sentence to the front of the
sentence. In the present phrase structure grammar, of course, it is im=-
possible to move anything. The approach here is to generate a gap and link
it to the "displaced"” NP. The treatment of unbounded dependencies within
a PS grammar of the sort employed by orthodox TG was a challenge to that
sort of unenriched PS grammar.® The approach developed by Gazdar however,
allows the unbounded dependencies to be stated in a fairly elegant way. Here
is how it works.

First of all there are the gaps. Gazdar provides a definition which
creates new categories from the set of non-terminal symbols to encode the
gaps. There will be such new categories as S/NP (read S slash NP) which
will function as a sentence with a NP gap in it. These categories are
derived categories and they are gotten by appeal to the definition in (17).

17. D(VN)={a/8 : a, BG{VI\;S}

This definition says that for every non-terminal category in the grammar
there are new categories of the slashed sort. Suppose that a grammar had
only the two nonterminal symbols, S and NP. The definition in (17) gener-
ates all of the following categories: S/NP, S/S, NP/S and NP/NP. Language
specificity can be built in by limiting which categories o« and 8 can be.
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Gazdar then proceeds to define a set of derived rules which emwploy
these derived categori&e.. The following definition defines a set of rules
which admit a derived category just as the corresponding basic rule would
have done for the basic category with the difference that for each rule
exactly one of the dominated categories is linked to the same gapped category
as the dominating category is. This will become clearer (I hope) upon
investigation of the definition and subsequent discussion. Here is the
drfinition with same accompanying commentary by Gazdar (to appear a:10).
18. Iet G be the set of basic rules (i.e. the set of rules that a
.grammar not handling unbounded dependencies would require).
For any syntactic category 8, there will be same subset of the
set of the rontemminal symbols Vi, each of which can daminate
according to the rules in G. Ilet us call this set VB-(VB € VN).'
Now, for any category B (B\,e VN) we can define a (finite) set of
derived rules D(8,G) as follows:®
(9.2) D(,G) {[a/B' oy ...ci/B "'Gn]:[a Opees O ...cn]

€G&1$1£n&ci€VB}

Suppose that the set of basic rules is that in (19). The rule schema in (18)
creates a set of derived rules like those in (20).

A

19. a. 1,[SNPVP] css >

b.

A

2, [VP VvV NPl... >

1, [S/VPNPVP/VP] cee >
1, [S/NP NB/NP VP] ... >
2, [VPNV/VNP] ces >

2, [VP/NPVNP/NP] cee>

20. a.

aQa o
L] L]
A A A

&
A
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e. <1, '[S/VNPVP/V] cee >

£, <1, Is pp I VBT SRS

Note that the rule numbers stay the same for the derived rules. This insures
that all facts related to verb goverrment and subcategorization will remain
the same for the derived rule as for the non-derived co@terpart. In addi-
tion, no features change either. The rules in (20d) and (20f) will analyze

a partial tree like that in (21) below which demonstrates how the "gap" or
"hole" is passed down the tree. In movement terms, the NP/NP marks the extrac-
tion site and the slashed categor:'res code in the extraction or movement path.

21. - S/NP\

NP /VP/NP\

\'4 NP/NP
As it stands, a partial tree like that in (21) above will not fit the

definition of a well-formed sentence in this PSG since it is neither rooted
in S nor does it terminate in terminal symbols. So first, we need something
for NP/NP to terminate in. As Gazdar suggests, this category might be
realized either as a trace, (t), the empty string (e), or as a resumptive
pronoun (pro) depending on the language. This could be accomplished by
choosing one or more of the rules in (22) below.

22, a. [NP/NP e]
b. [NP/'NP t]

C. [NP/NP pro}
This takes care of the elimination of the derived categories.
Derived categories can be introduced by special rules of the sort in
(23a) below. This rule taken together with the rules in (23b) below could,
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for example, capture topicalization in English for the sentence in (16a)

23. a. [SNP S/NP]

b. [gp NP VE/NP] e 1
C. / S
NP S/NP
N
this book NP VP,
7
he \' s/np
2 Cdle/ \S/NP
sa1a / \VP/NP
RN
he v NP/NP
enjoyed t

The rules eliminating the derived categories and those introducing
derived categories (e.g. (22) and (23a) above) are called linking rules
because they link derived categories to the S node on the one hand and to
terminal symbols on the other. The use of these linking rules together with
the derived rules and derived categories are the mechanisms by which unbounded
dependencies are treated within this PSG.’

Before defining the basic order with respect to metarules and these
derived rules, I would like to point out one further difference between the

two devices. The kinds of generalizations over rule sets made by the in-
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ductive metarules as opposed to the generalizations made by the derived rule
schema in (18) are slightly different. Metarules can change syntactic
features (e.g. as in the passive rule proposed in (12) above). Ruales gener-
alized over by the derived rule schema by definition cannot. In addition,
since the rule mmbers of rules generalized over by the input rules are
necessarily different from the output rules, it is to be expected that same-
times the items dominated by a particular node will be different for the
input rules and the output rules (e.g. passive versus active verbs). Derived
rules cannot differ fram their associated non—-derived counterparts because
the rule numbers are necessarily the same. I will detail further differ-
enc&sbebeenthenetarul&saxﬂdefivedml&sindaapter&

In addition to capturing facts about unbounded dependencies, derived
rules together with linking rules can allow for different linear orders to
arise. The effect of the topicalization linking rule is to admit a S with a
NP in front of another S/NP. Because the total interaction of the derived
.rul%withtheljnkjmrul&sdepemisontlee:dstenceofthebasicnﬂ&sA(RG)
it is possible to specify orders induced by the use of derived categories
(the linking rules in conjunction with the derived rules) as distinct from
those enumerated by the basic rules.

There is now at least the possibility of defining a basic syntactic
order within this framework: that order induced by rules which 1) contain
no derived categories and 2) are not emumerated by the output of a metarule.
The motivation for choosing the basic order would be in part supported by
evidence tha- some syntactic statements rely on the distinction between
unbounded dependencies while some do not, and evidence regarding the choice
of input vs. output of metarules.
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Itisi:rpértanttopointoutthatther’eareatleastfourreasonswhy
this definition of basic order might not be valid for the present version of
PSG. First, as Gazdar (personal commmnication) pointed out to ma,' the notion
of a basic order is obscured by an analysis of VSO order which maps PS rules
into S rules by metarule. Be@useﬂevpruleistheﬁiputnﬂe; it claims
that VO order is basic. This sort of analysis has been proposed for Breton
by Gazdar and Sag (to appear). Such an analysis of VSO order also figures
into Makua syntax. This point will be elaborated in Chapter 4. Secondly,
freedom of constituent cxder may be defined by a rule collapsing convention
that campletely vitiates the definition of basic order provided in this
chapter. This point will be taken up in Chapter 4 as well. Thirdly, there
is little evidence that anything in the analysis of Makua syntax presented
in Chapters 4-6 of this thesis depends on one order as basic rather than
another. The consequences of this finding are discussed in Chapter 7.
Finally, traditional linguistic arguments for establishing a basic order have
rested on other criteria than purely syntactic ones, for example, typologi-
cal factors. In the next section of this chapter, six of these criteria are
taken up and campared to the syntactic definition of basic order just given.

4. 8Six common criteria used to establish a basic order

4.1 Introduction

In the preceding section it was shown how, within the framework being
explored in this thesis, it would be theoretically possible to pick out just
one syntactic order and call it basic. The term basic order (or its analogue,
canonical order) is used by linguists to pick out other distinctions than the
syntactic one just outlined. It is used, for example, for the urmarked or
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neutral order. In other contexts it is used for that order in languages
in which only one order can be used in situations of potential ambiguity.
In still other contexts, the term basic order may be used for that order
which bests fits typological correlations of the sort first noted by
Greenberg. The working asusmption seems to be that the unmarked order
ought to be the same as the typological order which ought to be the same
as the one used in ambiguous contexts, and that all of these ought to be
the same as the syntactic one.

I amn not going to challenge the validity of this working assumption,
alﬂn@itnayoccurtosmeaftertﬁediscussionto follow that this
assumption ought to be challenged. Rather,. I would like to explore the
assumptions that would have to be made in order to claim that the basic
syntactic order is the same one determined by six criteria, the three just
. mentioned and, in addition, to criteria related to frequency, comparative
evidenc_:e, and the order appearing in a restricted syntactic class of con-
texts. Then, each of these criteria are applied to the Makua data in order
to establish what the results are (if any) for the choice of a basic
syntactic order for Makua.

Although the discussion of a syntactic basic order is couched within
the terms of the phrase structure grammar being investigated in this thesis,
the remarks made will generalize to most other syntactic definitions of a
basic order. In particular, most Sf the observations with respect to the
assumptions to be discussed will hold for a transformational model in which
the basic order is that defined by the phrase structure rules (i.e. the under-
lying order) as opposed to any orders derived by transformation. |
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4.2 Word order ‘and ‘clause types

Of the &ix criteria commnly vecd +n establish a basic word order, the
first one has the most obvious relevance to the definition of a syntactic
word order per se. It is sometimes the case that word order variation in a
particular language is permitted only in a syntactically definable subset
of clause types. An example of this state of affairs is Aghem, a Grassfields
Bantu language spoken in the Camercons, as described by Watters (1979). In
Aghem, word order is relatively free in main clauses, while there is the
same fixed order in relative clauses, subordinate clauseﬁ',‘ constituent
questions and imperatives. The argument advanced in this case is that that
fixed order is the basic one. For this argument to be a valid cne with
respect to a syntactic basic word order, it should be the case that the
choice of this order makes the syntax simpler and more general. It is easy
to see how this might be the case in a transformational grammar where one
oould simply stipulate the putative basic order by means of the phrase |
structure rules, and then restrict movement rules achieving the word order
just to main clauses. This restriction to main clauses follows the distinc-.
tion set out by Emonds (1976) which defines a root sentence as those sen—-
tences which are not dominated by any node other than S. Presumably, the
same distinction could be made in the present framework since, to date,
relative clauses, constituent questions and subordinate clauses are all
dominated by nodes other than S (R, Q and S, respectively) analogous to treat-
ments within the transformational paradigm.

In addition to the distinction between Root Sentences and other clause
types, it would be necessary to show that synta:ctic processes, in fact, are
stated more generally on the putative basic order, i.e. that order found in
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the restricted clause types.

If it were the case that the distinction between Root Sentences and
other clause types were needed only for these statements of order then it
would be a complication to make the distinction. However, there is ample
evidence that such a division is necessary (see Emonds (1976) for such evi-
dence) so that it ocould be exploited for cases like Aghem.

Makua syntax offers little in the way of evidence for a basic syntactic
order of different clause types. First, word order is quite free in main
clauses as illustrated by the following examples in (24) in which all six
logical permutations of subject, verb, and object are possible.

24, a. SVO , h

EIll-s Ité Ill II ]_a rllké I]é

Sepete sa/t - cut - t cashew nut tree/dem
'Sepete cut down the/that cashew nut tree'

ovs
rklacile 4hd - tipil - a Hih - Sepéth
'the/that cashew nut tree, Sepete cut (it) down'

C. SW 2 Ihl/l 2e 4 4 7/
Hin - Sepété nk aculé aho - tplil - a

'Sepete did cut down the cashew nut tree (as we expected him to)*

osv

ﬁ]{hé I]é H{' - S III Ill - ll I] -a

' (about) the/that cashew nut tree, Sepete cut (it) down (as
~we expected him to) !

* b - tiphl - a ulh - sepdth Aot
' (what happened was that) Sepete cut down the/that cashew nut
tree'’

f. VoS

'4hd - tipila AKPAchle Hih - Sepétd

' (what happened was that) Sepete cut down the/that cashew nut
tree'

The same permutations are possible in embedded sentences as well, as illus~
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trated by examples like those in (25).

25.

a.

SV :
ihb - kih - minth - & wifrd BfA - Sepéth 4n - tupdl

Vi
-a
sa/t- oa/ convince - t that Sepete sa/t ~cut -t

fi e

cashew nut tree/dem
'S/he convinced ne that Sepete cut down the cashew nut tree'

Qovs .

lll ]ll o (l Ia Y rllkhécﬁl'e II/ l]_éHll ; Ité

'S/he convinced me that the/that cashew nut tree, Sepete cut
(it) down'

Sov

lll]’l "]é .l./Hus 'térﬁché l]é Ahit ']-'a
'S/he convinced me that Sepete did cut down the cashew nut
tree (as we expected him to)f

osv

ihh-kbh-minih-4 wifra AkP4cilé  aho-tupul-a Hin-Sepete
'S/he convinced me that (about) the/that cashew nut tree,
Sepete cut (it) d&own (as we expected him to)'

VsO

III]II . ll é, 42 slll l]_éHllSefll I’lkhl I]é
'S/he convinced me that (what happened was that) Sepete cut
down the/that cashew nut tree'

VoS

Aho-khA-minth-4 wifrd Ho-tuptl-4 Ak Achle HiA-Sepdtd

'S/he convinced me that (what happened was that) Sepete cut
down the/that cashew nut tree’

Imperatives, likewise, permit word order variation. One form of impera—

tive verdb in Makua consists of the subject prefix for 'you' (either the
initiated or uninitiated form), followed by the verb stem suffixed by e.. As

illustrated in (26) below, the object may precede or follow the imperative

verb. No clear-cut functional difference is ascertained in these exanples.

26.

de

Inp. ' DO
ntuphi~¢  5d%nd- clyd
sa/cut-mood firewood-dem
'cut the/that firewood!
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b. DO , . [y Ing

ikini - ciyd ntuptil-&

'the/that firewood, cut (it)'

Just to illustrate that this order freedom is not limited to simple examples,
T have included an example of a double object comstruction. As illustrated
in (27), all permutations are possible, although the (c) and (f) examples
are judged to be less likely to be used.

27.a.Inp;l}OD0 , ., he o
mvad~tipul - el - e namwiarimi ik ani
sa/t/oa~cut-app-mood teacher firewood
'cut the teacher some firewood!

b. 2 Imp, DO . ho
namwaarim mvaa-tupul-el-e ik uni
'for the teacher cut some firewood!'

C. w ’I'I';p. Ag ’ 44

ik mwad-tipul-el-e nidmwAarimi

“'firewood, cut (some) for the teacher'

d. m /Aq IIEP' ¢ ‘.

ikhini nédmwdariml mwad~tipul-el-e

'firewood, for the teacher cut (same)'

e. A0 DO Imp.

némwharimi  ikd¥ni MwWad-tipul~el-e

'for the teacher, cut some firewood'
£f. ITmp. DO AO

mvad-tipul-el-e ikn{ nimwdarimh

‘cut same firewood for the teacher!

‘Thus, main clauses, subordinate clauses, and imperatives appear to exhibit

the same degree of order freedam. There are two apparent restrictions on

order in relative clauses. The question is whether these restrictions are,

strictly speaking, syntactic and, if so, whether they are indicative of a

syntactic basic order.

While relative clauses are discussed in greater detail in Chapter VI,
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a few introductory comments are necessary here. Relative clauses are not
marked differently fram main clauses (although there is the restriction on
tense and aspect morphology noted in Chapter II, Section 5). There is no
WH-word or camplementizer present. Sometimes Bantu languages exhibit a
tonal pattern in relative clauses distinct from that in other clause types,
but this is not the case in Makua. The "gap" in the relative clause always
corresponds to a NP, hence, there is no relativization out of prepositional
phrases. In addition, any relativized NP triggers agxeeteqt on the relative
clause verb. There are other interesting (and important) morphological pro-
perties of relative clauses, but I won't discuss these here.

One restriction on order in relative clauses is in the case of subject
relativization. The restriction is that nothing can intervene between the
head NP and the relative clause verb. Thus, no object NP, no adverb, etc.
belonging to the relative clause can precede the relative clause verb. No
such restriction holds for other clause types. The order restriction in this
sort of relative clause is illustrated by the grammaticality of the example
in (28a) and the unacceptability of examples like those in (28b-c) where an
object and a VP adverb intervene between the head NP and the relative clause
verp, respectively.

28.a.’IVOAd\;. Y

n oolum - ilé milat” - ule rata ...
person sa/t/arbitrate~t disputes-dem well
'the person who arbitrated disputes well...'
*head O V Adv
Athd milath-41é colum~ile rat
Cc. *head Adv V O

fithd rath colum-{1é mildtf-d1é

The first question to be answered is whether this restriction should be
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a syntactic one, i.e. whether the syntactic analysis of Makua should predict
the wacceptability of examples like that in (28b-c). It is impossible to
give a definitive answer to this gquestion at this point, but I would like to
point out at least two reasons why it might be the case that non-occurrence
of examples like those in (28b-c) is not the result of some syntactic inter-
action. One is that there could be some discourse function associated with
relative clauses, on the aone hand, and the order XV (X = any category) on
the other, such that they conflict with each other. I haven't been able to
refine the definition of discourse functions sufficiently to predict this,
but given that this kind of interaction is prevalent in the language, such
an analysis cannot be ruled out. Another possible explanation is that there
is something about processing such structures that makes them unlikely to
occur- It could be that the verb is taken to be an indication that a rela-
tive clause is coming. There is some slight evidence from the second
restriction, to be discussed shortly, which is suggestive of this sort of
oconstraint.

The second question is that if this restriction in subject relatives
did arguably turn out to be a syntactic one, would it be indicative of any
basic order? On the assumed grounds that restricted orders in clause types
are indicative of a basic order, then one might suppose that at least VX
is to be preferred cver XV.

In the second case, regarding the constraint in order in relative clauses,
the offending order is found in examples where a non-subject NP has been
relativized. When the head of the relative clause isthesecbndoftwoNPs
in a row, the subject of the relative clause must appear after the verb.

Compare the examples in (29).
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29. a. Vl NP head V2 NP
kihd - véh - 4 ikitdabw - adkh nténgd
sa/t- give — t books-poss'*  messenger

aa - rum - ily- ddya Hih - Sepété

sa/t~-send~t-ag.suff. Sepete

'T gave my books to the messenger who Sepete sent'

b. *Vl NP head NP v,

kdhb~véh-a ikitddbw-adkd nténgd Hif~Sepété aa-rum-il-ddya
However, when one of the samc NPs is preceding the main clause verb, no such
restriction is in effect. This is illustrated in the example in (30) which
shows that the subject of a relative clause may either precede or follow
the relative clause verb. It is certainly the case that the preférred posi-
tion of the subject NP is following the verb. (However, this is true of all
examples in which a non-subject is relativized).

30. a. NP vy head NP V2

ikitAdbw-adki kaho-vah-a nténgd Hif-Sepétd aarumily-3a
'my books I gave to.the messenger who Sepete sent_'_

One can ask the same two questions with respect to this restriction as
one did for the preceding restriction. First, is it the case that this
restriction is, strictly speaking, syntactic? And, again, it is hard to tell.
Given that there seems to be a simple restriction on the mmﬁe.r of NPs
allowed in a row when a relative clause boundary intervenes, it seems plausi-
ble that the restriction is one which (if it is syntactic) is best analyzed
as a filter which would disallow certain sequences. There is, in addition,
the option that the discourse functions somehow conflict as well. I do
m£ have an analysis of these facts, but this lack of analysis does not
prevent one fram asking a further question.

The second question that is to be addressed is that if this restriction
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turns out to be characterizable J.n syntactic temms, then which direction
does the evidence point to with respect to the choice of a basic syntactic
order? It is suggestive of a VSO or VOS order at least, given that those
orders are always permitted in a relative clause. Whether or not the adop-
tion of either VOS or VSO order as basic buys anything in the syntactic
analysis remains to be seen. However, it should be kept in mind that these
restrictions might not be essentially syntactic. Therefore, these facts
don't necessarily provide the sort of evidence from restricted orders in
clause types that is required by the argument being investigated here.

In summary, then, it seems as though, in clear cases, the choice of a
basic syntactic order might be aided when the language in question has clear
cut syntactic divisions of the sort exhibited by Aghem, but that the evidence
from Makua is far from revealing.

4.3 Marked vs. unmarked order

The argument that of two orders, one marked, and the other urmarked, it
* is the umarked order which is basic, has some intuitive appeal. It is not
at all clear, however that it necassarily'fé]lcws that the umarked order
ought to be syntactically more basic. One could, of course, define unmarked
order to be just that order which corresponds to the basic syntactic order.
In general, even those linguists who subscribe to that definition have in
mind phenamena related to suprasegmental phenamena, such as intonation, and
discourse function, neither of which is necessarily related to the present
definition of syntactic basic order. Both of these phenamena, indeed the
whole marked vs. umarked distinction, rest on the assumption that it is
possible to define for a language some notion of normal pattern. The assump-
tion that there are normal patterns can be challenged on the grounds that such
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an assumption obscures governing principl&s'.e Nevertheless, the notion is
such a comon one that it merits dlscussmn I will take up two sorts of
phencmena with respect to Makua, and I hope to show how, even if it is possi-
ble to define a difference, certain assumptions have to be made in order

for that difference to reflect anything about basic order. Secondly, the
evidence from discourée function suggests that it is far from easy to pick
out an unmarked order, and that such orders may have more to do with the
state of the world than they do with syntax per se.

For the sake of the argument then, I will look at suprasegmental evi-

. dence and discourse function to illustrate that the orders are not equivalent
for subjects and objects, at least. '

I shall not have much to say about the relationship of word order to
stress since I have done no thorough examination of that part of the system.
There is another intonational pattern, however, that is a little more access-
ible and that is a matter of pause intonation. In the case of pause, two
things happen: one is that the vowel coalescence that appears across word
boundaries is suspended and, two, if the final high tone on the item before
the pause is a copy, and not a basic high, it is phonetically low (i.e. the
utterance final lowering rule comes into play). What is relevant here is a
difference between subjects in SVO order and objects in OSV order as illus-
trated by the examples in (31) below. A subject in initial position has no
special properties associated with it. Vowel coalescence may take place
across the SV boundary. Tone phenomena are normal. A subject does not. need
any special morphological marking. But there are same restrictions on objects
in this position. They are either generics (and hence definite in one sense),
nouns marked by a demonstrative suffix (indicating that the speaker expects
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that the hearer has same prior knowledge of the object in question) or, if
the object is not marked as indefinite or is not a generic, then the object

is set off by a pause.

31. a. SW , e he Y
muirdwo aho-th uma~-a - ikitaadbu
'a boy (as expected) bought a book'

Sdeiu, dnb-ted mirho
'a book, a boy bought (one)’
In one sense, the object is nore marked in sentence initial position than is
a subject because it has these extra requirements. Subjects are generally
interpreted as definite, but this is because they are tied to a position in
which information is not novel. (I will return to the discourse function of
the orders shortly). The point is that objects need that extra marking, i.e. a
demonstrative or a pause, while subjects do not. The presence of a pause in
dSVsentenca, but not in SVO sentences is suggestive of a syntactic analysis
that differentiates the two structures and that analysis might be taken to
be the difference between a basic and a nonbasic order in the syntactic
sense.

A second kind of evidence for a marked vs. an ummarked order is that of
discourse function. That is, it is often the case that one order requires
a more explicit context in order for it to be acceptable. This order is
then taken to be the marked one. This notion rests essentially on the assump-
tion that some situations are more likely to occur than others, a fact that
is surely true about the world. Any assumption that makes the umarked order
syntactically basic is in fact building a lot of information about the
world into the syntax. It would be nice if this sort of metaphysical claim



60

turned out to be right, but I don't think it makes a very sound syntactic
argmmt.'

In spite of the tenwus link between ummarked order in the discourse
function sense and the basic order in the syntactic sense, I would like to
take some space to lay out some very simple examples fram Makua and show how
their orders are in fact related to discourse function. It will, I think,
alleviate some people's worries about how a language like Makua actually
works.

In the examples in. (32) below, I have used a tense that translates as
the English simple past. This tense is one of those mentioned in Chapte.r II
that does not have associated with it any notion of contrastive focus. It
cannot be used for constituent quest:ions,- relative clauses, etc., but it
can be used in declarative sentences and embedded sentences. At the risk of
sounding impossibly vague I will say that this tense is simply used to indi-
cate that the action took place. Within this tense (and the others that share
its syntactic idiosyncracies) it is possible to view the organization of it
along the lines of topic-comment. If there is an NP at the beginning of the
sentence, then that NP is what is being talked about (i.e. the topic). In
a discourse, for example, the first NP will have been discussed prior
to this sentence. The rest of the sentence then constitutes a comment.

The organization within the comment is, so far as I can tell, based on putting
rovel information after the verb and expected information before the verb.
What this translates into with respect to the notions of subject and object
is whether the speaker judges that the hearer is likely to know who bears
what relation to the verb. That is, the information is novel not just because
it is new in the discourse (although it may be) but because the speaker judges
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that the hearer knows the grammatical relation of the NP. This will become
clearer as the examples are dlscussed. Because demonstratives may be used
either to refer to an cbject where the object is present or used to refer to
the object that has been mentioned before, their presence makes a great deal
of difference in the interpretation given.

The use of a sentence like (32a) goes roughly like this. Sepete is being
discussed and the sentence tells what he did. The demonstrative on the
object NP is likely to get a first reading that the tree is visible. This
correlates with the position of the object NP in that it follows the verb and
is likely to be novel information. In the (b) example the cashew nut tree is
the topic of the conversation. Either reading of the demonstrative is likely.
What is being said about the cashew nut tree is that it was cut down and
that Sepete did it. In (c) on the other hand, Sepete is the topic of conver-
sation and the report is that he cut down the tree as expected. The demon-
strative in this case is likely to be used when the object is not present
in accordance with the report-like status of the sentence. In (d) both the
object and the subject precede the verb. The tree is being talked about and
what the sentence says is that it was cut down by Sepete as expected. The
exanples in (e) and (f) seem to be similar in function. Both are simply
neutral reports (the consultant's judgment meaning no assumptions necessary)
about something that happened. The difference is slight in these last two
examples but the example (e) in which the cbject comes last seems to indicate
more surprise on the part of the speaker that he cut down a cashew nut tree.
In this case it is pretty clear that the two NPs are both novel information
and consequently, the demonstratives are more likely to be interpreted as
pointing to a tree that is visible. If there are demonstratives on that noun,



62

then the likely interpretation is that the tree is there (much in the same
way as in the first exa:rple).'.

32. a. S

Hif - Sepéte 4hd - tipil ~ a Ak’ dculé

Sepete sa/t - cut - t cashew nut tree/dem
'Sepete cut down the/that cashew nut tree'

b. OVS
nkbicdlé dhb-tiphl-a Hih~Sepétéd
'the/that cashew nut tree, Sepete cut (it) down'

(270,14
Hif-Sepété fkPichls Ahd-tiphl-a

'Sepete did cut dovn the cashew nut tree (as we expected him to)'
d. osv

rkMachilé mft-sepétt dhd~tipal-a

' (about) the/that cashew nut tree, Sepete cut (it) down (as
we expected him to)

‘!“; s, 0 42 ./ Is}Jll bt
aho~-tupul-a Hin-Sepete acule
' (what happened was that) Sepete cut down the/that cashew nut
tree' _

So-tipil-a fid4cils mih-gepdtd
;gen?t happened was that) Sepete cut down the/that cashew nut
To substantiate the suggested analysis, one would, of course, need to
do a lot of testing with a lot of speakers. The point is.ﬂlat it is not
particularly hard to came up with contextual distinctions separating out the
orders and that in some ambiguous cases these discourse functions will help.
This is particularly apparent in situations where two NPs (or more) precede
the verb. Since they are likely to be expected or old information in this
position their grammatical role will not be in question in a real context.
This will not be the case with respect to NPs after the verb where, in
general, interpretation of the sentence is more rigidiy fixed in ambiguous
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sentences. NPs following the verb, recail;‘are new in the sense that their
grammatical relation to the verb is not known. Discourse context will pro-
vide little aid in disambiguating such structures.

From such limited data it is hard to decide what is a marked and what
is an unmarked order. The consultant's judgements are that all of the sen-
tences are pretty good and that the VOS sentence is the most neutral of all
(i.e. requiring no prior discourse), but that the-SVO sentence is more nor-
mal (i.e., more likely to occur). Thus, intuitions are not enough and this
seems to be an area of grammar best’ left to study by native speakers of the
language.

One is tempted to say, given the Makua evidence, that the marked vs.
the unmarked distinction only holds out of context and it is the contexts
themselves that are marked or urmarked in the sense that some situations
are less likely to arise. Establishing an urmarked order with respect to
discourse fucntion then will still notv be sufficient to justify a syntactic
order without the metaphysical claim alluded to above. It may turn out
that the "best" syntactic analysis is one in which the basic syntactic order
is correlated with the unmarked order. To the extent that this is true
cross-linguistically the assumption that the two orders are to be the same
will be substantiated.

4.4 ‘Ambiguity and preferred readings

Another kind of argument employed in order to establish a basic order
is one basedl on preferred readings in potentially ambiguous structures.
Suppose a NP V NP sentence is potentially ambiguous between two readings,
SVO and OVS. Then a common assumption made is that the preferred reading
(or, in some cases the only reading) is representative of the basic order.
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One finds, for example, the following sort of discussion in the literature.

Thus, in a German sentence such as Die Mutter sicht die Tochter,

in which the inflections do not suffice to indicate grammatical
function, it seems that the interpretation will invariably be that
‘"Die Mutter" is the Subject (unless it has contrastive stress,

in which case it may be taken to be the Subject or the Object).
The same seems to be true in other languages as diverse as Russian
(cf. Peshkovskii, 1956, p. 42) and Mohawk. In the latter, the
Verb contains affixes designating Subject and Object, but where the
reference is ambiguous, the initial NP is taken to be the Subject,
unless under normal intonation (I am indebted to Paul Postal for
this information). If this is universal, it suggests the generali-
zation that in any language, stylistic inversion of "major consti-
tuents" (in same sense to be defined) is tolerated up to ambiguity —
that is, up to the point where a structure is produced that might
have bzen generated independently by the grammatical rules.

(Chomsky 1965: 126-7)

Because Makua does not have case marking, it is more like Mohawk
(among the cases discussed in the preceding quote). Just in case the sub-
ject and object NPs in Makua (and the indirect object or causee for that
matter)areofthesatemmclass,verbagzeemtwiurbtservetodis-
ambiguate the grammatical relations of those NPs. If those cases are tested
out of context, one finds that there is a preferred reading. However, it
is not the case that the order is as rigidly fixed as it is in Gemman. This
is because there is so much discourse information relayed by the order of
the elements in Makua that it is possible to0 set up a context in which the
less preferred reading becomes the dominant one.

In order to demonstrate how the choice of context influences the read-
ings, I will use a sentence containing only two NPs and a verb, where the
NPs are of the same noun class, so that there will always be a potential
ambignity. Here I have to make same comment about how this sort of data
was collected and what it may be indicative of. First, the data are for
only one speaker. Surely for this evidence to be conclusive, one would have



65

to do this sort of research much more rigorously and with many more- speakers.

It is sugge;stive of this one speaker's strategy in that the examples were

repeatedly tested over a two year period and the readings stayed constant.
The sentences in (33) below were tested initially out of context.

The speaker was asked to translate the sentence and in each case, if there

were two readings possible, to rank them. Here are the results of a paradigm.

33. a. NP VNP , Ve
Hirt-Sepdté 4hdén - &4 Ardarima
_Sepete sa/t/oa/see~-t Araar:ma

b. NP NPV

Note that one order NP V NP had only one reading, SVO. The remaining two
orders had both readings although ineachcasemereadjngwas clearly
preferred. 'Ihe second reading can be made daminant for (33b), for example,
by simply introducing an appropriate context. If someone asserts that
Sepete did not see Araarima then a speaker could reply using (33b) and it
would be the second reading which is preferred. Likewise, even the reading
ovs for (32a) which is not allowed at all out of context, can be made to

arise by the question and answer sequence in (34) below.

34. a. apani obn-{le Hih-sepétd
who sa/t/oa/see-t Sepete
'who saw Sepete?!

b. Hin-Sepété oon-ile Ardhrima
'it was Araarima who saw Sepete'
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A better answer would be simply to give the name alone, of course, but
this fuller answer is also plausible because the focus position for answers
to constituent questions is that position immediately following the verb
(in addition to the requirement that a specific sort of tense/aspect marker
is used).

Other results for ambiguous sentences are obtained when other pragmstic
factors are juggled. If the NPs are of the same class, for example, but the
selectional restrictions of the verb are such that an inanimate object is
preferred then the readings will, in general, be in accordance with the
selectional restrictions. Thus, in sentences like those in (35) where for
apersontobuyabicycleismrelikelyﬂmforabicycletobuyaperson,
the readings are consistent with the selectional restrictions, and only
under pressure will the consultant admit to a second reading.

35' a. NE'VNP (Y4 N 2 4 /4 Ty s, /7
baasikely - ulé aho - n - thum - a Hin-Sepéte
bicycle - dem sa/t-ca- buy -t Sepete
i. ?SVO 'the/that bicycle bought Sepete'

ii. OVS 'the/that bicycle Sepete bought'

b. m;lm V oyl a4/ ,, 7 Iy I ’
baasikely-ulé Hin-Sepete aho-n-thim-a
i. 7?80V 'the/that bicycle bought Sepete'’
ii., 0S8V 'the/that bicycle, Sepete bought'

V NP NP

I] 14 ﬁ-l] hl ] A -J ]y - {]J,é Ii“ 5 III
i. VOS 'Sepete bought the/that bicycle'
ii. ?Vvs0 ‘'the/that bicycle bought Sepete'

Ce.

While the above two sources of disambiguating information (discourse
context and selectional restrictions) do not exhaust the kinds of information
that I think the language consultant used, the point is still clear. The
notion of ambiguity is not, in the case of Makua, a simple interaction between
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word order and morphology (i.e. lack of agreement differences) but is a
camplex of many factors. There are probably some real constraints on how
the language is used, but only careful investigation of all the relevant
factors would reveal those constraints.

One question that arises with respect to an argument from ambiguity is
what exactly one is testing when the sentences are used out of context. The
assumption seems to be that it is indicative of something essentially syn-
tactic. This assumption ought to be questioned, since it could be the case
that such examples are reflective of a simple parsing strategy which may or
may not be in accordance with the syntax. If, on the other hand, one main-
tains the assumption that readings out of context do reflect in some way a
basicsyntactico:_:der, then the question arises as to whether there is any
evidence from the data just discussed which would be indicative of a basic
order. So far, the NP V NP structures stand out from the others in that
they get only one reading, and it is always SVO. I am reluctant to conclude
anything at all about this order for at least two reasons (in addition to the
possibility that it could be reflective of an out-of-context parsing strategy).
One is that the speaker knows both Swahili and English, which have much more
rigidly fixed orders (to all accounts SVO). In addition, the research was
conducted in English. To what extent this sort of fact can influence the
results is not known, but it seems possibie that it could. Furthermore,
from what I have been able to ascertain about the discourse function of word
order in Makua, it appears that the initial NP is taken to be the topic.

If this is the case, and if, as has been often asserted, subjects make
better topics, then this explanation alone could account for the likelihood
of SVO readings.
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There are several points to be made here. First, it is not entirely
obvious that readings out of context a.re, in fact, indicative of the basic
syntactic order,v since there are other potential explanations for those
choices which lie outside sentence syntax proper. Further, even if the
assumption that basic syntactic order is to be that order which surfaces in
ambiguous situations then the data fram Makua are still fairly incon~

clusive.

4.5 TFrequency
Often (particularly in the case of free order languages) the argument

9 mhere

is advanced that the more frequent order in texts is the basic one.
are several problems with this arqument. First, how frequent is fregquent
enough? Secondly, if word order reflects discourse functions, and some
discourse functions are more likely tobccm: than others, the frequenc} of
a particular order would be reflective of this other state of affairs. Now
if the assumption is to be that the normal state of affairs in the world is
to be in a one~to-one dorrspoﬁdmce with basic order, then it is possible
tousefrequalcyasakindofcriterion-'misassmrq;tionmybeaqtmtion-.
able one. Without such a link, however, text frequency counts are not going
to be suggestive of a syntactic basic order.

The text sanmple we have available for Makua is a small one at this
time, and not representative of the kind of variety one would require for
such an analysis. For this reason, then, I will not introduce such evidence
here.

4.6 Typological criteria
Inadditimtothesortsofevidencediscussédinthepreceding four
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subsections, a fifth, typological correlations, is often brought to bear on
the establishment of a kasic order for a particular language. The argu-
ments from typological evidence generally go like this. Greenberg (1972)
demonstrated statistically significant generalizations across morphemes and
word order across a variety of languages. He then set up a basic order typo—
logy (in which the crucial elements are subject, object and verb) for which
a number of (largely implicational) universals were proposed. One finds,
for example, the following statement.

Universal 4. "With overwhelmingly greater than chance frequency,

languages with normal SOV order are postpositional."
(Greenberg: 1972: 334)

It is not uncamon for linguists to use these correlations to aid in
choosing a basic order for a given language. The question I want to raise
is whether the evidence from typological correlations could be used to pick

'a syntactic basic order, in particular, under the definition proposed for
the framework under ipvestigation in this thesis.

Outside of the fact that there are often not enough typological correla—
tions to decide conclusively among the orders for a given language, there
are other issues to be addressed. Note first that these implicational uni-
versals rest on the assumption that there is a single basic order (either
"normal" or "dominant" in Greenberg's terminology). It would be important
to know for each language an what grounds this dominant or basic order was
dx)sen,vmetherormtitwasbysheerinspectionoftactfrequencyorbg
some other combination of the criteria discussed in preceding sections of
this chapter. Without consideration of these facts, it is difficult to
evaluate what merit using typological correlations would have for the choice
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of a basic syntactic order as I have defined it. Even with this problem
aside,. there is a further assumption that ought to be investigated. Using
typological correlations to justify the choice of a particular basic syn-
tactic order rests on the assumption that the order indicated by typologi-
cal criteria should be the same order as that chosen as the syntactic basic
order within a particular theoretical paradigm. I would like to question
this assumption on two grounds, cne that the correlations noted by Greenberg
are not (with one possible exception to be discussed shortly) built into
nost syntactic theories that I am aware of. Dowty (to appear) is a clear
exception to this claim. Secondly, insofar as there are alterna;:ive ac-
counts which may lie outside of sentence syntax proper, the above assump-
tion is weakened somewhat.

The first reason why the jump in claiming the same typological and
syntactic basic arders might not be merited is that while typological corre-
lations incorporate relative order of subject, verb, object and grammatical
categories as prepositions, interrogative particles and auxiliaries, these
mrrelaﬁbns are rarely built into a syntactic theory. Thus, there is nothing
within the present framework, for example, which claims in accordance with
Universal 12 that VSO langjuages put interrogative words or phrases in ini-
tial position for interrogative word questions. Without such links, however,
it does not follow that a typological basic order is necessarily the same
as a syntactic basic order. It is even questicnable whether ane wants syn—
tactic theory to be fornmlated in such a rigid fashicn, since the correla-
tions are only statistical. One could imagine that a theory might be formu~
lated so that a grammar is more highly valued if the correlations do fall out.
The point is that part of the typological argument rests on such assumed
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correlations, but that these do not (in most cases) follow fram the syntactic
theory in quast:n.on One possible exception to this last rather general
claim is Jackendoff's (1977) development of X syntax. He notes that some

of the universals suggest an evaluation measure for PS grammars that count
parallelisms of word order over X* (e.g. a grammar in which all modifiers
either follow or precede their head nouns is simpler than one in which same
precede and some follow). But he also suggests that while parallel gram-
matical relations with differing orders across X! seem to generalize (al-
though these correlations are not as strong), preser;t notations do not ex-
press this (Jackendoff 1977:85). To the extent that X notation is adopted
by the present framework the same camments hold but only for the basic order.

The alternative account for the Greenbergian correlations that I have
in mind, are of the sort mentioned by Frazier (1979). Frazier claims that
certain structural properties of languages may be explained by the parser
nodel she proposes. For example, she suggests that the correlation between
VS0 languages and postpositions and SOV languages arnd prepositions may be
tied to the role such adpositions play in parsing (Frazier 1979:129-130).

In this way, the typological correlations would have samething to do with
language processing. Whether this turns out to be an argument against as-
suming that typological basic order is the same as syntactic basic order,
depends on one's theoretical claims about the interactions of syntax and
parsing.

The point of this discussion is that it is risky to simply rely on
typolog:.cal correlations in choosing a syntactic basic order because 1) it is
unclear what criteria were used to establish basic order in the development
of the typological universals themselves, 2) syntactic theory makes few (if
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any) claims about such correlations explicit and 3) other factors than
strictly syntactic ones may offer an account for the ex.lstence of these
correlations.

The immediately preceding discussion has been aimed at making clear
the assumption underlying a claim that the order indicated by typological
correlations of the sort noted first by Greenberg ought to be the same order
as a basic syntactic order as defined within a part:.cular syntactic theory.
Even though there is some question whether these orders are necessarily the
smmmaﬁvélmgmge, I will go ahead and discuss some of the rele-
vant wniversals with respect to Makua. It turns out that the conclusions
are relatively indecisive in this regard, since the universals are not numer-
ous enough to actually pick a single order. At the very least, the data
discussed below provides some facts about Makua syntax.

The presentation of the universals centers around those which relate
to the order of subject, object, and verb as correlated with other grammati-
cal categories. Those wniversals pertaining to SOV and OSV are examined
first, and it is shown that universals associated with these two orders show
the fewest correlations to Makua.

First, there is the matter of postpositions vs. prepositions. As Uni-
versal 4 states, "With overwhelmingly greater than chance frequency, languages
with normal SOV order are postpositional." (Greenberg (1972)). Makua, like
many other Bantu languages, has few prepositions. One morpheme which could
legitimately be called a preposition is'wa 'to'. While historically this
morpheme probably consisted of a locative prefix u- and the genitive -a, its
synchronic behavior suggests that it is analyzed as a single morpheme. When
used as a preposition, wa (as in (36) below) always precedes the noun.
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ey 1. ¢

36. ArdArima ahd - rwébh - a ibdrdwa wa mwairinw - aaya
Araarima sa/t- send -~ t letter to teacher - poss -
'Araarima sent a letter to his teacher'

Not only does the preposition precede the noun, it cannot be separated from

its noun.]'0 Hence the word order of prepositional phrases (like that of noun

phrases) is fixed. In fact, there appears tc Lie no extraction out of prep-

ositional phrases. Thus, the attempt to relativize out of the prepositional

phrase will be wnsuccessful, as illustrated by the example in (37) below.
37. *mmirimu Ardirima aa - rweéh —ily- adyd ibdna wa ...

teacher Araarima sa/t~- send - t - ag.suff. letter to
'the teacher who Araarima sent a letter to'

Another candidate for prepositional status is the all-purpose morpheme
11
ni~ 'by, with'. Like wa, ni~ cammot be separated from its noun phrase
which always follows. And as in the case of wa~ no extraction out of such

prepositional phrases is permitted. Compare the examples in (38) and (39).

38. a. 1&ndedld yahd- 1fm - {y - a ni - Hin-Sepété
deny/field/dem sa/t-cult.-pass-t by-Sepete
'this field was cultivated by Sepete
b, Hif-Sepété a-ro-tipll-a fthidle ni-mwadld
Sepete sa-t- cut - t bamboo with-knife
'It's bamboo that Sepete is cutting with a knife'

[ §4

39. a. *Hih-Sepétéd {yaa}- lim ~iyé {1emitdra ni
aa

Sepete sa/t -cult.-pass/t dem/field/dem by

' (the) Sepete who this field was cultivated by...'
b. *maild {waa}- tuplhly - adyh Hif-Sepété fth"ile ni
aa

'the knife that Sepete cuts bamboo with...'

The fact that Makua has prepositions rather than postéositiohs renders it
inconsistent with most SOV languages.
Another relevant universal with respect to SOV and OSV orders is number 21:
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"If some or all adverbs follow the adjective they modify, then the language
is one in which the qualifying adjective follows the houn and the verb pre-
cedes its nominal object as the dominant order." (Greenberg 1972). Adverbs
and qualifying adjectives do follow the adjectives they modify in Makua so
that the dominant order in which the object follows the verb is argued for.
Compare the examples in (40) below.

10. nip¥ra ni-k{th ci-néné

Amother characteristic of SOV and OSV languages is that such languages
almost always have a case system (Universal 4l1). Here is another charac-
teristic that Makua does not share with SOV and OSV languages.

Makua is, however, consistent with one of the implicational universals
of SOV languages. Universal 5 says that "If a language has dominant SOV
order and the genitive follows the governing noun, then the adjective like-
wise." The dgenitive does indeed.follow the governing noun as in (41) and the
adjective does likewise (42). Again, the order of these constituents if fiwed.

41. a. mmini wo mwadlo

handle gen. knife
'a handle of a knife'

b. mifla wo mwaldpwa
'tail of a dog'

c. nilka no mira
'string (out of hide) of a bow'

42, a. ikalave i-kind
' r cance'
b. maapééra ma~kith

 guavas ag - unripe
‘'green guavas"
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c. karirdore fpya
mirror ag-new
'a new mirror'
Thus, Makua shares few properties with either SOV or OSV languages and the
one for which it does (Universal 5), it is not clear that only SOV languages
have the order in which the genitive follows the governing noun.

Most of the rest of the relevant universals have to do with languages
in which the dominant order is VSO. First, there is the matter of preposi-
tions. Universal 3 claims that "Languages with dominant VSO order are always
prepositional" (Greenberg (1972)). As was illustrated in the examples in
(36-39) above, Makua has prepositions. However, the fact that Makua has
prepositions and not postpositions does not argue in favor of VSO order but
only against SOV order. Another universal relevant to the status of VSO
languages is one which claims that languages with a basic VSO order have,
as an alternative, SVO. Makua, of course, has both orders along with the
other four possibilities.

Yet another universal which does not argue against a VSO order but, on
the other hand, does not pick out that order is the one which claims that
"in languages with dominant order VSO, an inflected auxiliary always pre-
cedes the main verb. In languages with daminant order SOV, an inflected
auxiliary always follows the main verb." (Universal 16, Greenberg {1972)).
It turns out that there is only one inflected auxiliary that I know of in
Makua, and it always precedes the main verb. Campare the examples in (43)
below. Again, Makuma is inconsistent with SOV but consistent with VSO.

’ ’ .

43. a. Hifr-Sepété 4-rii  muirwdani
Sepete sa - be in-to leave-in
'Sepete is (in the process of] leaving'

b. *Hin-Sepété mu-urwldani &-rii
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There are, however, two universals claiming properties consonant with
basic VSO order which Makua does not share. Both are related to question
formation. First, Universal 10: "Question particles or affixes, specified
in position by reference to a particular word in the sentence, almost always
follow that word. Such particles do not occur in languages with dominant order
VS0." (Greenberg (1972)). In Makua there is in fact such a question parti-
cle, the suffix -ni. This suffix can be attached to a noun, or a verb indi-
cating roughly 'which' or 'what'. Examples are given in (44).

44. a. aa-topér':re nwélépwa-ni ilékhﬁ
sa/t-chase/t dog -Q chicken

'which dog chased chickens?'
b. aa - topdfire - ni mwalipw - 41é
sa/t-chase/t - Q dog —~dem
'what did the/that dog chase?'
The presence of such a particle is not consistent with other known VSO
languages. The second universal relating to VSO order and question forma-—
tion is Universal 12: "If a language has daminant order VSO in declara-
tive sentences, it always puts interrogative words or phrases first in
interrogative word questions; if it has daminant order SOV in declarative
sentences, there is never such an invariant rule" (Greenberg (1972)). The
placement of question words in Makua is relatively free. Thus, in the
examples in (45) below, one finds that the question word for 'who' (which
is apani), when questicning a subject can appear in any of the orders in that
example but one. I have no explanation for this gap. It is worth noting,
however, that an applied adbject (45g) can precede the verb so the constraint
in (45) is not a simple one, whatever its explanation,
45.a.SV9‘ ‘ er e, .,
apanli aa-han ~ 1lé nna-nivaka - nma

who sa/t~forge-t dem—-spear—dem
'who forged this spear'
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b. OVS
fnd - nivéki - find aa-han—{1é apdni
'this spear who was it who forged (it)?'

« *apani fnd-nivédka-rnA aa-han-i1é

osv
fAnd-nivaka-fnad apani aa-han-{1é
'this spear, who forged (it)?'

e. VSO
aa-han-fle apani nni-nivaka-rina
'who was it who forged this spear?'

£f. WS
aa~han-i1€ fna-nivaka-inad apani
'who was the one who forged this spear?'

Likewise, there is a question word for ‘what' _1s_n.am_ In the examples
in (46) below, the question word stands for an object and it too enjoys ‘
relative freedom. Again, there is a gap in the paradigm; however, I have
no explanation for it. '

46. a. SO, B ear s
Araarima aa-th um-ile isyaani
Araarima sa/t-buy -~ t  what
'what was it that Araarima bought?'

b. qu r/ o {a? ’7s o
?*isyasni aa-thum-i1é Aradrima

c. SOY' . R h (q 7
Araarima isyaani aa-th um-ile
'What did Araarima buy?'

d. Osv
?*- 17 o p L ) llllj I]é
e.

74 o

aathhunlle Ardirima isy&ini..
'It was Araarima who bought what"‘ (indicating more surprise
than an echo question)

£. Vs
aathn:.le isyddni Ardarima
'Araarima’ was the one who bought what?' (indicating more surprise
than an echo question)
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These facts argue against VSO as the daminant order since the question words
& mot have a fixed position.

These are the relevant universals with respect to subjects, objects;
verbs and other grammatical categories. As is often the case, the results
are inconclusive. Makua is less consistent with SOV and OSV than any of
the others. There are a couple of indications that it is inconsistent with
VSO languages as well. That leaves SOV and VOS as possible alternatives.

I am reluctant to conclude anything from the above discussion about syntactic
basic word order because the results are inconsistent and because it is not
clear that typology necessary has anything to do with the basic order as
defined for the PSG under investigation.

4.7 Comparative evidence

When in doubt about the basic order of a given language, it is tempt-
ing to turn to comparative evidence. That is, one checks to see what basic
order is predominant for other languages in the family. This is a potentially
invalid argument. Suppose that language X exhibits just two orders, SVO and
SOV, but that the language exhibits only SOV characteristics, typologically
speaking. Suppose, in addition, that all or nearly all languages in the
family exhibit SOV typology but little or no SVO order. One might conclude
ﬂaatthelanguageiséOV. Actually the most that can be said is that the
language is consistent with SOV typology. It could be the case that the
lanquage is in the process of changing to a basic SOV order but that the
change is incomplete. In fact, one might find that certain syntactic pro-
cesses are better generalized to the SVO order. If that were the case then
the typological order might turn out to be different from the syntactic basic
order. The point is that the comparative evidence may give plausibility to
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the choice, but that it, like the typological evidence, is not conclusive.
In particular, it gives mo real evidence for the choice of 4 syntactic
basic order.

Regardless of the merits of such evidence, there are two relevant points
to be made with respect to Makua. First, the status of word order in Bantu
languages is unclear in general. As time goes on we have been uncovering
more languages w1th free order properties similar to Makua, HiBena (Hodges,
personal commmnicaticn), Kimatumbi (Kisseberth and Odden, personal commnica-
tion) as well as the otlier dialect of Makua, Ikorovere (Kisseberth, personal
camunication). On the West cost of Africa we find a limited amount of
free word order as Watters (1979) has pointed out for Aghem, a Grassfields
Bantu language. Other Bantu languages (e.g. Lingala, Swehili, and Tshiluba)
have a fairly rigid order and it is SVO. And then there are sporadic cases
'like Runyoro, which, even though they have SVO order available, have a pre-
ferred SOV order in main cléuses (Hodges, personal commnication).

Aside from the fairly risky character of using such comparative evidence,
it may be premature to make blanket statements about word order in Bantu
“languages.

5. Summary

In this chapter I undertook a discussion of the notion of basic word
order as it related to the PSG under investigation. The discussion encom-
passed two rather general questions. First, it was shown how it would
pdtentially be possible to separate out one order by appealing to subsets of
rules which are defined by different properties. It was suggested that it
would be possible to pick out those orders defined by basic rules (which
are those rules not involving derived categories nor those rules emumerated
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by the output of metarules). It remains to be seen if this division is a

natural one in the syntactic analysis of a given language.

The other general question addressed in this chapter was, if one adopts
a basic syntactic order, then what sorts of evidence count in picking out
that order? There are of course the theory-internal arguments which will
arise in the course of analysis. These will include the distinctions between
orders specified by derived rules together with linking rules and those
specified by metarules, for example. In addition to this syntactic sort of
evidence, six other cormonly appealed to criteria were discussed. Each was
evaluated with respect to the definition of basic order defined in the pre-
sent framenork, althouwgh many of the questions raised could be applied to
any syntactic definition of basic order. Then, each of the criteria was
investigated with respect to Makua. The first of these, it was pointed out,
had the most potential for the definition of a syntactic basic word order since
it depended on the distinction between clause types, an essentially syntactic
parameter. Nevertheless, Makua provided little evidence in this regard. The
other criteria turned out to be even more inconclusive. With respect to
marked vs. urmarked order, it was shown that it was difficult to decide
between SWO (which was more likely to represent the normal state of affairs
in the world, given the discourse function associated with that order), from
the VOS order (which represented that most neutral order, the one with
fewest presuppositions). Ambiguity, it turned out, did not provide anything
conclusive either. This result came about because it is mot clear exactly
what one is testing out of context: the syntactic basic order, parsing
strategies, or sare discourse function. The typolog:.cal correlations were .
also extremely indeterminate, suggesting only that SVO or VOS were likely
candidates. Finally, text frequency counts and comparative evidénce were
argued against on independent grounds.
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In addition to the general indeterminacy of the results, it was pointed
out that the use of the above evidence for choosing a basic syntactic order
rested on the assumption that the unmarked order ought to be the same as
the typological order, which ought to be the same as the syntactic basic
order. Insofar as there are other parameters which may not be, strictly
speaking, syntactic (e.g. discourse function), then -this remains just an
assumption. As Geoff Pullum (personai ccmm:rﬁcation) has pointed out, the
absence of this assumption leads one to expect to find a language in which
the typological order is VSO, for example, the urmarked order is SOV, the
syntactic basic order is SVO, etc. Such a situation seems highly unlikely,
ﬁ)saythe least. I can only conclude that a lot of work needs to be done
in the formal specification of basic order.

It seems reasonable then to ¢o about the business of investigating a
basic syntactic order for Makua, and for the most part, I will try to rely
on theory-internal evidence as support for the choice. But, one has to
start somewhere. In this grammar, in order to provide for well-formed sen-
tences, One has to start with some order. I hawve chosen SVO.
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NOTES

]'M:x:avley (1968) notes that if one utilizes phrase structure vules
under the rewrite interpretation, it can be the case that a derivation may
not be sufficiently precise to insure that a single tree corresponds to
just one derivation. He suggests that this indeterminacy can be obviated
if the base component operates directly in terms of trees without an inter-
mediate state of rewrite rules. Accordingly, he proposes that the base
consists of node admissibility conditions. For a rule of the sort A;

BC , a node labelled A is admitted if it dominates a node labelled B
and a node labelled C. (McCawley 1968:247). Gazdar has adopted a different
notation, [A BC] rather than A; BC.

2One way in which Gazdar's semantics differs fram Montague's (1973)
PIQ treatment is that Gazdar takes VPs as denoting functions from NP
intensions to truth values, rather than a translation in which the NP is
taken to be a function with a VP as its argument. As Gazdar points out,
the former treatment is in line with Montague's (1970) earlier treatment,
and, in addition, has strong motivation on other grounds (see Gazdar (to
appear b: 16) and references there).

3see Grinder and Elgin (1973) for example, where it is argued that the

process of Particle Movement cannot be formulated within a CF PSG at all
and only inelegantly within a CS PSG. Gazdar (to appear b) does provide a
motivated and elegant treatment of this process within a CF PSG.

4Gazdz:ur (1980340) points out that such devices have precedents not only
in programming languages (see Cleaveland and Uzgalis 1975) but in ling-
uistics as well, e.g. Vergnaud's (1973). "lexical transformations" which
were further developed by Roeper and Siegel (1978).

So:xecmmentabouttheuseofvariablesisinorder. To quote Gazdar

(to appear b: 43-44),

"We require that metarules be finitely specifiable. The only variables
permitted in the structural analysis (to borrow the transformational termi-
mology in an obvious manner) are abbreviatory ones, that is variables
which range over a finite subset of (Viy v Viy) . Adherence to this require-
ment ensures that closing the gramar under some set of metarules will not
result in an infinite set of rules being produced." Gazdar further points
out (in Footnote 27 (to appear b) that Joshi (personal commmication) has
called to his attention the fact that "allowing a single non-abbreviatory
variable in the structural analysis of metarules would open the way to PS
grammars with infinite sets of rules, but would not result in any of those
grammars inducing non-context free languages. Non-context-free languages
can only result when two or more non—-abbreviatory variables are permitted."
The upshot of all this is that certain fornmlations of metarules are dis-
allowed if the restriction of generating only context-free languages is
adhered to.
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6While the introduction of categories with gaps and the attendant
derived rule schema are new devices within linguistic theory, Joshi and
Levi (1980) point out that categories with gaps have been used in parsers
(at least Sager (1967)) and they suggest, probably others.

7]:anguage specificity can arise at four places in the grammar as defined
so far.
1) The set of basic rules (Rg)
2) the subset of nonterminal categories (Vyy), which participate in
derived rules
3) the nature of the linking rules
4) language particular constraints on the set of derived rules

8Schmerliug (1971),, for example, has argued that an assumption or "normal"
stress obscures the real generalizations which underlie the use of English
stress, which, she argues to be associated with presuppositions of various
sorts. The assumption of the existence of a normal pattern could then be
maintained only be claiming that some presuppositions are more normal than
others,

90nec1aimthatisnadeaboutthefrequmcyofaparticularorder, is

that a child learning the language will hear a particular order more often,
and hence, generalize that order as basic. This would work as an argument
only if children in fact use frequency in generalizing structure. One
place to look for such evidence would be in the acquisition of free word
order languages by children. Unfortunately, there is little evidence on
this literature on this topic. One study noted by Bach (1975) showed that
Russian children learning the language had a fairly inflexible order and
that this order did not always correspond to what is taken to be the domi-
nant oderr (in a study by Gvozdev cited by Slobin 1966: 133-35). It is
difficult to draw any conclusions from this evidence with regard to frequency,
since it is not known whether those children were exposed to different
frequencies of order. Again, the question would arise, how frequent is
frequent emnough?

lo'memrmenewaas used here is not part of a genitive phrase of the
form NP a NPbutrathersmplywaNP. This morpheme is the only mor-
pheme of sort I am aware of. In fact, I don't even know if vowel
coalescence occurs between wa and the subsequent NP. Conceivably, if it
was analyzed synchronically as the locative prefix u - a there would be
other forms with the other two locative prefixes va- and mi-. Such forms
do not exist. Nor is the meaning of wa mwaarimm Tto the teacher' locative
mthesenseof'totheteachersp Tas might be expected if the literal
interpretation of uta is taken.

11
The morpheme ni also appears in suffix position marking a locative

noun. 'nus:LsafeawreofEastemBantulanguag&s notably Swahili.
However, in this position, it seems unlikely that it should be considered
to be a postposition since an additional locative prefix is required to
give any prepositional notion of location. What the suffix -ni seems to



84
be doing here is marking the noun simply as a locative noun, while the
locative prefix serves to indicate what kind of location, in, at, or on,
is indicated. Thus, it is questionable whether this use of ni should be
called postpositional.
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CHAPTER IV

A FRAGMENT OF THE SYNTAX OF MARTA MAIN AND COMPLEMENT CLAUSE TYPES
1. Introduction

In this chapter, rules accounting for a relatively large subset of
Makua main and cowplement clause types are introduced. The fragment under
discussion in this section includes the analysis of word order in clauses
consisting of 1) a subject NP and an intransitive verb, 2) a subject NP,
an object NP, and a transitive verb, and 3) a subject NP, two object NPs,
and a derived bitransitive verb. In addition to the above sentence types,
four kinds of camplement structures are included in the analysis. Evidence
from the syntactic distribution of both verb phrase adverbs and sentence
adverbs is brought to bear on the analysis of word order, although the
analysis of adverbs is incomplete. A camplete list of all the rules intro-~
duced in this chapter can be found in Appendix B.

The analysis of word order involves the use of three rule types as
defined in Chapter III. First, there are rules establishing a basic syn-
tactic order. Second, derived rules and linking rules accounting both for
unbounded depel'ﬁer;cies and, to some extent, word order, are motivated.
Finally, metarules generalizing over subsets of rules establish the rest of
the orders.

The central problem, of course, is deciding which of the above rule
types should be used to characterize which orders. The arguments for choos-
ing a particular rule or type of rule follow, in part, the criteria outlined
in the previous chapter. There it was argued that the rules establishing



86
- a basic order should be justified primarily by finding those syntactic

interactions internal to the language which can be stated more generally
in temms of one order rather than another. The results of the analysis for
Makua actually turn out not to be decisive in this regard. It is not
possible to determine on the basis of the data considered exactly which of
the orders is basic (although it is fairly easy to show that some basic
order is desirable). The implications of this finding are set out in the
final chapter of the thesis.

In addition to choosing a basic syntactic order there is the problem
of deciding which syntactic interactions ocught to be characterized by the
use of linking rules and derived rules and which ocught to be characterized
by metarules. In the preceding chapter several sorts of generalizations
these types of rules can make were outlined. First, it was observed that
derived rules necessarily have the same syntactic features as the rules
they were derived from. Metarules, on the other hand, automatically carry
over any syntactic features from the input to the output mlesé a feature
(or features) is explicitly changed. Thus, the ocutput of a metarule may
differ fram the input in this regard, while a derived rule may not differ
from the rule it is derived fram. Both the rules generalized over by the
output of a metarule and any derived rules will have the same subcategoriza=-
tion properties as the basic rules they are related to. This result is
assured for the metarules because the rule mmber of the rules generalized
over by the input remain the same. The derived rules have this property
because the derived rule schema allows ro changes in the order or number
of constituents in the rules so derived. In addition, derived rules have
the same rule mmber as the rule they are related to, so that all facts
regarding verb guverrment are predicted to be the same.
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One further difference between derived rules and metarules not explicit.ly
discussed in the preceding chapter is the difference in predictions with
respect to unbounded dependencies. The derived rule categories and derived
rule schema were set up explicitly to capture unbounded dependencies. It
turns out that the use of these formal devices together with linking rules
predicts a resulting interaction of rules capturing unbounded dependencies.
Metarules, on the other hand, are not equipped to make general statements
about unbounded dependencies. meﬂzisissoisdiscussedinsmedetailin
the second section of this chapter. Taken together, this last difference
between metarules and derived rules with the criteria just outlined, form
the basis of argumentation on which different rules and different rule types
are motivated.

A crucial aspect of this analysis is that itdoesmtrelyonapysingle
device such as a scrambling rule (like that in Ross (1967)) or simple con-
catenation rules of the sort proposed recently by Hale (1979) or Lapointe
(1981) (all proposals for free word order languages). A camparison of these
threeapproachswiththeanélysisproposedhere?'.stakmupatmeendof
the chapter.

This chapter is organized as follows. The second section outlines the
different predictions made by the formal devices embodying derived rules
and metarules with respect to unbounded dependencies. Section 3 contains
the analysis of Makua word order proper. The final section (Section 4)
ocontains a sumary of the analysis and the implications of that analysis
for the definition of basic order provided within the present framework as
well as for the comparison of this analysis to other analyses that have been
suggested for free word order languages.
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2. BEwpirical predictions made by the use of derived rules and metarules
Before discussing what empirical predictions fall out from the use

of derived rules versus metarules, it is perhaps worthwhile to point out

the sort of problem raised by a word-order analysis which depends on the

distinctions in predictions. Suppose one has the order SVO in a given

language and that one chooses to write a basic rule (as in (1) below) which

will, in oconjunction with other necessary rules, provide for that order.

l‘<n [SWVP]...>

Suppose in addition, that there is an alternative order VOS. Among the
myriad choices one has for getting this second order are the following two.
One can either write a linking rule as in (2a) below which will, together
with derived rules, get the order YOS, or one can write a metarule of the sort
in (2b) which has the same end results for word order.

2. a. <n, [S S/NP NP]...>

bo <n' NPX].-. > => <n’ [S XNP] eees >

[S
The first rule (2a), but not the second (2b), will predict that NPs may be
found an indefinite number of clauses away from the ones they belong to
semantically, i.e. it predicts unbounded dependencies for subject NPs.l
The discussion in the following subsection will show why this is so. In
addition to this prediction, the formal apparatus also makes a subtle dif-
ference in predictions about the likelihood of resumptive pronouns or traces.
This prediction is discussed in the subsequent subsection (2.2).

2.1 Unbounded dependencies - derived rules versus metarules

Even though the formalism was set up initially so that the derived
categories and derived rules provided a natural account of unbounded depen—
dencies, while metarules were added to the framework to provide different
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sorts of generalizations, it is important to understand why it is that
two devices differ with respect to unbounded dependencies in the way that
they do. I will discuss each of the two devices separately first.

Strictly speaking, it is not just the use of derived categories and
derived rules which accounts for unbounded dependencies. Rather, it is
the way in which these devices interact with linking rules which acocounts
for (and predicts) unbounded dependencies.

Suppose by way of example, that a grammar contains only the basic rules
in (3).

3. a. <1, [SNPVP] ese >

bc < 2’ [vam] ase >

Suppose, in addition, that at least the derived categories o/NP are admitted.
(where o is any non-terminal category in the grammar for that particular
language) . The derived rule schema together with the derived categories
and the basic rules in (3) above, will predict all and only the derived
rules in (4).

1 a [gpp NB/ VR

c. [vp/m: V NP/NP]
No derived rules like that in (5) below will be admitted because the derived
rule schema insures that the category with a gap in it will be paired with

a category admitting the same gap in each rule.

e . 37 NP
S. a. [VP\H\-,/‘NP]

-~

Thus, the partial grammar here will analyze a partial tree iiRke-that in
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(6a) below. It will not analyze a partial tree like that in (6b) (unless
one writes an independent CSR [VP V NP/NP], but this will be, by definition,
ot a derived rule).

/S/NP\ b. / VP\
NP VP/NP v NP/NP
VRN

\ NP/NP

6. a.

A partial tree like that in (6a) above will never be analyzed as a well-
formed sentence because it is rooted in S/NP (and not S, the symbol on which
well~-formedness is defined) and because it does not terminate in terminal
symbols. If, however, a linking rule of the sort in (7a) below, which
admitsanSnodejustincaseitchniﬁatsNPandS/NPisadded,ﬂmn (terminal
symbols aside) either of the two trees in (7b) and (7c) will be analyzed.

7. a. [SNPS/NP]

b. s C. S
AN . /N -
- NB 5 NP s
AN VAR
NP/NP vE NP vVB/NP
/ N
v v NDAP

So far, there is nothing in this example grammar which predicts un—~
bounded dependencies, however. But, suppose the rules in (8) are added.
V NP S]

8. Qe [g P S] . bc [VP

'Jhe.addition of these rules will, together with the derived rules and the
basic rules in {3) predict structures like those in (9a) and (9b) below.
In (9a) the NP at the head of the sentence is correlated to a gap in the
embedded sentence. In (9b) an NP is found at the head of the embedded sen—
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tence and it is correlated with a gap in that embedded sentence. There is
in the case of (9a) at least, an unbounded dependency.

9. a. S
e’ ye
o e

ya N~ o
v NP S/NP
N
cap /HS/‘NP :
NP \IP/NP
e
v

NP/NP

SN
NP
v /I\!P \/§

N
(o0 Uiz
< S
NP/ /NP
v / \NP/NP

Thus, anytime a derived rule together with a linking rule admitting
the same slashed category interact with rules introducing complements, the
grammar predicts that unbounded dependencies should occur. To prevent the
interaction of unbounded dependencies like that in (9b) will be costly, i.e.
require the addition of a constraint.

One can restrict the number and kind of derived categories /a/B) admitted
in a particular grammar by stipulating what ¢ and 8 are allowed to be, i.e.
a #S. In this way, no category S/NP would be allowed. A tree like that
in (9a) would then not be analyzed by the grammar. Alternatively, cne
could place a restriction on which rules the derived schema applies to so that
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the rule ['S-/NP OMP S/NP] is not admitted to the grammar, thus ruling out
(9h. The choice between these two altemnatives is dependent on language
specific considerations. Restricting the derived categories will allow
extraction of no category out of a sentential complement. Restricting the
derived rule schema will allow categories other than NP to be extracted
out of sentential complements.

Metarules, on the other hand, are not equipped to make generalizations
about unbounded dependencies.? An example should show why this is so. Sup-
pose ane wishes to account for the relatedness of structures like those in
(9a) and (9b) above, by means of a metarule. One might begin with a meta~
rule like that in (10) which states that verb phrases with a verb and an NP
are related to sentences with an NP at the beginning of the sentence. This
metarule will predict the existence of rules like those in (10b) and (10c).

10. a. [p VNP, X] =) [gNP; NPV X]

b. [ NP VP V]

C. [SNPNPV§]

The rules in (3), (8b) and (10) in this sample grammar will admit S nodes
with the following two structures.

ll.' a. /?\ b. /S\
NP NP V NP vP
7N =
Vv /S\
cavp S
/1
NP NP V

These two structures analyze the same order of constituents as in (7¢c) and-
{(9b) above, NP NP V and NP V camp NP NP V.
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There is no way, however, to provide for structures in which an NP
semantically belonging to one clause is found in a higher clause using
metarules of the sort just outlined. They accownt only for clause-bounded
phenamena.

The point is that derived rules together with linking rules do provide
for a natural acoount of unbounded dependencies. This difference in predic-
tions between metarules and derived and linking rules has been employed in
the analysis of Makua word order for making a choice between possible accounts
of the different word orders.

2.2 Resumptive pronouns, traces, etc.

Along with the difference in respect to boundedness just described, the
choice of a derived rule or a metarule has consequences for certain types
of morphology related to the interaction of rules. Because the slashed
categories are not themselves terminal symbols, linking rules to aliow for
their elimination are needed. As pointed out in Section 3.3 of the pre-
ceding chapter, these linking rules could terminate in either a resumptive
pronoun, a trace or the empty node. Since the framework requires that such
rules exist, it is not costly to leave a resumptive pronoun or some trace
in a gap. The appearance of such terminal elements as traces or resumptive
pronouns is a natural consequence of the formalism (i.e. the slashed cate-
gories) itself.

Metarules, cn. the other hand, have no such natural realization of
traces or resumptive pronouns, although it is technically possible to work
those in. Take, for example, the rule proposed in (10a) above. This rule
could have been formulated as follows.

12. VNPix]@[SNPiNPVXpm]

e



94

Along with some agreement features for the resumptive pronoun and its

related NP, one could achieve the desired effect. The appearance of the
resumptive pronoun, however, is not a natural outcome of the formalism in
the way it is with the use of the derived categories. In addition, the use
of a linking rule which terminates a NP/NP (or any other slashed category)
will make predictions about certain classes of rules (e.g. all derived rule
interactions) while the leaving of a resumptive pronoun in the output of a
metarule will not generalize to any other structures than the ones enumerated
by that metarule itself.

2.3 Summary

In addition to the differences in kinds of generalizations that the use
of derived rules and metarules make, which were noted first in the preceding
chapter and summarized in the introduction to this chapter, two additional
differences have emerged. Derived rules together with linking rules allow for
a general and natural acoount of unbounded phenomena. Metarules do not allow
for any generality of description in such cases. Derived rules together with
linking rules naturally leave traces or resumptive pronouns. Metarules do

mt-
3. The analysis of word order in Makua

The organization of this section is as follows. The first subsection
lays out rules (minus the semantics, for the most part) which account for
the basic order of a subset of Makua declarative clauses. While same
motivation is giv_en for the rules, much of that must wait until the analysis
progresses. The second subsection includes a discussion of unbounded
dependencies. The final subsection introduces the metarules.
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3.1 The basic rules.

The analysis in this and the two sut.:sequent sections is designed pri-
marily to account for word order variation. Hence, many details are left
unspecified. Verb agreement, for example, is not dealt with here but in
Chapter V where this analysis is extended. Details of phrase structure such
as that of the NP are likewise left unspecified (but see Chapter VI where some
treatment of the NP is given in conjunction with relative clauses). An
important omission is the treatment of sentences in which no overt subject
NP is found, no overt cbject or both. In these cases (discussed previously
in Chapter II, Section 2.3) verb agreement is still obligatory, taking on an
essentially anaphoric function. I am undecided about the analysis of -
the syntax or semantics of such sentences in Makua, so that I will not treat
them here. In general, the data in which full NPs appear is more revealing
about the word order freedom in any case, so that this amission is probably
not crucial. Many of the rules are incamplete. in that they lack the semantic
translations. Only where the semantics are crucial are they included. These
omissions have been made in the interest of simplifying the presentation and
it is hoped that they do not cbscure any relevant observations.

As a starting point, take an elementary Makua sentence consisting of just
a subject and a verb, in that order, sentences such as those in (13) below can
be accounted for (in part) by the rules in (14).

R XY

13. a. asmilupadly-ddlé a-ho-rip-4
old man -dem sa/t-sleep-t
'the 0ld man is asleep/has (already) slept'

b. ikariko i-ho-pwa-a
sm. cooking pot sa-t-break-t
'a small cooking pot is broken/has broken'
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14. a. <1, [SNPVP], VP' (NP') >

b. < 2, [VPV],V'>

Verbs in Makua can be transitive as well, in which case an object NP is
alloved. Adding the rule in (15) below will account for SVO order in an
example like that in (16).

[VP

16. athd  prho-B&Kfl - a  ikériko

person sa-t-tip over-t sm. cooking pot

'some person has tipped over a small cocking pot'
Both of the above rules make use of a verb phrase but no evidence is pro-
vided at this point for its existence in Makua. That will emerge as the
analysis progresses.

I now turn to a set of more complicated constructions. In Chapter II,
mention was made of a set of derivational suffixes, many of which affect the
transitivity of the verb in question. Just two of those suffixes are dis-
cussed in this analysis, the causative (-ih-), and the applied (~-el~~ -er-).
The effect of these suffixes is to increase the valency of the verb by one.
Thus, a basically intransitive verb when marked by the applied or causative
suffix can be accompanied by an additional NP argument. Transitive verbs
likewise can have an additional NP, i.e. they become bitransitive. For a
verb marked by the causative, the "extra" NP will have as its meaning that
of a causee. Examples of a basically intransitive verb and a basically
transitive verb with the causative suffix are given in the examples in (17).

old man - dem sa/t-oa~-sleep~caus-t child-dem
'the o0ld man caused the/that child to sleep'
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b, ALY g-ahd - f-t'ékul-ih-2 mmin-ble ikiriko
person sa-t-oa-break-caus-t child-dem sm. cooking pot
'same person caused the/that child to break a cooking pot'

The thematic relation of the "extra" NP admitted by verbs marked with the
applied suffix is more camplicated. There are at least four possikilities.
The extra object can be a locative, an instrument, a recipient, or a beni-
ficiary. As a cover term I will refer to these NPs as applied cbjects. Their
use is illustrated in the examples in (18) below. The first of each pair
includes a derived transitive verb, the second, a derived bitransitj.ve verb.
18. Beneficiary
a. mwain-6lé Ahéén-él-a astmilipadly-s4lé
child-dem sa/t/oa-dance~app~-t old man-dem
'the/that child danced for the old man'
b. mwaidn-6lé fg-ho-lim-éla  Astifilipaily-331é imdtd
child-dem sa-t-cult-app.~t old man~dem grainfield
'the/that chiid has cultivated a grain field for the/that old man'
Recipient
¢. (I have no example with a basically intransitive verb.)

d. as@wilipadly-aile aho-n-ting-é1-4 mwain-0lé
cld man-dem sa/t-oa~tell-app~t child-dem

indangw-aaya
story-poss
'the/that old man told his story to the/that child’

Iocative

e. Hifn-Sepété ahd-rip-él-a mpwaro-ni
Sepete sa/t-sleep-app-t loc-men's meeting place-loc
'Sepete slept at the men's meeting place!

f. Hih-Sepeté Aahéét-él-a m-mwadpl~-ni  nrusu
Sepete sa/t/pour-app~-t loc-pot-loc brew
'Sepete poured brew into the pot'

Instrumental
g. Bif-Sepétd a-nbd-llphth-41-a  akdpit’

Sepete sa~t-shoot-app~-t - quns
'Sepete uses quns to shoot’
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h. Hin-Sepété Aahd-lil-él-a ufingiwo nlik-61é
Sepete sa/t-open—app~t key door-dem
'Sepete used a key to open the door’

One fact that has to be accounted for in the syntax of Makua is that
each verb phrase containing a derived verb has one more argument than its
non-derived counterpart. It is, in principle, possible to have complex
derived verbs with more than ane derivational suffix, so that the number of
arguments that may in fact be unlimited. I will return to this point shortly.
At present I do not have enough facts for a full analysis of such structures
in Makua. I will, therefore adopt only a version of one that I think is
campatible with the facts as I know them in Makua, taking into account what
I know about such structures in other Bantu languages.

Several possible accounts of these bitransitive verbs are available within
this framework. The first question to be resolved is whether one wants to
write a single VP rule admitting a VP node when it immediately dominates
two NPs as in (19) below, or whether one wants to write a multitude of rules
sepamtjngoutﬂaeappliedfrunﬂmecausativeasweliasﬂnévarioususaof
the applied, e.g. recipient, benificiary, instrumental and locative as in (20).

19. V NP NP]

lyp
0. a <4 lpp v yp w3
f+caus]

b. >

<S5 p v npwE]...

(+app]
[+ben]

C. <6' [W VNPNP]- >

{+app]
[+1oc]
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d. < 7' VNPNP],..->

lve
[+app]
[+rec]

e. < 8' [W VNP NP],... >

[+app]
[+inst ]

Two sorts of evidence can be brought to bear on the c¢choice between
writing a single rule (as in (19)) or a multiplicity of rules as in (20).
I will refer to these choices as the single rule approach and the multi-rule
approach. The first sort of evidence that would be relevant is semantic.
Since each syntactic rule is acocompanied by a semantic translation, then,
if a distinct translation is wanted for the causee vs. the instrument versus
the benificiary, then the multi-rule approach is to be preferred. Otherwise
it will not be possible to pick out separate meanings from the single rule
since there is a single semantic translation for all. If such a sophisticated
translation is ultimately desirable then the multi-rule approach is to be
preferred.3 My own inclination is that one wants to leave open this possi-
bility, however I will not pursue this any further. The second sort of evi-
dence is essentially syntactic. If one finds, for example, that any of the
different uses of the applied or the causative are distinct from each other
syntactically, then this evidence would argue for the multi-rule approach since
the single rule approach would not allow one usage to be picked out for
special treatment. There is in Makua (as in many Bantu languages) evidence
of just this sort, distinct syntactic behavior on the part of two uses of the
applied verbs.

A sentence with an instrument NP and an applied verb is related to a
structtmeinvhichﬂzeveﬁ:ismtnarkedbytheappliedandﬂleinstnment
is preceded by the prefix pi- 'with'. (Cawpare the example in (18g) with the
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example in (21) below). If this relationship is to be expressed syntactically,
then the second of the two approaches is argued for since it will allow just
the instrumental use of the applied to be picked out. Thus, at least the
rules in (21) below will be needed to introduce these instrument phrases.
I have chosen to treat the ni- as a feature on the PP node since its role is
largely semantic analogous to case marking (See Gazdar(to appear b) for a
similar treatment of to and for phrases in English).
2. a. Hif-Sepdté &hd-10l-a nlak-61é niufunguwo
Sepete sa/t-open-t  door-dem with/key
'Sepete opened the door with a key'

b. <9, [PP >

ni-NP]...
[+inst]
c. < 10, [VP vV NP PP_ Jeea >
[+inst] [+inst ]

Then the prepositional instrument and the nonprepositional instrument can
be related by means of the following metarule. This rule will generalize
over all VP rules in which [+inst] PPs appear. -

22. <n, [ V NP, PP X1leeo > ==
VP i . —
[-app] [+inst ]
< n, [VP V NPi NP X] LN ] >
[+app]
[+inst ]

The beneficiary use of the applied, in contrast, has no parallel struc-
ture in which the beneficiary NP appears in a prepositional phrase. By dis-
tinguishing the various uses of the applied, i.e. by writing many separate
rules, the difference between the instrumentals and beneficiaries can be
accounted for. It could of course be argued that such a relationship ought
to be semantic rather than syntactic, but this generalization would still
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require separate rules. Such differences are not restricted to the applied.
Related structures also exist for causatives but I will not go into details
here because I have not worked out the full analysis of causatives.

In addition, the behavior of the VP adverbs (to be discussed in section
3.3 of this chapter) and the treatment of agreement (in Chapter Five)
argue in favor of this second multi-rule approach.

I will propose then, that there are at least the rules in (20) above.
There are some important details left out, however. The features used to
distinguish applied from causatives are on the VP node but it is the verb
itself which has this marking. HereIwillnakeanappealtqwhatistemed
the Head Feature Convention (see Gazdar (to appear'b) for motivation) a
formalization which insures that any feature on the phrase also appears on
the head of that phrase . This convention is discussed in more detail in
Chapter V so I will not present the details at this point. This convention
will insure that the verb node itself has the features.

The analysis just prﬁposed for bitransitive verbs is lacking in another
vespect. As it stands, there are transitive verb phrases without any speci~
fication that same of these contain applied or causative verbs, while there
are no bitransitive verb phrases which do not have these derived verbs.
Should one want to make a syntactic generalization that applied transitive
.verbphxaseﬁammlatedtointransitiveverbphrasaandthatintﬁesmxe
fashion transitive verb phrases are related to applied bitransitive verb
phrases, then the following set of metarules can be added to the grammar.

23, a. <n, [VP VX],...>_—__> < n, [VP VNP X]eoe >

[-caus] [+caus]



b. <n [p V X...> =< n, pV ® X]...>
[~app,~ben] [+app,+ben]

c. <my [ V. K> =<n, [ V ¥ X.. >
[~app,-rec] [+app,+rec]

d. < n, [VP v Xleeo > =>< n, [VP V N Xl... >
[-app,~loc] [+app,+loc]
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It oould of course be argued that this gemeralization is not essentially
syntactic but is either semantic or lexical in nature. However, the above
metarules make some additional claims which seem correct. First, they sim-
plify the analysis of verb agreement to come, and they make correct predic-
tions about VP adverbs, evidence which is presented in section 3.3 of this
chapter.
intransitive and transitive verbs to their derived transitive and bitransi-

It does make a claim about the syntactic relatedness of basically

tive counterparts. One implication of this interaction is that the meta-
rule relating prepositional instruments to their non-prepositional instru-
ments is now general enough to relate the prepositiocnal phrases to their
non-prepositional counterparts regardless of the transitivity of the verb;
the rules as previously stated did not relate basically intransitive verbs
to transitive applied instrumental verbs.

Two potential 'pmblets arise with the introduction of the metarules in
(23). First, the bitransitive verb phrases no longer are part of the basic
word order as defined in Chapter III because they are enumerated by the out-
put of a metarule rather than the input. This result could be indicative of
a faulty analysis if it is determined that these bitransitive structures
ought to be part of the basic order, or it could be that the notion basic
order is ill-formulated or else inappropriate in this framework.

Another potential problem is that this analysis does not allow for double
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causatives or double applieds. Both such patterns are attested in other
Bantu languages, but to date I have not uncovered any such verbs that do not
seem to be a frozen fom plus a productive use of the applied. Secondly,
this approach predicts that if a verb had both an applied suffix and a
causative suffix then the verb phrase could contain three NPs, since the
metarules adding NPs do not prevent an applied verb from becoming causative.
I have very little data on such constructions. Whenever I constructed such
examples, Wembah either rejected them outright or provided some other trans-
lation. Thus, compare the examples in (24) below. In (24a) there is both
an applied suffix and a causative. The consultant's reaction was that it
was. all right as long as the first NP was not incorporated as the causee
but that such a sentence would not be used. Rather (24b) is the more iikeliy
construction. If examples like that in (24b) turn out to be productive
after all then some variation of the approach not employing metarules might
be preferred since the upper bound on NPs is made explicit. Alternatively,
the second approach could be expanded to treat verbs carrying [+caus,+app]
differently from [+caus,-app] or [-caus, +app], for exanple.

Regardless of how the whole thing works out in the end, sameplace in
the grammar of Makua there will have to be rules of the form [VPVNPNP]
together with the appropriate features, whether there is a metarule or not.

24. a. mii minbi-thpul-ih-dr-4 Arddrima  dkdou

I sa/t/oa-cut caus-app-oa Araarima cashew nut tree
'I caused s.0. to cut down a cashew nut tree for Araarima’
(not: I caused A. to cut down a tree for someone)

b. mii kéhds-rima wadtipul-él-a2 Arfarima 1rkéacu

I sa/t/oa-ask-t to cut-app~a Araarima cashew nut tree
'T asked s.0. to cut down a cashew nut tree for A.'
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I now turn to verb plus complement constructions in Makua. Only a
representative sample is treated, those that I am most familiar with. These
constructions are crucial to the analysis of word order because it is here
that some constraints on order are found. Each kind of complement will be
introduced by representative examples and a rule accounting for those
examples. The semantics play a crucial role in the treatment of complement-
izers so I will try to give an intuitive account whenever possible for readers
not familiar with formal semantics.

The first class of constructions to be treated are sentential cample~
menits. In Makua, there are three complementizers that I know of, éti,
thold, and wiird, all of which can be loosely translated as 'that'. Each
of these camplementizers can introduce only full sentences, although the
choice of complementizer does not depend on the syntax of the complement
sentence itself. Rather, the choice of complementizer depends on a compli-
cated interaction batween the lexical meaning of the verb, the tense and
aspect of the matrix verb, as well as the tense and aspect of the enbedded
verb, and the beliefs of the speaker with respect to the truth of the comple-
ment. Etl, for example, signals that the speaker is not committed to the
truth of the cawplement. Wiird indicates that the speaker is certain of his
belief in the truth of the complement, while thokd seems to be somewhere in
between. The effect of this sort of interaction is that same verbs, i.e.
ucuwéla 'to know' can only have wiird as a complementizer (presumably because
the lexical meaning of 'know' commits thespeakerf:obeliefinthet::utho’f
the complement). Wiiriha 'to think' can have any of the camplementizers
signalling varying degrees of assertion of belief. Representative exanplé
are included in the examples in (25).
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In spite of the fact that there are cbvious governing factors regarding
the choice of complementizer, same of which might turn out to be related
to the subcategorization of specific verbs (i.e. uciwéla, 'to know' and
m__ér_é 'to see, think', for example), or related to pragmatics , I am going
to gloss over these differences by assuming a single syntactic rule for the
purposes of this discussion. The rule in (27a) treats the camplementizer as
a featurewhidawillhenceforthbeabbrev:iatédas§ (in 27b) according to
standard practice.

27. a. g (comp) S]

[+camp]

b. < 1, [g (camp) S} ... >

The parentheses around 'comp' are to insure optionality of the comple-
mentizer. It may be omitted so long as lexical semantics and tense/mood are
sufficient to determine the strength of the speaker's belief.

~ Verbs taking sentential complements include uctwéla 'to know', utinita ‘
'to want', wilhanéld 'to expect', "o hear' and wadmini 'to believe'. Such
verbs will then need to have the rule number of (28) below as part of their’
lexical entry to insure that they occur in such structures. This rule is

needed to admit VPs with verbs and sentential complements.
2. <12, [pV 5] ... >

In addition, some sentential complement taking verbs also take an NP
object.  Verbs such as uhimérya 'to tell’, wodryénihd 'to persuade', and
waaminihd 'to convince' are verbs which will have included in their lexical
entries the rule muber for the rule in (29). (It.may turn out that wafminiha
'to convince' would be best analyzed as a causative of waimini "to believe'

which is a Swahili borrowing but that is not clear yet. If it is, then it
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will end up having the rule in (28) by a more indirect route.)

(29) < 13, [VPV N S] ...>

The rule in (29) will interact with other basic rules to account for examples
like those in (30) below.

30. a. Hif-Sepbtt dhé-r-himdry-4 ntd wifrd dstiildpadly-g4te
Sepete sa/t-oa-tell-t person that o014 man~dem
&ho-1im-4 vA4 mwedchna
sa/t-cult-t here last year
'Sepete told some person that the 0ld man had cultivated here

last year’
b. p 44 o I]II y 3 l]l 4 TR A4 Y 2K 4

Araarima sa/t/oa-persuade his brother that
mvadn-6lé  a-hokolyé-é

child~dem sa~return-subj
'Araarima persuaded his brother that the child should return’®

YO 4 L eq ! s’ 12 2 ¢ ¢

c. Ardarima Ahdd-minihid Smifnd wiirad
Araarima sa/t/oa-convince-t his brother that

mvain-0lé a-hokolyé-é

child-dem sa-return-subj
'Araarima convinced his brother that the child should return'

Makua also exhibits infinitive complements. Like the sentential comple-
ment structures just discussed,there are structures in which the verb is
followed by just an infinitive complement and no other NP object and those
which have not only an infinitive complement but an object as well. In the
first instance, there are verbs such as uthéndna 'to want' and ulika 'to try'.
These two verbs can take just an infinitive complement, so that the rule in
(31) below will account for this structure. In that rule I have treated the

infinitive as a VP » as a verb phrase with a feature on it,which I have
[+inf] .

abbreviated as VP, in a manner analogous to S. The VP will be admitted by
the rule in (31) which will acocount for the examples like those in (32a) and
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(32b). |
3. <14, [pV VP ...>
32. a. Arfdrima &hb-thindn-a u- A-th’ima bisikely-a1é
Araarima sa/t-want-t inf-oa-buy bicycle-dem
'Araarima wanted to buy the/that bicycle'
b. Arddrima &hb-1lik-2 u-n-thima bddsikely-1i1é
Araarima sa/t~try-t inf-ca-buy bicycle-dem
'Araarima tried to buy that/the bicycle'
In addition to the sorts of structures schematized by the rule in (31)
above, then, there are the verbs which take not only infinitive camplements
but cbject NPs as well. There will therefore need to be a rule of the sort

in (33) below to account (in part) for the examples in (34a) and (34b).
33. <15, [ VNP VP ... >

34, a. Ardarima aho-mweéhérér-4 mwadn-6lé  uhdkdlyaa
Araarima sa/t-oa/expect-t child-dem to return
‘Araarima has expected (and still does) the child to returmn'

b. Ardirima aho-modrydanth-4 mwadn-41é  uhdkdlyaa
Araarima sa/t-oa/persuade-t child-dem to return
'Araarima has persuaded the child to return'

For the examples just discussed in (34) it is the case that the object is
interpreted as the subject of the infinitive (i.e. these are cases of object
control). I have no examples of cases analogous to English in which a verb
has an object and an infinitive but it is the main subject which is interpreted
as the subject of the infinitive. That is, I have no exanples like' the
English 'I promised Iee to go' where the subject is doing the going and not
the cbject. The consultant simply preferred to use the verb uhimérya 'to

tell’ in such cases. Whether there is no such class of verbs, or whether

they would turn up on further investigation is a question that I cannot answer.
Should such verbs turn up, their syntactic structure would be the same as that
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in (33) above. It would be the semantics which differentiates the transla-
tion and so a separate rule would be needed. (See Gazdar(to appear b) for a
discussion of how the semantics might work out for such structures) .4

For verbs which have only infinitive complements and no cbjects, there
is a pattern in which the object of the infinitive not only behaves as the
object of the infinitive in that it triggers object agreement in the infini-
tive as in examples (34) above, but it may also trigger object agreement on
the main verb. Examples parallel to such constructions as (34a) and (34b)
are given in (35a) and (3%b).°>

35. a. Araarima aho-n-thanan bdasikely-ile u-n-thmna
Araarima sa/t-oa-buy-t bicycle-dem mf-oa-buy
'Araarima wanted to buy the/that bicycle'

b. Ardarima &hé-n-1ik bidsikely-1lé u-fi-thima

Araarima sa/t-oa-try bicycle~dem inf-ca-buy
'Araarima tried to buy the/that bicycle'

A possible rule accounting for this construction might be that in (36)
which states that a verb may be followed by an NP in turn followed by the
infinitive phrase with a hole in it, VP/NP . In this rule I have included
a rather crude semantics in order to show that it is the semantics which
insures that the NP present is the one semantically treated as the object

of the infinitive, i.e. the missing NP.

36. <16, [p V NP VP/NP1, >

An analogous pattern exists for verbs taking sentential complements
(but not NPs) such as uciwéla 'to know', wiihimela 'to expect’, and uthinéna
'to want', but not, vhimérya 'to tell', which must have an cbject NP in
addition to the sentential camplement. In these cases, an NP from the comple-

ment sentence can appear in front of the complementizer. When it does, it
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triggers object agreement on the matrix verb (all agreement is intact in the
embedded sentence. Compare the examples in (37) below. In (37a) what is
semantically the subject of the complement sentence appears in front of the
complementizer and not only triggers its own subject agreement in the embedded
clause but triggers agreement as the object of the matrix verb. Likewise,

in (37b) the object of the complement sentence appears in front of the
complementizer and when it does, it triggers object agreement on the main verb.

37. a. Araarima ghaa--thanana amm'a wiira a-n~thume
Araarima sa/t/ca~want-t his brother that sa-oa-buy-subj.

baasikely-ule

bicycle~dem
'Araarima wanted of his brother that he buy a bicycle'

b. Araarima aho-n-thanan-a baasikely-ule wiira ammna a-n~thum-e
Araarima sa/t-oa-buy bicycle-dem that (his) brother

sa-oa-buy-subj.
'Araarima wanted (of) the/that bicycle that his brother buy (it)'

c. < 17, [p VNP S/Pl.,. >

Such patterns can be captured by the rule in (37c) which states that a
verb followed.by a 7P can be admitted if it dominates a NP followed by a
sentential complement with a NP hole in it. Again, it is the semantics which
insure that the NP belongs to the sentence with a hole in it.

I now turn to the rule for adverbs. In Makua, adverbs fall into at
least two categories both syntactically and semantically, VP adverbs and
Sa:dve.rl')s.6 I say at least, because there may be a third syntactic pattern,
but it is not clear whether the variation is due to the limited data I have
or to real syntactic constraints. Therefore, the discussion is limited to
adverbs which can be classed into VP adverbs and S adverbs. The following
two rules are proposed. The first, introducing VP adverbs, claims that any
verb phrase can have an adverb at the end of it. Since the input rule may
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have any of the categories permitted in the basic VP rules, the rule in
(39a) accounts for the distribution of VP adverbs following NPs or PPs
but before VP and S. The notation indicates that any nutber of adverbs
can be admitted (i.e., d, 0, QO ees)e

3. a. <n, [V of gl > =) <n, lyp

where o € {[-V]} (i.e. NP and PP)

vV a* AdVVP* 8*]...>

and g€ {[+V]} (i.e. VP and 5)
b. Hin-Sepété ahd-pwés-4 ikdlé ratérdata
Sepete sa/t-break-t coconut carefully
'Sepete broke the coconut carefully*
This rule does same work by interacting with other rules to predict an
interesting array of facts. One result of this rule is that because adverbs
are the result of the output of a metarule, this rule claims that VP adverbs
are not part of the basic word order as defined in Chapter III. This seems
intuitively wrong, if there is such a thing as basic syntactic order. It
suggests that either the definition is amiss or the analysis is wrong.
Sentence adverbs, on the other hand, Iprbposetointmducebyamle
which simply intmducesansmdewhenit&xrﬁ.nat&sanSarﬁaAde.
40. a. <18, [S ] Ade],... >
'b. Hif-Sepété 4hd-rwd-a vohipica
Sepete sa/t-go-t immediately
'Sepete left immediately’
Thus, VP adverbs are properly within the VP, but sentence adverbs are one
level fr m the S. The utility of the structures for these rules will only
become apparent as the u alysis progresses, so I will defer discussion of
relevant examples until a more appropriate time. |
In the following sections, additional orders are given by rules specifying
orders induced by unbounded dependencies (section 3.3), and by metarules inter-
acting with the rules presented in this section as well as those in section 3.3.
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3.2 Unbourded dependencies.

In this subsection I introduce two linking rules which interact with
the basic rules so far given and with the derived rules predicted by the
derived rule schema, to account for two sorts of unbounded dependencies.
Since it will be impossible to show how all the rules interact with all of the
other rules, I have chosen one example with four words (which gives twenty-four
logical possibilities, all of which occur) to follow through. This example
is an applied bitransitive verb with three NP arguments, a subject, an
object and an applied object. This first order of the paradigm example is
given in (41) below. Whenever possible, an English gloss reflecting the
discourse function (rather than its literal transiation) is given.

41. sv 20 DO

Asidpala &hbderfw-él-a mwakn-6lé  isind

Asaapala sa/t-oa—~cook-app-t child-dem porridge
'Asaapala prepared isima for the/that child'

Before progressing to the linking rules, however, two introductory com-
ments are in order. First, one of the ways in which languages may differ in
this framework is in the set of derived categories. For Makua, the only
derived categories that are needed (so far) are those in (42) below where o
stands for any other non~-teminal category in the language. Thus, I am
claiming that there are no derived categories %V, ¢/S, o/S, or o/Adv,
for exanple.7

42. a. o/NP (eg. NP/NP)

b. o/PP (e.g. S/PP)
c. ofVP (e.g. VP/VP)

These derived categories will, by means of the derived rule schema, interact
with the basic rules defined in the previous subsection to predict the rules
such as [VP/NP V NP/NP] but not [§/S COMP S/S]1 because there is no such
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derived category defined. Rather than list all of the derived rules, they
will be assumed to exist and I will go ahead and use them when necessary.

The second cament regards an assumption I am making. Note that as the
derived categories were defined, there are no sentences with two gaps in them,
i.e. there are no doubly slashed categories of the sort S/NP/NP. There is
some apparent evidence from Swedish and Norwegian which suggests that such
doubly slashed categories are needed. (See Maling and Zaenen (to appear) and
Engdahl (1980)). However, the analysis of Makua makes some interesting
predictions if there are no such doubly slashed categories. In addition, the
one reasonable place to look for such double gaps (found in other languages)
would be in relative clauses. In same languages, it is possible to relativize
twice out of a single clause. In Makua this appears rnot to be possible regard-
less of the order .of the gaps and the NPs they are associated with. Thus,
both the examples in (43) below are ungrammatical. Using Fodor's (1978)
terminology, the Gap is G, the NP it corresponds to is the filler (F). Inter-
secting dependencies are those in which Gaps intersect with fillers. Nested
are those which do not.

43. a. *Nested dependency Fl F2 G2 Gl

1A mwadnid ki-no-(f)-ciwél-a Alé-asinilipailé
here child sa/t~{0)~know-t that-o0ld man
F1 Fy
G )
mwahaa-rima u~-n-lumac-alé
sa/t/oa~ask~-t inf-oa-talk to-dem
'Here is a child (that) I know (that) the old man you asked him
to talk to'
b. *Intersecting dependency Fl F2 Gl G2
'l']lé. ’ o ki-rn"'n(rll) ’ I]-é P I’]l :]'e l] [4 rl!_ {
here child sa-t-(ca)~know-t  dem-old man sa/t-oa-ask
P , Fa Gy
waa-lumacalé
inf/oa~talk to—dem

'HergzisthechildthatIhwﬂ]eoldmanmeaskedhjmtotaJkto'
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Taken together, the fact that there are no double gaps in relative clauses
and the fact that the analysis makes intersting and correct predictions with—
out doubly slashed categories support the assw.mpi:.i::on.8

I now turn to the linking rules. The first sort of linking rule which
acoounts for unbounded dependencies and which provides for an additional
order for the paradigm example is one which closely resembles topicalization
in English. This rule works at the sentence level, so that I will refer to
it as S-Topicalization, even though its specification differs slightly from
the usual sorts of topicalization. The linking rule is formulated as in (44)
below. It will acoount for sentence initial position of an NP (regardless of
its grammatical relation), a PP, and an infinitive phrase (VP), in sentences
like those in (44) below.

44. a. S~Topicalization —
18, [ S/l ...  where a€fNP, VP, PP}
b. Hif-Sepété dhd-thék-4 iliwdni ni-fthdle
Sepete sa-t=build-t fence with-bamboo
'Sepete built a fence'

c. S/NP

ilidn-é1¢é Hif-Sepéth &hb-thék-a ni-rithlile
Fence=dem sa/t-build-t with-banboo
'the fence Sepete built with bamboo’

d. S/PE: h
ni-nth'dle Hin-Sepéte ahé-thék-a ildwdni
with bamboo Sepete sa/t-build-t fence
'with bamboo Sepete built a fence'

e. S/HNP

u-n-thima baasikeli Hih-Sepéte ahd~thindn-a
inf-oca-buy bicycle Sepete sa/t-want-t

'to buy a bicycle - Sepete wanted'

The rule in (44) taken together with the sentential camplement rule previously
motivated, [§ (coMP) S], will predict unbounded dependencies. The examples
in (45) show that this is the case. NP , VP, and PP may all appear one clause
up. A diagram of (45a) is included to show how this works.
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S/NP

Ardirima ahedwd wiird ildwén-é1& HifN-Sepété  &hd-thék-4
Araarima sa/t/hear-t that fence~dem Sepete sa/t/build-t
ni-fthfale

with bamboo

'Araarima has heard that the fence Sepete built with bamboo!

S/PP
Ardirima ahefwd wifrd ni-fthle miA-Sepéte Ahd-thék-A
Araarima sa/t/hear-t that with bamboo Sepete sa/t/build-t

ill 4 »
fence :
'Araarima has heard that with bamboo Sepete built a fence'

s/VP

All. ahll ' 4 u."rll-”' lll.] ]i “E lté
Araarima sa/t/hear-t that inf-ca-buy bicycle Sepete

'll ]0 ’ a

sa/t~want-t

'Araarima has heard that to buy a bicycle Sepete wanted'

The rules also interact to predict that S-Topicalization should operate

in what is generally known in movement analyses as successive cyclic fashion.
That is, the topicalized category should be able to appear in front of an
intermediate S. While these sentences seem to be controversial in English,
they are perfectly good in Makua. Thus in (46a) below, a subject NP from

the lower clause is found one clause up. In (46b) it is found two cluases up.

At dnd-ki-méry-a wifrh ildwdn-814 Ardirima  ahede-d
person sa/t-oa-tell-t that fence Araarima sa/t/hear~-t

wifrid Hifi-Sepétd 4héthika ni-Atlile

that Sepete sa/t-build with~-bamboo
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46. a. (cont.)

'some person told me of the/that fence that Araarima has
heard that Sepete built (it) with bamboo’.

b. iliwén-41é 1ithd dhd-ki-méry-a wiirh Arfdrima  ahedwd
fence-dem person sa/t-oa-tell~t that Araarima sa/t-hear-t
wiirh Hif-Sepétt &hb-thék-a4 ni-hth4le
that Sepete sa/t-build-t with-bamboo

'the/that fence some person told me that Araarima had heard of
Sepete that (he) built (it) with bamboo’

In addition this rule taken tugether with the constraint against doubly
slashed categories predicts that two NPs cannot be topicalized at once. In
example (47a) below, the appearance of two NPs two clauses up (which both
belong to the same embedded clause semantically) does not result in a Makua
sentence. Any other combination of two of the categories specified in the rule
in (44) cannot occur either. The example in (47b), for instance, is un-
grammatical because both an NP and a PP fram the lower clause appear in
front of the higher clause.

47. a. *mwadndlé Hin-Nnat{ Ardidrima ahe&d wiira dho-n-nmw-€la
child Nnati Araarima sa/t/hear/t that sa/t-oa-cook-app
isima
porridge

b. *iléwén-61é ninth"4ly-ilé Arddrima ahedwd Hih-Sepétd
fence-dem with-bambco~-dem Araarima sa/t-hear-t Sepete
é] 2 l] I] P 4
sa/t-build
‘the fence with the bamboo, Araarima heard that Sepete built'

(interpretable only as the fence and the bamboo...which is
nonsensical)

Among those categories that do rbt participate in this rule are both §
and S/NP, and VB/NP. This'is the first restriction on word order so far.
Thus, any of these categories does not appear preceding a higher embedding
verb (as in (48)). Note that the lack of topicalization of VP/NP and S/NP
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is immediately ruled out cince categories such as VP/VE/NP and VP/S/NP are
undefined.

48. a. S/- h.

*wiird Hif-Sepété Ahd-thék~-a4 iltwani ni-ft’dle Ardbrima
that Sepete sa/t-build-t fence w:.th-banboo Araarima
ahebw-a
sa/t/hear-t

lb. S/ (g/NP) . 2 2 h 42 P
*wifrd Hif-Sepéte 4hd-thék-4 ni-ft dle Arddrima aheéw-4
that Sepete sa/t-build~t with-bamboo Araarima sa/t/hear-t
ill é -
fence

c. s/(VB/NP)

*u-fi~thima Ardirima aheéw-a wiira Hif-Sepétéd
inf-oca-buy Araarima sa/t/hear-t that Sepete

dhd-n-thanin-a baésikeli
sa/t-ca~want-t bicycle
For the paradigm example in (41) then, the orders in (49) have been

accounted for so far. The abbreviations are straightforward, S = subject,
V = verb, DO = the semantic direct object, A0 = the semantic applied object.
Each order is followed by the rule or rules which account for that order.
(Some change in the distribution of demonstratives can be noted in the para-
digm example.) These reflect the discourse function of various orders and
do not interact in sentence grammar as I have developed it here.

49. a. SV AO DO (basic rules and metarules J.ntroducmg objects)
Asdipala aho-H-rw-él-4 mwain-6lé isimi
Asaapala sa/t~-oa-cook-app-t child-dem porridge
'Asaapala prepared porridge for the/that child'

'b. 20 SV DO (S-Top)
mwaan-0lé Asaipala aho-r-riw-él-a isimi

'For the child Asaapala prepared isima'

c. DOSVAD (s-'Ibp)
isim-élé Asddpala Ahd-r-riw-él-a mwadn-dlé
'the/that porridge, Asaapala prepared for the/that child'
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The second rule involving unbounded dependencies is one which shares
some properties with the S-Topicalization rule just give_n. The rule applies
within the VP, however, to place just one NP, a PP or a VP in front of the
verb. I am actually a little unsure whether VP should be included since
sentences with the order NP VP V X are generally judged to be poetic. Yet,
they seem to be perfectly grammatical. The rule can be formulated as follows.
. 50. VP-Topicalization |

<19, po VR/C),...> ae{Np,Pp,ﬁ}

Examples of the structures the addition of this linking rule admits are given
in (51) below. A diagram for (5la) is included to show just what the structure

will be.
51. a. VB/NP . h
HifSepété ilvwén-élé &hb~thek-a ni-nt ale
Sepete fence-dem sa/t-build-t with-bamboo

'(As expected) Sepete did build the fence and it was with
bamboo!

b. VP,
B{t-Sepété ni-#tPily-G1& Ahd-thik-h  ildwdni
Sepete with-barboo-dem sa/t-build-t fence
'(As expected) Sepete did build using the bamboo and it was a
fence'
c. V?Iﬁ 4.2 ’ h' 2’7 » - I d ’ 14 7
Hin-Sepete u-n—-th'ama baasikeli aho-thanan-a
Sepete inf-oa-buy bicycle sa/t-want-t
'(As expected) Sepete did want to buy a bicycle'

Importantly, this linking rule will interact with other rules in the
grammar to predict that an NP, a PP, and or a VP belonging semantically to an
embedded sentence may appear between the subject and verb of the matrix verb
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of the sentence. This is because the tree in (52) below will be analyzed

by the rules of the grammar. The rule admnits the S node. The VP-Topicaliza—-
tion linking rule just written admits the VP node which is in turn linked to
derived categories admitted by the derived rules.

NP/S\ vP
~

52.

<.

The orders induced by such interactions of rules are perfectly good
as the examples in (53) show. 1In (53a) an object NP belonging semantically
to the lower clause is found between the subject and verb of the matrix
clause. In (53b) that NP belonging semantically to the lower clause is
found two clauses up, in between the subject and verb of that clause.

(54) contains parallel examples for subject NPs.

53. a. Hir-Sepété bidsikely-ilé aho-f-claél-d wifrd Athd
Sepete bicycle-dem sa/t-ca~know-a that person

ho-fi-thy4a
sa/t-oa~break
'Sepete knows of the bicycle that someone has broken it

b. asinilupaaly-alé badsikely-ilé nééra wiiri Ardarima
old man-dem bicycle-dem sa/t/say/t that Araarima
aho-f-ciwbl-a wiird At ho-r'l-tl'lhyéa
sa/t-oa~know-a that person sa/t-oa-break
'The 0ld man says of the bicycle that Araarima knows that some
person has broken it'
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54. a. Hin-Sepéte ikitddbw={1é &hd-kdiminfh-a wifrd y-oréér-a
Sepete book-dem sa/t-oa-convince~t that sa-good-t
u-sdmi
inf-read
'Sepete convinced me of that book that (it) is good to read'

b. Arddrima ikitddbw-i1é nééra wifrd HiA-Sepéte &ho-
Araarima ~ book-dem sa/t/say that Sepete  sa/t-
kdiminih-a wiird y-ordéra u-sémi
oa/believe-t that sa - good inf-read
'Araarima says of the book that Sepete convinced me (it) is
good to read'

Because there are no doubly slashe& categories, however, one expects to
findﬂxatmnnreﬂaanoneofﬂmecategori&snaystnwnpataﬁneinbebzeen
the subject and the verb of a higher clause. (Two or more of these categories
can be found in between the subject and the verb of the clause to which they
belong semantically, but these structures, I will arque, arise from different
kinds of rules.) This prediction is borne out as the ungrammaticality of the
examples in (55) attests.

55. a. Np/NP h . , s . ‘. , .h
*Hif-Sepété nt'-ulé badsikely-ulé shd-f-ciwél-a wiird ho-n-th yia
b. -VP/NP/PP h, '

*Ardarima ni-ntGlé Hin-Sepété ndér-a wiira &hd-thék-a
Araarima with-bamboco Sepete sa/t/say-t that sa/t-build~-t

ill A .
fence
With the adoption of the VP-Topicalization rule and the then, two
more orders of the paradigm example are accounted for.
56. a. S A0V DO (VP~Top)
b. S DO V A0 (VP-Top)
A third linking rule involving unbounded dependencies is eventually added
to the grammar. However, its motivation will become clearer after discussion
of the metarules in the following section. It will be taken up at a more
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appropriate time.
3.3 Metarules

In this section metarules accounting for the rest of the orders in the
paradigm example are given. These interact with the basic rules in (3.1)

. and the linking rules in (3.2) as well as with each other. Adain, it is
impossible to give all the possible structures that the interactions of these
rules permit, so that I will stick to the paradigm example and present other
examples where relevant.

One order which appears to have no subcategorization restrictions and no
syntactic features different fram the orders predicted by the input of the
metarule to follow is one in which the subject NP immediately follows the
verb.? To capture this relatedness the metarule in (57) is proposed. Note
that it is the semantic translation which keeps the grammatical relations
straight. The # stands for the semantic translation for each of the input
rules which will be in this case a VP meaning. That VP meaning is a function
to which the NP meaning is applied (yielding a sentence meaning). Thus, the
S node admitted will not have a syntactic verb phrase but there will still

be one in the semantics.

57. Verb-Initial

<n [pVX,F> = <n, [gVNeX], F o) >

In that this order (essentially VSO) has no syntactic verb phrase
but that SVO does, is a claim that must be substantiated. The evidence
for this is, however, in the agreement analysis, so that the reader will have
to take these structures on faith for the moment. This metarule will pre-
dict the existence of rules in the grammar such as in (58). Grammatical
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exawmples corresponding to those orders are found in (59).
58. a. [qVNPS]
b. [g VNP VP
59. a. [g VNP S]

! / :]_a .Hl,l.,E :té N ikil"l l]é y_orll:
sa/t~know-t Sepete that book-dem sa~good

L4

u-soma
inf-read
' (What happened was that) Sepete knows that the/that book is
good to read'

b. [g VNP VP
'll thh' 4 -2 ..Iil.l S été 11.’ llh&la ]lé '.] ].
sa/t-want-t Sepete  inf-oa-buy  bicycle

' (Wwhat happened was that) Sepete wanted to buy a bicycle'

If, in contrast to the metarule written above, this ovder were the
result of a verb gap, i.e. the result of a linking rule like [SVS/V] one
muldexpecttpatverbs could be found outside the clause to which they belong
semantically because there would be nothing to prevent a structure like that .
in (60) from being admitted.

60. s
N
\" S/V
e \/V
NP VP,
yd \/v
v s
PN
NP VPV
s\
NV NP

This appears to be an incorrect prediction since verbs are not found outside
the clauses they belong to. Thus, the example such as that in (61) where a
verb is found outside its own clause is ungrammatical.
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61. *Asddpala ho-thék-4 dhb-ciwél-a wifra mwaindlé ildwdni
Asagpala sa/t-build-t sa/t-know-t that child-dem fence
ni-ftldle
with-bamboo

In addition to the example in (61), the Verb-Initial rule (V-I) will
interact with the linking rules and derived rules. Thus, (among others) there
will be a derived rule like that in (62).

62. [S/NP V NP NP/NP]

The rule in (62) will then interact with the S~Topicalization rule in such a
way as to provide for two additional orders for the paradigm example. These
are given in (63a-C). An abbreviated tree diagram for (63a) will show how
this is so. (63c) includes the order induced by the Verb-Initial rule alone.
This brings the total to eight for the orders of the paradigm example.

63. a. ADVSDO(S-'IbpandV-I) _
mvaindlé ahé-h-rim-é1-4 Asiipala  isimd
' (What happened was that) the/that child, Asaapala prepared
porridge (for it)'

/ \ S/NP
(AO) // \
(S) (V) (llg)

b. DOVS A (S-’IbpandV-I)
isimé1é &hd-f-riw-4l-4 Asdipala mwadn-0lé&
' (about) the/that isima (what happened was that) Asaapala
prepared (it) for the child'

Ce. VSAOIX)(V-I) , , .,
aho-n-riw-é14 Asdipala mwadn-41é isima
' (What happened was that) Asaapala prepared isima for the child!'
The rule interactions thus far allow for structural ambiguity (e.q.

S V A0 DO is structurally, though not semantically ambiguous). This ambiguity
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will be reduced in more camplicated sentences, but it is a feaﬁ.me of the
whole system.

Another camon pattern is one in which the subject NP appears at the end
of a sentence. Again, there appear to be no subcategorization or syntactic
feature restrictions differentiating the input rules from the output rules so
that a metarule NP Final is (64) is proposed. This rule claims sentences
with an initial NP (the subject) are related to sentences with a final (subject)
NP.

64. NP Final

<n, [NPX] ...> =5 <n, [g X NPT >

In addition to the additional orders for the paradiom example to be
given in (65) below, the addition of the NP Final Rule will predict that
subject NPs fram the matrix sentence can appear at the end of the embedded
clause, i.e. at the end of the whole sentence. That this is correct is
illustrated.by the example in (65).

65. a. [S VP NP]

s h,

dhb~ciwél-a wifrd mwadnd  dhd-thék-4 ildwani ni-rftdle
sa/t~-know-t that child-dem sa/t-build-t fence with-bamboo

ArdArima 'Araarima knew that a child built a fence
Araarima with bamboo'
b. [S VP NP]

dhddndik-a ibdrwa ratirdata HiA-Sepété
sa/t-write-a letter carefully Sepete
'A letter was written carefully by Sepete®

It is worth pointing out that neither the Verb - Initial rule nor the
NP Final rule will allow an NP from the matrix clause to appear within
the embedded clause itself. Such examples are, in fact, ungrammatical as
illustrated by the examples in (66) below.
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66. ‘a. *aho-ciwél-a wifr4d ' Ashipala mwadn-d1é dhd-thék-a ildweni
sa/t-know-t that Asagpala child~dem sa/t-build-t fence

b. *4ho-ctwél-a wiirh mwain-6le ' Asddpala iliwani
sa/t-know-t that child-dem Asaapala fence

One structure which appears to have a subject NP within the embedded sentence
is exemplified in (68) below. This example, I will claim, is subject to an
analysis in which the subject NP in question is not in fact within the erbedded
sentence.

As stated, the metarule in (64), i.e. the NP Final rule, also predicts
the existence of a rule of the form 5 S/NP NP]. This is because one of the
linking rules, (S-Topicalization), is of the form [S NP S/NP]. If the variable
X in the metarule can be anything, then it can be S/NP as well. The addition
of the rule [SS/NPNP] however, is going to predict that an NP from the
erbedded clause can appear outside of its own clause to the right. That is,
this rule will predict unbounded dependencies to the right. A tree diagram
will help show how this would be possible.

67. a. < 20, [ S/NP NP] ... >

b. S
S/NP NP
VAN -
VP,
v/ \S/NP
/

~N PP
7 e

Since this sort of interaction has been of same theoretical interest in the

NP

study of English ever since Ross (1967) first proposed that rightward movement
was clause bounded, and Chomsky (1977) built this constraint into the Revised
Extended Standard Theory, this prediction merits some discussion. I will
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say at the outset that the data are not entirely clear, although certain facts
can be accounted for if [S S/NP NP] is admitted into the grammar. Consider
the example in (68) below. In that example, the subject of the matrix verb
appears next to last in the sentence while the object of the embedded verb
appears in last position.
51
68. dhb-chwél-a wifrd mwadn-d61é  sho-thék-2 nit'dle Arbhrima
sa/t-know-t that child-dem sa/t-build-t with-bamboo Araarima
0.
i 1dudn-€14
fence-dem
'What happened was that someone knew that the child had built

something with bamboo and Araarima is the one who knew that
and it turned out to be the fence that got built'

Now if there is the NP-Final metarule in (64) which takes the subject NP to
the end, predicting a sort of rightwards topicélization, [S S/NP NP] (which
puts the object NP last) then the sentence in (68) above could have as its

structure that in (69) below.]‘0

- S\
AE

VP/NP NP (Subj)

69.
NP (Cbj)

Importantly, both the subject NP and the object NP of the embedded S cannot
appear following the subject NP of the matrix verb. Sincetherecan.bem_
doubly slashed categories, and since there are no other rules in this analysis
to analyze such an order, the sentence (in 70) is correctiy predicted to be

ungrammatical.
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S

70. *aho-ciwél-a wiirh &hé~thék-4 ni-rithdle Ara'arll:ma

sa/t-know-t that sa/t-build-t with-bamboo Araarima

52 2
mwain-61é  iliwan-6le

child-dem fence-dem

In collecting the sentences like that in (68) above, the consultant's
reaction at first was that the last NP constituted an afterthought; his
judgement was that such constructions might not be a single sentence. After
a moment's reflection he remarked that if the final NP was marked with a
demonstrative, then his intuition was that such structures constituted a
single sentence. Thus, there are clear indications that there is a discourse
function associated with structures allowed by [s S/NP NP]. This fact is of
course not represented here.

Similar patterns can be cbserved with respect to the placement of NPs and
sentential adverbs. Recall that the sentential adverb rule is [ S Adv].
If there is o N [S S/NP NP] rule, then, at present, there is no way to account
forVXAdszPorder. If there is such a rule, then there is a prediction
that just one NP can be found beyond a sentence adverb (since two NPs cannot
be "extracted"). This is an accurate reflection of the facts since one NP af-
ter a sentence adverb is just fine (although it should be marked by a demon-
strative) while two NPs are not, Demonstratives don't help this time . Compare

the examples in (71).

71. a. &hddndik-a ibdriwa vohipica Hi¥-Sepétéd
sa/t/write~t letter immediately Sepete .
'Wwhat happerned to Sepete is that he wrcte the letter immediately'

b. *3hadandik-a wohipica Hif~Sepété ibAr{w-é1é
sa/t-write-t immediately Sepete letter-dem

VP adverbs on the other hand, behave differently. Recall the rule intro-
ducing VP adverbs, {VPVXAdVVP]. Two NPs are markedly better following a
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VP adverb than following a sentence adverb. Campare the example in (72)
relow with the example in (71b) above. The example in (72) could be the
result of interaction between the NP Final rule and [ NP S/NP] rule.
The final object again must be marked by a demonstrative if it is to be part
of the same sentence. The al_obreviated tree diagram in (72b) corresponding
w the example in (72a) shows that the subject NP is at the end of its clause
by the NP Final rule while the object NP is "topicalized out" to the right of
the subject NP.

72. a. &hadandik-a ratirdata Hif-Sepété ibiriw-élé

sa/t/write-t carefully Sepate letter-dem
'What happened to the letter was that Sepete wrote it carefully®

b. S
1\
/S/NP \ NP(0) i.e. VAdv S O
VP NP (S)
AE
vV - NP/NP Adv

The opposite order, V AQv, O S, is also attested, but that order canmot yet
be analysed by the rules so far. This order will be discussed at a later
point.

The evidence from the adverbs and from the complement sentences suggests
that the formulation of the NP Final metarule in (64) is not too general, i.e.
that there is a rule [SS/NPNP]. ﬁepmblenis&mtﬂefurﬂmraﬂayms
get, that is, the further up the tree, the worse the examples get. However,
it could be the case that such rightward dependencies are bounded by constraints
other than strictly syntactic ones, say, processing. Such a claim has been
made for some analyses of English in which unbounded rightward movement is
restricted. See Gazdar (ﬁo appear b) for a discussion of these facts in the
context of this framework .

Thus I propose to leave the NP Final metarule as it is in (64). Its
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addition to the grammar will, taken together with other rules discussed thus
far, acoount for the additional orders exemplified for the- paradigm example
in (73) below. An abbreviated tree diagram is given for (73b) and (73d) to
illustrate how these work. In (73b) the subject is found at the end of the
clause because it can always be there (i.e. by the NP Final Rule). The
applied object is topicalized out to the left. In (73d) on the other hand
the subject is at the end of its clause but the direct cbject has been
topicalized out by the NP to the Right rule.

73. a. V A0 DO S (NP Fin.) ¢, ‘e
aho~n-riw-414 mwadn-dlé isimd Asaapala
'What happened was that Asaapala prepared isima for the/that

child’

b. a0 Vv DO s (NP~Fin. andS-’lbp.)
mvain-olé dhé-r-r(w-41-4 isimd Asidpala
' (about) the/that child, what happened was that Asaapala prepared

isima (for it)'
: s

N

NP (20) S/NP
- /

c. DOV AD S (NP-Fin. and S-Top)
isim-é1é dhé-f-riw-41-4 mwain-01é Asdipala
' {about) the/that porridge, Asaapala prepared (it) for the child'

d. Vv a0 S DO (NP-Fin and Rt. Top.) ,
dhé-h~riw-él-4 mwaidn-dlé Asddpala isim-€lé
'What happened was that Asaapala prepared the isima for the child'
/
/ \ NP (DO)
vP/ NP \
-\

\4 NP NP/NP
W) (r0)

NP (S)
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e. V DO S A0 (NP-Fin. and Rt. Top)
A~riw-él-a isimd Asddpala mwain-olé
'What ha-pened was that Asaapala prepared porridge and it was
for the/that child'
f. Vv s DO A0 (V-Prep and [SS/NPNP])
dho-n-riw-él-a Asadipala isfmd mwadn-dlé
'What happened was that Asaapala prepared isima and it was
for the/that child'
g. S V DO 20([g S/NP NP])
Asdipala &ho-n-riw-él-a isimd mwadan-dlé
'Asaapala prepared isima for that (the) child!

The remaining metarules are less easily motivated. The evidence that
these rules are distinct not only from each other but fram the rules discussed
so far cames largely from consideration of their interaction with various
kinds of camplement structures. Thus, it is restrictions on where such
camplements can go, as distinct from NPs, for example, which allow the pro—~
cesses to be separated out. I would like to stress that I am relying to a
considerable extent on the speakers' intuitions here, that is, fine distinctions
between odd, poetic, and downright ungrammatical. Whenever appropriate I will
include the judgments of the speaker so that the reader is aware of the fluid-
ity of judgements.

The first metarule of this sort is one which insures that some, but
not all, categories following the verb in the verb phrase can be found between
the subject and the verb. This rule is needed, for example, to account for
the order S 20 DO V. The facts to be accounted for are that NP , PP ., VP and
Advyp, can appear in this position, but that VP/NP, 5, and S/NP cannot. These
patterns are exemplified by the grammatical examples in (74) below and the

ungrammatical examples in (75). -
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74. a. [VP VP VI .

Hif-Sepété u-fi~thima bddsikeli 4hd~thinin-a

Sepete inf-oca-buy bicycle sa/t-want-t

'(As expected) Sepete wanted to buy a bicycle®

b. [Vg Ar:lvvP \4| ’ .
Hin-Sepété ratd-réatz dho-téno-a2  inddngd

Sepete well sa/t-read~t story

' (As expected), Sepete read well and he read a story'

75. a. [VP§V]

*Hin-Sepété wiird mwaandle dhd~thék-a ildwani dho-
Sepete that child-dem sa/t-build fence sa/t~

ciwél-a
know-t

b. [yp NP S/NP V]
*ml-ﬁ_s 'té ’ _o'lé W l] . ll l]l il' A l] 4 ’ ']_a
Sepete child-dem that sa/t-build fence sa/t-know-t
c. [yp NP VP/NP V]
.!'III_S Itle ] ,4 .] ]Y-{]l'e lH{-tI'],h]ina ll ’ o- lI ’ _é
Sepete bicycle - dem inf-oa-buy sa/t-oa-want-t
The metarule proposed in (76) below, which I will term the Variable
" Order VP rule, is restricted to apply just to the categories which appear
before the verb. Obviously, it will allow for a multitude of orders. For
instance, one of the ocutputs is given in (76b) below. (76b) also fits the
input structural configuration, so that another rule in 78c is predicted.
Essentially, what (76) does is to allow any category (except those stipulated)
to appear between the subject and the verb.
76. Variable Order VP
XVay] =>

Xa VY] b. NP V NP]

lvp [yp yp

ae {np, VP, PP, Adv,,} c. [pp NP V]
Zxong the orders acoounted for by the metarule in (76) are six more
of the paradigm example. Since the rule interactions are getting pretty
complicated at this point, same explication is in order. (77a) is now anal~
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yzed by the grammar by virtue of the metarule in (76) which predicts the
existence of a rule [VPNPNPV]. Recall that it is the semantics which
keeps the grammatical relations straight. In (77e) the verb is at the end
of the verb phrase via the metarule just proposed. The subject is at the
end of the sentence due to the NP Final rule and, finally, the DO is topical-
ized out to the left. The third paradigm example to be discussed if (77f)
in which the verb is again last, due to the last mentioned metarule, and the
DO is topicalized according to the specifications of the VP-~Topicalization
rule.
77. a. S AO DO V(V-OVP)
51e isl I]I ll , I_ ’ s]’a
' (As expected) Asaapala prepared the isima for the child!
S
/ \
NP(S) VP,
/ l\
NP NP
(20) (DO)

b. DO V (V-0 VP and S-Top) |
nwaénélé Ashdpala isim-€lé Aaho-h-rw-él-a
'for the child, Asaapala prepared the porridge as ecpected

c.mSADV (V=0 VP and S-Top) . .,
isim-élé Ashipala mwaidn-Slé  &hd-h-riw-€l-a
'the isima Asaapala prepared for the child (as expected)'

d. 20 DO V S W—OVPandNP-FJ.n.)
mwaan-6le isim-€1é Asdbpala &hd-h-riw-el-a
'for the child isima was prepared by Asaapala (as expected)

e. DO A0 V W—OW,NP—F:m,andS—‘Ibp)
isimélé mwain-61¢ &hd-h-riw-éla
'the/that isima was prepared for the child as expected and it
was Asaapala who did it'
£. s DO A0 V (V-OVP and VP-Top).
Asdbpala isim-élé mwadn-0lé &hbd-N-nwél-a
'As expected, Asaapala prepared that porridge for the child!'

It is as important to characterize which orders are allowed by the
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Variable Order VP rule as it is to characterize which orders are not allowed
by this rule. In particular, this rule does not allow for both an A0 and a
DO to follow a sentential complement. As far as I can tell such orders are
ot good. Again, it was a little hard for the consultant to decide whether
these were functionally aberrant in some fashion or just plain wgrammatical.
Assuming them to be ungrammatical, then, the prediction made by the metarule
is borne out. It is not ungrammatical for one NP to be at the end of the
canplgrenﬁ sente.nc:‘, .hqnever. I will return to this fact and its implica-
tions later. Note that given the rule [S S/NP NP], one would expect this
order to be grammatical in any case . Compare the examples in (78a) and (78b).
78. a. *Ri-had-minih-€l-4 wiird mwadn-6lé anwdé 1thG Ardérima
I-t/oa~convince-app-t that child-dem sa-go/t s.0. Araarima
b. Ki-hai-minih-él-4 At wifrdi mmin-01é arweé Ardarindlé

'T convinced sameone that the child should go, on behalf of
Araarima'

Of the remaining examples in the paradigm example to be acocounted for,
there are two which share similar properties with those accounted for by the
metarule in (76) above:: 20 DO S V and DO A0 S V. In these examples, cate-
gories belonging after the verb are found before both the subject and the
verb. Again,ﬂmfactsarethatNP,PP.,VP,andAdVVPcanbefmnxiinthis
position while VE/NP, S, and S/NP cannot. Their distribution is as in (79)
below.

79. a. [gVP NP V]

u-ﬁ-]' ] rer ikeli A ’7 4 » 'lr lI' ’
inf-oca~buy bicycle Araarima sa/t-want-t
'to buy a bicycle (is what) Araarima wants'
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b. [SAdVVPNPNPNPV]

rataraata mwaanole isimele Araarima aho-n—ruw-el-a

carefully child-dem porridge~dem Araarima sa/t-oa-prepare—
app-t

'carefully for the child the porridge Araarima prepared'

c. *[g S V]
wiira mwaan-ole aho~thek~a ilwani Araarima aho—cuwel-a
that- child-dem sa/t-build-t fence Araarima sa/t-oa-know-t
d. *[g NP S/NP NP V]
maan-ole wiira aho-thek-a iluwani Araarima aho-n-cuwel-a
child-dem that sa/t-build-t fence Araarima sa/t-oa-know-t
e. *[ NP VB/NP NP V]

baasikely-ule aho-n~thuma Araarima aho~n—thanana
bicycle sa/t-oa-buy Araarima sa/t-oa-want

By making the output of the metarule in (76) above the input to the metarule
in (80) below, we account for the fact that just those categories that
precede the verb in the verb phrase can precede both the verb and the sub-
ject. 10

80. Variable Order S-Rule

LpXavyl [ X o NP V Y]

For the sake of completeness, I include the two crucial paradigm examples.
8l. a. AODOSV
mvaan-ole isim-ele Asaapala aho-n-ruw-ela
'For that child, (as expected) porridge was prepared by
Asagpala’
b. DOAO SV
isim~ele mwaan-ole Asaapala aho-n-ruw-el-a

'that porridge, it was prepared for the child by Asaapala (as
expected) '

‘meratainingorderfiantheparaﬁigme:anpletobeaccomtedforis
V DO AO S. When the applied objects were first introduced, that rule placed
them next to verbs. I have no real syntactic evidence that this order is
the correct choice. It is the case that in ambiguous sentences, the first
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postverbal NP is taken to be the applied object out of context, but it is
hard to make this fact into a convincing syntactic argument. But it is

clear that the order DO A0 is needed as well. That this order is not yet
accounted for suggests either a revision of the variable order VP rule to
allow for this order, or either of the two rules in (82) below are needed.

82. a. [VP ¥ X NP]

z

b. IVP VP/NP NP]

VIR Xl = [p

Either of the two rules in (82) above will account for the fact that
only one object NP can be found after the sentential complement (as in (78)
above) because each affect;_s only one NP. However, the metarule (82a) allows
only one AO to appear in this position because it is the one next to the
verb in the input rules, while the second will allow for the A0 or DO in
this position. As far as I know, the facts support the second choice. This
choice has the formal advantage in that it may allow the topicalization rules
to be oollapsed. However, there are same predictions that I am unsure about,
i.e. the interaction of these two rules with the third class of adverbs,
which I haven't discussed at all. The correct account of this order, is, as
far as I am concerned, still open.

Some analysis along the lines just discussed is needed, however, because
the order S V DO A0 has only been arrived at by the addition of the rule
[S S/NP NP] to the grammar. That rule, recall, had associated with it same
discourse function and it is clear that the S V DO AO order does not have
the degree of emphasis other structures of this sort have. Of course, it
could be that there is no functional unity to these rules in any case or that
the function was attributable to distance rather than structure. Adoption
of either (82a) or (82b) above seems justified with some evidence favoring
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(82b) . Either will account for the order in the last paradigm example in
(83) below.

83. V DO AD S .
aho-r-riw-éla isimh mwadnh Asdipala
'"what happened was that Asaapaia was the one who prepared isima
for a child'

It is worth pointing out that the introduction of the metarule in (80)
above, that rule which related structures with the verb final in the verb
phrase and the verb final in the centence are related in much the same way
that the VP-Topicalization rule and the S-Topicalization rule were. That
is, essentially the same rules characterize structures at the VP level as at
the S level. This is an interesting observation and it suggests that there
is further justification for the treatment of S as the maximal projection

of VP.
4. Conclusions

The analysis of Makua word order began with a treatment of basic rules,
i.e. those orders defined by rules not the output of same metarule nor the
result of either the derived rule schema or linking rules. These rules
defined a single fixed basic order for Makua, essentially SVO in familiar
typological terms. It is appropriate to discuss whether this choice had
any particular merit for the analysis of Makua. If one looks beyond just the
subject, verb and object, to other categories, then it is possible to argue
that this order is to be preferred owver OSV, SOV, or OVS. Suppose, for
simplicity's sake, that we take O to be any category admitted in a VP, eg.
NP, S, S/NP, VP, or VP/NP. It would not be possibie to state generalizations
for Makua is, for example, one picked OSV as the basiq order-.si.nce then, the
categories which did not appear in this position (e.g. VP/NP, S, and S/NP)
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would have to be part of rules specifying that they follow the verb. In
this way, the verb phrase would not have unified order V O where O,
remember, is any sort of category admitted into a VP. Rather, the basic
order for verb phrases would be O V in some cases and V O in others. Should
one believe that such a statement is not general enough then the order V O is
to be preferred. The same argument goes for the SOV and OVS orders since
the categories are the same ones involved.

However, there seems to be no argument available for choosing between
SV, VSO, and YOS since there are no comparable restrictions that can be
appealed to for these orders. That is, the metarules introducing the
subject following the verb (V-Initial) and placing it sentence final (NP
Final) were entirely ﬁﬂbut restrictions of the sort found for the Variable
Order VP rules and Variable Order S rules.

It is premature to draw any conclusions fram this result about basic
order as defined in this framework (i.e. that the notion basic order is either
inappropriate or undefined) since it could always be the case that further
analysis of more detailed constructions would reveal further arguments for
choosing one order over another.

In addition to the above indeterminacy of the analysis with respect to
the choice of a basic order, there is a secord issue. This issue is raised
by my analysis of the derived verbs by metarule which claims, according to
the definition of basic order, that bitransitive verb phrases do not form
part of the basic order. Again, it is unclear whether this is a criticism
of the analysis, or the definition of basic word order, oxr whether it is any
criticism at all, since these verb phrases do have derived verbs in them
morphologically speaking and having derived syntactic verb phrases makes

intuitive sense.
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One conclusion is clear, however, and that is that it is possible to
account for a language with as much word order variation as Makua in a fairly
general fashion within a phrase structure grammar. This particular grammar
made some claims about the interactions of rules and their reiative clause
boundedness so that it was possible to separate out different syntactic
interactions. The choices between rule types and, in particular, the exist-
ence of a syntactic verb phrase in same orders but not others, is further
.substantiated in the analysis on verb agreement in Chapter V and relative
Clauses in Chapter VI. Before going on to these analyses, I would like to
stop and compare the present analysis with three other proposals that have
been proposed for languages with word order freedam.

5. Implications

Languages such as Makua with greater or lesser degrees of word order free-
dom have been problematic for syntactic theory since the inception of trans-
formational grammar. The existence of these languages, in contrast to English
which allows little variation in order, has prampted the addition of various
sorts of formal devices to linguistic theory. Three such proposals are
taken up here. One is the scrambling rule proposed by Ross (1967) for Latin.
The second is Hale's (1979) single category rule motivated by the behavior
of such languages as Walbiri. The third such device to be discussed here
is ILapointe's (1980) unspecified-category rule. Each of these is taken up
briefly below and then campared to the sort of analysis just proposed here.

Ross's Scrambling Rule as formnulated for Latin is cast within the Aspects
model of transformational grammar.
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84. NP
vP
N
X - - v Y
1 Mj
Adv
1 3 1 =
1 2 4

Condition: Si dominates 2 if Si daminates 3

Such rules, as Ross points out, have same properties which set them apart
fram the more familiar types of transformations. They can apply an indefinite
nunber of times -and, hence, are much more powerful than the familiar trans-
formations. The analysis proposed here does not result in potentially infinite
derivations of this sort (although it takes a great deal of pencil and paper
to figure that out). A second difference setting scrambling rules apart is
that they result in unspecifiable constituent structures. It should be
apparent that the present analysis insures campletely specified constituent
structures. Another possible objection that a scrambling rule for Iatin, in
particular, is subject to, is that the fact that all subject NPs of a tensed
verb must be marked in the nominative case is not accounted for. Within the
same tradition, specifically, within the Revised Extended Standard Theory,
this objection is overcome since scrambling rules take place after both trans-
formations of the usual sort and logical form, so that the grammatical rela-
tions (and, hence, case marking) can be kept straight. In the framework
being considered here, however, grammatical relations are defined both syn-
tactically and semantically because of the nature of the rules. Without -
going into details, it is presumed that this framework would not have diffi-
culty in capturing this fact about Latin syntax because gramtaticai relations
are defined by the semantics for every syntactic rule regardless of order.
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It is oot clear what sort of scrambling rule within the transformational
paradigm could account for the Makua facts without providing a camplete
analysis within that paradigm. It is worthwhile, however, to investigate
briefly the sort of scrambling rule that could be written within the present
phrase structure grammar, and, to discuss whether or not such an approach
for Makua would work. First of all, a possible scrambling rule within the
present framework might be that in (85) below.

85. <n, [y Xc BY] ...> __7< n, [y X8 a ¥l >

where o,8, Y€ {VN U VT}

One could, by specifying for each particular language what node y can be
(i.e. whether it is true of S, or S and VP, or S, VP, and NP, for example).
Now the rules generalized over by this metarule will "scramble" categories
only within their constituents. Further ruies would be needed to break up
constituents, analogous to the metarule relating VPs to sentences without
VPs in Makua. A plausible diachronic scenario then, for ways in which a
language with fixed order arrives at free order, is that the change is a
gradual one in which the number of constituents allowed to be free becames
greater and greater until the scrambling rule applies to the most general
set of categories possible. Rules "destroying" constituent structure such
as the V-Initial rule for Makua could likewise become more and more general.
Thus totally free order languages are not formally different from fixed
o;der ones in this scenario, they simply have generalized certain related
structures to a greater degree.

"Scrambling” within the present phrase structure grammar is not subject
to the same criticisms that a scrambling rule within the transformational
paradigm is. .Depending on the formulation of the rules for the specific
language, the use of a PS or scrambling rule will not predict an infinite
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set of rules. Because a PS or scrambling rule is defined for each category
that it operates on, no unspecified constituent structures will be created.

The next question is whether Makua has any evidence in favor of a rule
as general as that in (85) above. First of all, since the NPs are fixed,
no such ru's could be a generalization about NPs. Secondly, since the total
mmber of categories within the VP (e.g. NP, V, VP, 5 etc.) do not appear
with total freedom (e.g. S, for example does not precede the verb) this rule
would not apply at that level either. Thus, any general "scrambling" rule
would be unworkable for Makua. It remains to be seen whether such an approach
would say anything interesting about the syntax of Latin, for example, or
Walbiri.

Another rore recent approach to free word order languages is that pro—
posed by Hale (1979). Hale, when confronted with Walbiri, has proposed that
there is a typological dichotomy between languages which can be analyzed
in terms of X conventions and those which he calls W* languages. The syntax
of W* languages consists of just a categorial rule of the following sort:

86. E—) Wt
where E is the category of expressions and W is the category of words. The
semantics then has a lot to do. Translation operations operating on the
basis of morphological forms of words (which are marked by a feature system
of what Hale terms categorial signatures) form semantic constituents. It
is not at all clear how this approach would work for Makua (if it would work
at all) since Makua nouns are not case marked and there would be no way for
the semantics to pick out subjects and dbjects based on constituents. One
could imagine an analysis within Hale's system, which made use of the verb
agreement morphology and simply gave two (or three in the case of double
cbject constructions) translations in which the verb agreement was insuffi-



cient to determine which NP was the subject and which NP was the object.
It is hard to imagine how such a treatment would account for unbounded
dependencies, for example, or the few constraints on order that there are.

Hale's analysis of W* languages avoids the three objectlons to a
scranbling rule. Even though the categorial rule would concatenate an
infinite nurber of words, the semantics would presumably constrain the possi-
ble combinations of words so that a sentence can have only a finite number
of NPs or verbs. In the analysis entertained in this chapter, the fact that
a well-formed Makua sentence contains just one verb is a syntactic fact, not
just a semantic one. The categorial rule also does not provide for indeter—
minate constituent structure as the scrambling rule does, because there
isn't any constituent structure. Generalizations about case marking will
presumably fall ocut of the semantics, and not the syntax. However, it is
clearly preferable on methodological grounds to try to provide an analysis
which does not claim that languages are of two fundamentally different types.

ILapointe's (1980) treatment of free word order comes closer to Hale's
categorial rule than to Ross's scrambling rule. Briefly, lapointe proposes
that S-expansion rules can be of two sorts, the fb:ed-cétegory type, where
categories are generated in a fixed order by familiar sorts of phrase struc~
ture rules in the X convention, and unspecified-category rules, which take
either  form in (87) below.''

87. a. 8§ — Xx*

b. § —3 (Xh*

The first rule will concatenate any category at the lexical level in any order.
The second rule can limit the categories which can be concatenated. Lapointe
suggests that languages might differ with respect to which kinds of S-
expansion rules they have. Same languages micht have only fixed-category
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rules (e.g. English). Others might have both (e.g. Latin) and still others
only unspecified-category rules. While Walbiri, which has only a few con-
straints on order might be thought to fall into this category, Lapointe
suggests that even it might have some fixed category S-expansion rules. Thus,
ILapointe does not envision a rigid typological dichotomy as Hale does, but
rather, as he points out, a graded system.

Another difference that Lapointe indicates is that Hale's W* languages
do not have an unmarked (i.e. basic order) while any languages having any
fixed-category rules do. The justification for including an unmarked order
is largely speculative, based on observations about the utility of a basic
order for language acguisition and parsing. In the framework being explored
for Makua, the distinction between a basic and a non-basic order is not
mﬁmly clear cut as it turns out. A discussion of this point is deferred
until the last chapter.

Like Hale's analysis, Lapointe's proposal avoids some of the criticisms
that can be levelled against a scrambling rule within a transformational
paradigm. Although the unspecified category rule will concatenate endless
nuwbers of categories, only certain combinations will get a semantic transla-
tion. Constituent structure will not be unspecified, although if an unspeci-
fied category rule is used, little constituent structure is present. Finally,
since Lapointe's analysis is specifically designed to treat case marking, the
Latin generalizations are captured.

Without going into a full analysis of Makua within Lapointe's framework,
it is not possible to give any detailed comparison. Newvertheless, it is
possible to point out some gross differences between the three approaches
outlined above and the analysis presented here. All three of the alternatives
just mentioned have one feature in camwon. That is, each of the analyses adds
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a formal device which, in the end, claims that the languages using such
devices are different from those that don't in some fundamental way. The
analysis proposed here is completely within the formal domain of the framework
being investigated. Makua differs (possibly) from other languages like
English only in the numwber of rules (not the kind of rules) ard even that is
not clear. A second crucial difference is that both Hale and Lapointe make
use of a great deal of semantic filtering, that is, strings of categories are
generated by the syntax as grammatical and then ruled out by the semantics
(i.e. they fail to receive a translation). With the possible exception of
the interaction of the tense and aspect with the syntax alluded to in Chapter
I1, no such semantic filtering is done in this system. While it is always
possible that languages could differ along the lines put forth in the alter-
natives just discussed, it is just as possible that they don't. Makua,

at least, doesn't seem to be necessarily different in kind from English
within the framework being explored here. Only a thorough analysis of
languages like Walbiri within the present framework would provide evidence
whether free order languages are the same or different typolegically from
fixed order languages. |
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NOTES

Ihe rules in (2a) and (2b) make additional different predictions regard-
ing possible orders. (2a) but not (2b) will predict the order SVXO because
objects could also appear on the right. This order is illustrated in the
abbreviated tree below.

S/NP NP
NP/ \VP/NP
/N
v NP/NP

The metarule in (2b), on the other hand, does not affect the order of object
NPS-

2As Gazdar (personal commmication) has pointed out, there is a straight-
forward sense in which the derived rule schema is a metarule.

3'n1e requirement of distinct semantic translations also rules out a
rule schema analysis ocollapsing syntactic features to a single rule of the
sort utilized by Gazdar, Pullum, and Sag (1980) in their analysis of the
English auxiliary system.

4'n1ere is another analysis of infinitive camplements (suggested to me
by Gazdar (personal commumnication)) which deserves attention. The present
analysis claims that infinitive phrases are special instances of verb
phrases. Infinitives, in turn, are treated- as special kinds of verbs. Thus
one would expect that they exhibit verb~like behavior. This claim is borne
out by the fact that they can be modified by adverbs. Object agreement is
likewise a feature of verbs. The lack of subject agreement could be viewed
as just part of the special nature of infinitive phrases. In addition to
such verb-like pmpert.l&s, they also exhibit noun-like properties. First,
the infinitive prefix u- is traditionally treated as one of the noun-class
prefixes. Secondly, infinitive phrases may function as the subject or object
of a verb. Thus, there is both morphological and syntactic evidence that
infinitives are both nominal and verbal.

These facts are suggestive of an analysis in which infinitive phrases
are nominalized. A rule of the sort in (a) below will claim that infinitive
phrases can be either instances of verb phrases or noun phrases (due to the
inherent optionality captured by metarules).

(a) [VP VXl = [NP V Xl

" [+inf]
All features on the infinitive mputw:.llbepredmteauocarxyoveruome
output,_e.g. the [+inf] feature. What 1 have not resolved to my satisfgction

is the X level of the nominalized infinitive, whether it should be NP (N) or
Nom (N). I simply do not have the evidence to decide. According to the
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analysis of noun phrases to be discussed in Chapter VI, one would expect
thatxftheya:ebbmratherthanNP,thentheycmﬂdbemdlfledbydemn-
stratives. Cross-categorial generalizations expressed by X would lead one to
etpectthatlfﬂleyaremstancesofvp(\natsmelevelofanalyswthen
they are Nom (N). However, this need not be the case. In spite of the
lack of evidence, however, the nominalization analysis of infinitive phrases
mmvexymteresmxgpremcuons vithh regard to word order in Makua.
That is, when the infinitive phrases have nominal characteristics they have
distributional characteristics of NPs. When they have verbal characteristics,
their distribution is different. I will continue to explore this analysis in
footnotes at relevant points in the text.

s'me constructions in which the ocbject of the infinitive triggers agree-

ment both on the infinitive and the main verb are not umattested in other
Bantu languages. Kisseberth (personal cammmication) has found similar sorts
of constructions in Chimwini and Kiami. However, he has pointed out that

in these languages, which have a much more rigidly fixed order than Makua,
the object need not be next to the verb in order to trigger cbject agreement.
Thus, it may be inappropriate even for Makua to claim that the gapped NP

is next to the verb. It certainiy may be next to the verb in Makua but
because of the order variations there is nothing yet to suggest anything about
this order.

Note in addition that there is a precedent for the rule in (36) in
English, the AP rule one would need for tough-movement cases.

6Makua, like many other Bantu languages, does not have a great many

adverbs. So far I have rot uncovered any that are not related morphologically
either to adjectives or to infinitives. Thus, the adverd yaksani-vakaani
'slowly' is related to the adjective yakaani 'slow'. The word rata can be
usedasanadverbn‘eanmg'we]l'oranadjectlvemeanmggood % In this
case, only the order will distinguish which is meant. Since adjectives

always follow their nouns (no order change is allowed), rata following a noun
is taken to be an adjective if possible, an adverb otherwise. Its reduplicated
form rataraata 'caref\:llly has only an adverbial usage. How productive this
redupEEtJ.o' n process is is not known. A clearly productive way of making
adverbs is the pref.ua.ng of va~ to the infinitive form. Thus, %cg
'shortly, before long' is related to uhipica 'to not delay'. A'S fairly
pm&nuvefomlspmflmgmotoﬂieverbstan (this could be analyzed as
u+ a + infinitive (which has 1it: itself an u- prefix) according to vowel
coalescence rules in the language but I am undecided about that). Thus
wochulunaca 'quietly, without talking' is related to the verb uhulumaca

Tto not talk'. In my sample, all adverbs of the reduplicated sort behave as
VP adverbs and all adverbs of the latter two sorts behave as sentence adverbs
but it is not known if this is a valid generalization or not.

7NotethatVP/Wm11dbeavjolationoftherverAconstraintifthat

were to be imposed. Certainly noun phrases are inviolable. One cannot, for
example, relativize out of a noun phrase containing a relative clause. If,
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however, infinitive phrases can also be instances of NP, then the extraction
of infinitive phrases could be subsumed under VP/NP. That this is probably
correct will be substantiated at later points.

This analysis also raises the question whether PP should likewise be
analyzed as an instance of NP. I think that this is not unintuitive but I
lack crucial evidence.

8SJ.nce' constituent questions in many languages seem to have syntactic gaps,
it is reasonable to ask how such constructions behave in Makua. While nmy
analysis is not camplete, it seems probable that constituent questions do
not involve gaps. This is because constituent question words are always
right in the syntactic position assigned to that constituent being questioned
by the basic rules while they are not always right in other places. When they
appear elsewhere, they seem to follow the rules applicable to the questioned
constituent. Thus, the question words for NPs ‘who'" i and 'what' isiensi
are positioned like the NPs they substitute for. In tion to the examples
given in (45 ) in Chapter IIT which showed the behavior of constituent questions
J.nmatnxclaus&s, theexamplebelmslwws that a question word can remain
in an embedded clause (such a question is not, apparently, an echo question).
Likewise, the question word for the subject of the embedded clause can precede
the matrix sentence parallel to the position of a non-question word NP (along
the lines of the S-Topicalization rule to be discussed shortly). So it seems
plausible that question words for NP are just a special kind of NP that
should receive a unique semantic translation.

(a) p ’, 0 . Id J‘ll-a o ¢ I 4 4 llé

Araarima sa/t/think-t that who sa/t/go/t
'Who was it that Araarima thinks left?'

(b) 2pdni Ardirima weériha wifrd aarwedlé
'who does Araarima think left?'
Their syntax, on the other hand, involves no syntactic gap. The upshot
of this is that such structures are not available for testing the appearance
of doubly-slashed categories.

9Note that the rule [§ S/NP NP] rule is mot parallel to the S-Topicaliza-
tion rule in that it does not apply to the categories PP and VP. According
tothetestsdevelopedmth:.ssecuon, this appears to be correct. .Neither
VP nor PP are very good in examples parallel to the grammatical (59) and (6la)
(62) with NPs. Campare the examples below. In (la) a VP appears "extracted"
out of an embedded clause. In (lb) a PP appears in the same position. The
example in (2a and b) show that a VP and PP, respectively, appear following
an NP which itself follows a sentential adwverb. All are not very good, which
indicates that the restriction to NPs is correct. This poses a problem for
the analysis of VP as NP. However, I did not test subject infinitives. It
rata:.nsi_:obeseen:_.s thlscouldbeworkedout_:.
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1011: is at this point that the virtues of a nominalization analysis of
infinitive phrases (and possibly prepositional phrases) becames particularly
attractive. It could be that the correct characterization of o in the
variable order metarules is simply NP, rather than NP, VP, PP. Then, some
different analysis would have to be given for adverbs. Just for the sake
of argument, suppose that g is NP in the above rules. That eliminates S
from consideration altogether. The metarules will predict that infinitive
phrases can appear preverbally only when they are instances of NP, i.e.
when they are nominalized. That leaves the distribution of VB/NP to be
‘accounted for. Note however that VB/NP could not be an instance of nominal-
ization (hence, not an NP, if extraction out of noun phrases is generally
constrained in the language. For VP/NP to be nominalized would involve a

rule [NP /NP Nom NP/NP] violating established principles. If NB/NP is
[+inf) [+inf]

never an instance of NP it would not fit o, in the metarules and never appear

preverbally.

The distribution of categories would then be accounted for. In addition,
the somewhat ad hoc character of the variable order metarules is considerably
reduced.

Makua would then be an instance of a language that allowed freedom of
NP and Adverbs but nothing else.

llSubsequent to the wording of his thesis Lapointe revised his analysis
of free order rules (Iapointe to appear). For discussion of this revised
proposal with respect to Makua see Stucky (1980). The very general camments
rade with respect to Lapointe's proposal in this thesis still obtain.
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CHAPTER V

VERB AGREEENT
1. Introduction

In this chapter, the analysis proposed for word order in Makua (in
the previous chapter) is extended to include verb agreement. The analysis
of verb agreement in this chapter relies on the matching of rule features
marking noun classes on NPs to syntactically defined 'agreement features on
verbs, which are correlated with the noun class indicated by the agreement
norphemes theauselves. In addition to the syntactic features, I make use of
the Head Feature Convention as defined by Gazdar (to appear b) which allows
agreement to be stated more generally than would otherwise be possible. It
is, crucially, the use of the rule features together with the Head Feature
Convention which captures the generalizations about verb agreement in Makua,
although the analysis of verb agreement requires the addition of no new
formal apparatus since both rule features and the Head Feature Convention
are devices which are already part of the framework.

The analysis of verb agreement developed in this chanter acocounts for
obligatory subject agreement for all classes of verbs, and agreement of
the applied object and causee of the bitransitive verbs discussed in Chapter
IV. In addition, the extemsicn of the formalism predicts the restricted verb
agreement with the direct object NP of bitransitive verbs in such a way as to
sharply differentiate betveen orders induced by the basic rules and metarules
fraom those based on the derived rules and linking rules, providing additional
support for the formulation of the specific rules in Chapter IV.
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The chapter is set out as follows. Section 2 includes a discussion of
the facts to be accounted for, along with the formulation of the rule features
for agreement which are tied to the set of basic rules discussed in Chapter
IV. The third section of this chapter shows how these verb agreement features
interact with the metarules. Section 4 treats verb agreement for derived
rules and linking rules. In the final section (Section 5) the implications
of this treatment for both the analysis presented and the more general ques-
tion of a basic syntactic word order are discussed.

2. The facts and the rule feature schema
2.1 The facts

The facts to be accounted for include subject and cbject agreement with
overt subject and ocbject NPs in the constructions presented in Chapter IV.

As in previous discussion, sentences without overt subjects and object NPs
are rot treated.

A Makua verb will exhibit a subject agreement prefix corresponding to the
noun class of the subject NP or, in the case of personal promouns, a prefix
corresponding to person (e.g. first person singular or plural, second person
singular or plural initiated, second person singular or plural uninitiated,
third person singular or plural initiated, and third person singular or
plural uninitiated). While this phenomenon could be observed in all the
examples thus far, Iwillpointoutonceagau‘hexactlyvmattolook for
morphologically. In the examples in (1-3) below, the tense/aspect morpheme
following the subject agreement prefix is consonant initial sc that subject
agreement can be observed in its underlying form . The subject noun is nivaka
'spear', a class 5 noun. In this case the subject agreement prefix is ni- as
well.
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1. ni-vaka ni-l-zo—riﬂmhyé-a
pref-spear sa-t/a-break-t/a
'(the) spear is broken'

In (2) below the subject noun is ihipa 'hoe/hoes' which could be either a
Class 9 or a Class 10 noun in isolation. The subject agreement form here
is ci~ however, indicating that ihipa is to be taken in the plural.

2. i-hiph ci-ho-nthlya-a

pref-hoe sa-t/a-break-t/a
'(the) hoes are broken'

In (3) the subject NP is of Class la and there is no overt subject agreement
marker present.
3. @g-bidsikeli g-ho-hthiyd-a
pref-bicycle sa-t/a-break-t/a
' (the) bicycle is broken'

The morphological non-identity of the noun class prefix and correspond-
ing subject agreement prefix in examples like that in (2) precludes any
analysis which rests on a simple morphological copying process. Scamething
also needs to be said about the lack of the subject agreement prefix for
Class la nouns (the lack of morphemes is true of third person singular personal
pronouns as well). As far as I can tell, it makes no difference to the
analysis whether a g morpheme with no phonological shape is assumed or whether
the verb has no agreement morpheme at all as long as the verb is marked with
its syntactic agreement feature (it could be the case that a formal treatment
of the morphology, which I have not attempted here, would choose between the
two approaches). In any event, there is no phonological or tonological
process ('dﬁtIamawareoﬂ which is sensitive to the appearance of same
abstract morpheme.

while it is generallytmethataverbcénagreewithwhatis semantically
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the subject NP in any sentence regardless of word order, there are two
instances in which what is a non-subject NP semantically may, optionally,
trigger subject agreement. These two very interesting cases are taken up
separately, onz2 in Section 3 of this chapter and the other in Chapter VI.
The analysis of verb agreement here insures only that the noun class of the
semantic subject NP triggers verb agreement.

Objects, like subjects, also trigger verb agreement, but the facts in
this case are much more complicated. I will begin first by discussing object
agreement of transitive verbs (including causative and applied forms of
basically intransitive verbs). Then I will take up the bitransitive verbs.

Object agreement prefixes, as noted in Chapter II, show up between the
tense and aspect prefixes and the verb stem. Recall that for purposes of tone
assigmment in Imithupi, object prefixes behave as part of the root. Like
the subject prefixes, the object prefixes cannot be identical copies of the
noun class prefix since, for example, the acbject agreement morpheme for Class
la nouns (that have no prefix themselves) is mux- (which alternates with a
nasal consonant before consonant-initial stems). There are cbject prefix
morphemes only for personal pronouns and Class 1, la and 2 nouns. There are
o cbject agreement morphemes for all the other classes. Again, the question
arises as to whether there should be a § morpheme in the instances where no
overt morpheme appears. As in the case of the missing subject prefixes, there
is (as far as I know) no phonological or tonmological rule sensitive to the
positions in which gaps in morphology occur, so that a § morpheme would not
be necessary at least. So long as werbs have same rule agreement feature,
the amalysis proposed here will work.

Leaving aside cases in which no overt cbject NP appears (see the exarples
in (9) and (10) in Chapter IT for same discussion of the anaphoric and indefi-
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nite referential functions of the cbject prefix), the facts are that overt
object NP or personal pronoun will trigger obligatory object agreement when
the verb is transitive. This is true not only of basically tramnsitive verbs
but derived transitive verbs (i.e. the causative and the applied) as well.

The examples in (4) below show how this works. The sentences in these examples
would be ungrammatical without object agreement (just as they would be ungram-
matical without subject agreement). Significantly, any of the six possible
permutations of the three words in each sentence will also require object

agreement.

4. a. Araarima a‘—ln-é—thhdm-a- bddsikeli
Araarima sa-t-oa-buy-t/a bicycle
'Araarima has bought a bicycle (la)'

b. Arddrima a-hah-thma 4-biasikeli
Araarima sa-t/a/oa-buy-t/a bicycles
'Araarima has bought bicycles'

One generalization to be captured, then, is that a single NP object:' of
a transitive verb (regardless of whether it is a basically transitive verb
or a derived transitive verb) will trigger agreement.

Agreement facts for the bitransitive verbs are more camplicated. Consider
first the causee of a derived bitransitive verb and the applied cbject of a
derived bitransitive verb when that applied cbject is a recipient, a beneficiary,
or a locative (but not, crucially, when it is an instrumental). When an cbject
of that group is of an agreeing class (i.e. a personal pronoun, or a noun of
Classes la, 1, or 2) then verb agreement is with that cbject regardless of word
order. Thus, in the following example, the subject NP is the pronoun mii 'I',
theappliedobjectisabeneficia:yofClassZandthedirectobjectisof
Class 1. In this case there is an object agreement form for both the objects

e.g. my~ for Class la and -a- for Class 2). When the agreement prefix is that
for Class la, only the reading in which the Class 1 noun is the applied object
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is allowed, regardless of order. When the agreement is with the Class 2
noun, on the other hand, the reading is reversed, again, regardless of order
(that Class 2 noun is taken to be the applied object). Compare the examples
in (5a) and (Sb) below.

h

5. a. mii ki-ho-n-th'im-él-2 damirdwd badsikeli
I sa-t/a-oa-buy-app~t/a boys bicycle

'I have bought the boys for the bicycle'
(cbviously an unlikely situation)

b. mii ki-had-th¥m-d1-4 bidsikeli mirdw

I sa-t/afoa-buy-app-t/a bicycle boys
'I have bought the bicycle for the boys'

These facts also hold for recipient applied objects, locative applied
objects and causees. The really tricky cases are ones in which one of the
objects is of an agreeing class but the other is not.

One might expect, on the basis of the evidence in (5), that overt agree-
ment with one of the NP objects would insure that the reading is always one
in which the cbject agreed with is the beneficiary, since it is the case
in exanples like (5) that it is the applied object which triggers agreement
(and not the direct cbject). This is not the case. In the examples in (6)
below, there is only one object NP which has an agreement morpheme (unlike
the examples in (5) in which both NPs had an agreement morphemes associated
with them). In the examples in (6), the noun badsikeli 'bicycle' is of
Class la and has associated with it the abject prefix form mu—- (which surfaces
in this example as a nasal consonant). Nténgd 'messenger', on the other hand,
is a Class 3 noun and it has no overt agreement prefix correlated with it.

It turns out that in a subset of the orders, the readmg with object agreement
can be that of the direct dbject and not the applied object. Compare the
examples in (6). In (6a) theré is agreement with the Class la noun, baasikeli
'bicycle' and the reading is the less likely cne in which the messenger

was bought for the bicycle. In (6b), the word order is different but the
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agreement facts are the same, and, importantly, the reading changes.

6. a. mii ki-h'o-g'-thhlin-él-é nténga bdasikely-ule

I sa-t/a-oa~buy-app-t/a messenger bicycle-dem

'TI bought a messenger for the bicycle'

(and not I bought a bicycle for the messenger)

b. baasikely-tlé mii ki~ho-n-thimél-a ntenga

'The bicycle I bought for the messenger'
Thus, under certain conditions, either an applied object or a direct object
can trigger cbject agreement. The facts about this second agreement strategy
are taken up in Section 4 of this chapter in conjunction with the analysis
of agreement for derived and linking rules.

The facts with respect to object agreement for instrumentals are differ-
ent. In this case, either the instrument or the direct object can trigger
agreement in the order S V Inst. DO (unlike the agreement facts for the
beneficiary applied in the examples in (6)). The tendency is for agreement
to be with the direct object rather than the instrument (i.e. applied
ocbject) ; although, in principle, a sentence like that in (7) is ambiguous
because the two objects are of the same noun class.

7. mii kiho-mbopopih-ér-i havdrd mwadn

I sa/t/a-oa/threaten-app~t/a leopard child

1) I used a lecpard to frighten a child
2) T used a child to frighten a leopard

There is then, some slight indication that word order has an effect on
agreement strategies. Rather than present all the details regarding this
interaction of order and agreement at this point, I will take them up in the
course of the analysis where they will be easier to remember. The analysis,
then, will have to account for subject agreement in all clause types, object
agreement with transitive verbs, and object agreement of various types with
bitransitive verbs. ’
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2.2 The analysis - Verb agreement and the basic rules

In this section the analysis proposed for word order in Chapter IV is
enriched by the use of two formal devices in order to account for verb agree-
ment. These two devices, already employed in the analysis for phenomena other
than agreement, are the Head Feature Convention and rule features.

First, I am assuming a finite set of featwwres on nouns which, for their
meronic value, are the numbers traditionally associated with the noun classes,
eg. [la] for Class la nouns, [5] for Class 5 nouns. Such features are asso-
ciated with the lexical entry for nouns (although I am not making precise how
this is to take place formally here). Thus, pre-terminal symbols will include
such features.

In addition, a new type of syntactic feature for verbs will be employed.
The formulation of this version of the feature I owe to Ivan Sag. This new
feature will be a singleton set whose only member is an ordered pair. The
first menber of the ordered pair will represent an agreement feature from the
same set of numbers used for the noun classes and it signals subject agreement.
The second member of the ordered pair is also a noun class feature fram the
same set, but it corresponds to the dbject agreement prefix. Like the nouns,
verbs have associated with them these syntactic features. There will be, then,
features of the following sort: [ <1,1 >] (where subject agreement is Class 1
and object agreement is Class 1), [ <1, 2 >] and [< 2, 2 >], etc. However,
as pointed out above, no attempt to forrmlate how exactly these features
come to be on the verbs is attawted in this analysis. I am assuming the
assigment of features takes place in the word formation rules in the lexicon.

In addition to the syntactic features just presented, I will make use

of the Head Feature Convention which insures that the features on a phrase
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level node are the same as those on the head of that phrase. Its utility
will became apparent when the agreement schemata are proposed. Here is the
formal definition of the Head Feature Convention (henceforth HFC).

8. “"HFC: In a rule of the foorm D-» ...5... where § is the head of
D, § carries all the features associated with D."

(Gazdar: to appearb :7)

I now define "head of" informally so that (for purposes of this thesis) VP
is the head of S, V is the head of VP, Nom is the head of NP, and N is the
heal'd of Nom. (See Gazdar to appear b:7 for a formal definition of "head of".)
The HFC insures that features are percolated down the tree. That is,
features would need only be specified on S, for example; they would subsequently
be passed down to the VP and to the V by convention. But, in spite of the
fact that VP is defined as the head of S, the present analysis, for the most
part, does not make use of this relationship. Rather, agreement features
are specified on the VP. I have chosen this approach for two reasons. One
is that the analysis works out better this way for the interaction of the
metarules. This evidence will became clearer as the analysis progresses.
The second reason is that if, instead of defining agreement at the VP lewvel,
agreement is defined at the S lewel, then it becomes cumbersome to account
for the differences in agreement for intransitive, transitive and bitransitive
verb phrases. The difficulty arises because, in Makua, agreement facts are
different for each of the types of verb phrase . These differences seem pro-
perly attributable to the verb phrase rather than the sentence, and it is
straightforward to pick out intransitive VPs from transitive VPs, for example,
according to the subcategorization facts associated with those verbs in each
of the rule types. It will be easier to discuss the particular consequences
after same part of the analysis is presented, so that I will come back to
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this point shortly.

Taking the features of the sort defined above for nouns and verb agree-
ment, these are incorporated into two of the basic rules as in (9) below.
These revised rules taken together with the HFC will insure that the features
postulated for the NP and the VP will be percolated onto their respective
heads, Nom and V.

9. a. 4, [S NP wv 1... where o, B € {1, 1a, 2, 3, persons;
]  [<«,B8>] 1st, 2nd, etc

b. 3, [p V No].. whereo,8 €fl, la, 2...}

[<a,85] e1

As Gazdar (to appear b) points out, this approach eliminates the need
for copying rules which involve hunting for the subject and the verb and then
copying the features. Instead, the features are already there, and the rule
features simply insure that these features match. It is worthwhile noting
that the incorporation of the features directly into the rules will make
agreement obligatory (because a sentence will be well-formed only if there
ié agreement and only if the features match) in just the way required.

The agreement schema in (9) together with the HFC will analyze a partial
tree like that in (10a) below because the features match. They will not
analyze a partial tree like that in (10b), because the features in that tree
do not correlate in the manner required by the agreement schema. Circled
features indicate the non-matching features.

10. a. s
1] /[ <1,2> ]
v . NP

[<1,2>] [2]
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10. b.

s
NP/ \ VP
(1] /[<l. @

AN

v NP

<1, 331 @

Note that the rule in (9) claims that all verbs, even intransitive verbs
have object agreement. At first glance, this might seem to be the wrong
claim. Recall, however, that at least some intransitive verbs (e.g. woona
'to see') are subcategorized for the rule in (11) below, so that verhs which
seem to be basically semantically intransitive do in fact show up with object

agreement.

. [p V W S/1P]

For those intransitive verbs that do not exhibit object agreement, I will
assume that 8 in rule (9) above ranges over g (the null element) as well.
The two patterns in (12) below illustrate how an intratasitive verb works.
If there is no object for the verb to agree with, the verb phrase node has
the feature @ in it (as in 12a)). In the second case (12b), there is an
object NP, and it triggers agreement due to the matching requirement.

12. a. S b. S

/N SN

NP vP NP vP
1 [<1,8°] 1 1,2
[ SRPSE: 1\
\'4 NP S/NP
2]

For some of the basic rules, the following extensions are proposed.

Most rules are accompanied by an example.



13.

14.

15.

16.

17.

18.

19.

20.

a.

b.

a.

b.

a.

b.

b.

a.

[ NP VP ]
[al [<a,p>]

Ardidrima a-ho-A-tipll-2 seniliya
Araarima sa-t/a-oa-cut-a bamboo
'Arsarima has cut split bamboo!

v NP}
[<a,8>] [B]

4./ -

byp

p V1

[<a,B>]

F Vv 1

[<a,B>]

vV NP ]

[_
Ve 8]

[<a,B>]
Arddrima a-ho-lik-a2 u-n-réhelela bddsikeli

Araarima sa-t/a-try-a. inf-oa-repair bicycle
'Araarima has tried to repair a bicycle'

7 Vv oy WP/ ] where vy € {NP}
[<a ’ B>] [B ] 6
ArdArima a-ho-n~1lika b&iasikeli w-n-réhelela

Araarima sa-t/a-oa-try-t/a bicycle inf-oa-repair
'Araarima has tried a bicycle to repair'

[VP v s8]

[<a,B>]

Ardarima  a-no-thl4nin-a wiira afmindi  a-n-rehelel-é
Araarima sa~t/a~want-t/a that experts sa~oa-repair-subj

badisikely-Glé

bicycle

'Araarima wants that experts repair the/that bicycle'
lvp V ¥ Sk

[<a,B8>] 8]
where y € {NP}

160
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20. b. Ardirima . a-no-n-thinan-a baisikely-4l1é wiira dfdindi
Araarima sa-t/a-oa-want~-t/a bicycle-dem that experts
a-n-rehelel-é

repair-subj
'Araarima wants that bicycle that experts repair (it)'

3.0 Metarules and verb agreement

To begin with, the rule schemata for verb agreement will interact with
metarules in a straightforward fashion. Since verb agreement has been speci-
~ fied for the basic rules which form the input to the metarules, any syntactic
feature, including verb agreement, will autamatically be carried over to the
output unless specified otherwise. An example will show how this works. Suppose
Suppose we take the NP Final rule proposed in Chapter IV repeated here as (21).

2l. NP Final

<n' [S NPX] seu > => < 1’1, {S X NP] ese >

Oneoftheinputstothatmlewillbe[SNP VP 1. And without further
[¢] [<a,B>]

changes, the output will be predicted to be [ VP - NP ], with verb agree-
[<a,8>] [B]

ment intact, in accordance with the agreement facts. In gemeral, this result

S

(i.e. that verb agreement remains intact) will obtain whenever the category
admitted by the input is the same as the category admitted by the output.
However, when the category admitted by an input rule is not the same as that
adm:.tted by its corresponding output rule, and in particular, if some category
is present in the output which is not present in the input, then agreement
.will be insufficient. Take for example the Verb-Initial rule, repeated here
as (22).
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22. Verb-Initial

< n' [VP V x] oo > =7< n, [SV NP X] ceec e >

OneoftheinputrulestoﬂaeVerb-Initialrulewi]lbe[VP vV NP ]

[<a,B>] (8]
By the Head Feature Convention, the V in that rule will have its features,

as will the N Bowever, the output rule has an "extra NP", the subject,
which has no agreement feature. When the agreement feature is added to the
"extra NP", one also needs to insure that the verb agrees with the subject.
Thus, agreement features will have to be added to the verb as well. If
agreement features are not added to the verb, then the possibility arises that
the verb will not agree with the subject (or anything else in the sentence,

for that matter). This is because one of the input rules will be [VP V NP ]
[g]
[<a,8>]

whiletl'xeoutp1.11:<::ouldbe[VP v NP NP ]. This is an undesirable conse-
81 [yl
1

[<a’8>
quence altogether . Thus, the Verb - Initial rule needs to be revised as
follows.

23. (Revised) Verb-Initial rule

< n, V X1 eeo > = <n [g V N X]>

[
VP [a]

Note that this sort of problem could not be alleviated by postulating agree-
ment features at the S lewvel since it would still be necessary to specify
either features for the S (taking V to be the head of S), or for the V.

Now either this is a loss of generalization, since agreement must be
specified again, or else there should be evidence that this extra specifica~-
tion does same work. In the case of this Verb-Initial structure, there is
evidence which suggests separating out just this order for special treatment.
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This is because the order OVSX (where X includes a VP adverb, for example) show-
ing that it is indeed the Verb-Initial rule together with S-Topicalization

that has created this order , the object NP can, under very limited conditions,
trigger both subject agreement and cbject agreement, while the subjéct triggers
no agreement at all. The conditions under which this happens are related to
tense and aspect, as well as to the state of the world being talked about in
the sentence. Here are the conditions. When the order is OVSX (as stipulated
above) and when the tense and aspect markers are of Set A (as outlined in
Chapter II) and when the cbject NP .is in the same state after the action of
the verb has been completed, then the subject does not have to trigger subject
agreement but the cbject can. (This alternative agreement pattern may be
obligatory but I am not sure.) Thus, campare the examples in (24) below.
Eating manioc (in 24a) differs from planting manioc (in 24b) in that the manioc
exists in a different state after the campletion of the action of the verb.
Understanding (25) requires a context. If Hin-Sepete has had the job of
stitching up the book then the different agreement patterns have distinct uses.
The one in which the dbject triggers subject agreement (25a), means that the
book didn't get stitched (i.e. it remained in the same state). The one with
real subject agreement, (25b), implies that it did get stitched (i.e. it
changed states).

24. a. nnangwa-nne (*aa -1-i1-¢ *amiréwo 1éélo
naa
manioc -dem sa/ta-plant-t/a boys today
'that manioc was planted by boys today' (not the girls)

4

b. nnangwa-nné ( aa } ~1il-yé amirawo 1éélo
"that manioc was eaten by the boys today' (not the girls)
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25. ikitaabw-ile {a} - malih-iré 4minina
i

book=-dem sa-fiqish-t/a brother

1) (sub. ag. with amaind)
‘the book my brother has finished with' (i.e. finished stitching
it)

2) (sub. ag. with ikitadbu)
'the book my brother has finished with it' (he's given up
stitching it and has given it to sameone else to finish)

Admittedly, the conditions under which the cbject can trigger this "funny"
agreement are rot entirely syntactic, since there is an interaction of tense/
aspect morphology and the state of the world. The usurpation of subject agree-
ment by a topicalized object is attested in other languages. Keach (1980)
treats a similar, albeit much more general phenomenon, for a dialect of
Swahili. But it is important for the analysis of Makua that it is this
oxder and this order alone, one in which there is no syntactic verb ghrase,
in which the agreement patterns are different. Ultimately, this order will
have to be singled out for special treatment. Thus, the separate specification
is not as arbitrary as it first appears. I will not attempt to specify
this alternative agreement pattern here, .in part because it involves inter-
actions with other rules and in part because this sort of semantic and prag-
matic interaction is just the one alluded to at the end of the second chapter
which is simply beyond the scope of the thesis. I bring forward the evidence
just to suggest that the apparent loss of generalization in the agreement
schemata for metarules is not as bad as it first appears.

There is a second metarule which has the same potential problems. This
is the Variable Order S rule here repeated and modified as (26).

260 < n, x V Y]'oo.> @"<n' [ X NP V Y]’ooo >

[VP S []

Again, the agreement for the subject will have to be fully specified, but in
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this case I have no evidence to bring forward in support of this.

Finally, there are the additional cases, analogous o the instances
just discussed, in which the output of a metarule contains an element not
present in the input. These involve the metarules relating non-applied or
non-causative verbs to their derived counterparts. Part of the motivation
for separate rules, rather than a single rule, [VP V NP NP], was semantic, i.e.
it was suggested that a sophisticated semantics would want to distinguish an
instrument, say, from a causee. At that point it was also suggested that
there were syntactic differences which supported the multi-rule approach,
namely, that agreement facts for the beneficiary and instrumental applied ob-
jects differed. I will now demonstrate how these rules interact with agree-
ment features.

As presently formulated the agreement schemata as defined for the basic
rules will interact with the metarules introducing the derived verbs to
predict the wrong results. Consider one of these metarules in (27) below.

27. < n, [VP V Xl,e.. >=><n, [VP V NP X';eoe >
(~app] [+app]
[~ben] [+ben]

Now one of the input rules will be that in (28a) below and its corresponding
output is claimed to be (28b). That output rule has no provision for agree-

ment of the object.

28. a. [p \'4| b. [p V NP]
[<a,B8>] [<a,B>]
[-app] [+app]
[~ben] [+ben]

A similar problem holds for the bitransitive verb phrases, where the
one of the input rules will be as in (29a) and the output will be (29b).
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'Iheoutput'ruledoeshaveagreetmtspecifiedboﬂmfortheVP (and the V by the
HFC) and an NP but it is the wrong NP, the direct object.

29. a. Lyp vV NP ] b. [VP V NP NP]
" g T
[-ben] [+ben]

The incorrect predictions of the metarule introducing derived VPs can be
eradicated by amending the rule as in (30) below, which insures that the
output has agreement with the derived "extra"™ NP and that the VP has two

agreement features.

30. (Revised) Derived VP Metarule

nlp VX = nl, V ¥ XI
E<a.s;1 [<apy> ] M)
-app

. [-ben] g:ggg}

The oorrect interactions are now insured. First, the basically intransitive
VPs will have the required agreement features on the derived VP. The input

rule [V.P V 1, for example, will now have [VP Vv NP ] as its corres—
[<a,8>] | [<a,85]  [F]

ponding output insuring agreement of.the "extra iject". A basically trans-
itive VP, will, according to the amended metarule have as an input rule

vV NP ]whichisruvcorrectlytherelatedrule[vp VNP NP ]

i
ol [&] [ca,y>] [ [8]

(<o, 8>]
in which it is the extra "NP" which triggers object agreement in accordance
with the facts. Recall from the introductory discussion in Section 2.1. in
this chapter, that it is the applied cbject and not the DO which gets agree-
ment (in this order S V 20 DO). The rules introducing the causative, the
applied beneficiary and recipient will have to be revised in this fashion.
But since the instrumental applied behaves differently, something else will
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have to be done. Thus, the amended rules will acount for the examples in (31)
below in which it is the "extra" NP which gets agreement.
31. a. Ardarima a-hd- A - hokolyeéh-2 mwain-dlé
Araarima sa~t =-oa-return/caus-t .. child-dem
'Araarima caused the child to return'
b. Arasrima a-hd- fi - hdl-el-4 mwadndlé
Araarima sa-t, - -0 -wait-app-t . child-dem
'Araarima has waited for the child'

c. Ardirima  4-hbd-hiandik-ih-i meArimeadyd  ibirtwa
Araarima sa-t -0a write-caus-t . teacher-poss letter

'Araarima made h'is‘ teacher write a letter'

d. Arairima &4-hid-rwéch-€l-4 mwadrimv-adya ibariwa
Araarima sa-t - oa - send -app-t teacher-poss letter

'Araarima wrote a letter to/for his teacher

The instrumental applied, on the other hand, behaves differently from
the cases just discussed. First, there appears to be a related prepositional
construction for these cases, as in (32a-b). (32d) shows, in addition, that
when the direct object is of an agreeing class (i.e. when there is an agree-
ment pref:.x available, then the object triggers agreement) and if the instru-
ment is not of an agreeing class then agreement with the direct object is
strongly preferred (as opposed to having no agreement at all). On the other
hand, as (32c) illustrates, there are two readings, suggesting that either
the direct object or the instrument can trigger agreement.

32. a. Pl?:Instz . . ., . .,
mii kahd-mdd-vopih-a mwedna ni-havara
I sa/t-oa/threaten-a child with-leopard
'I threatened a child with a leopard'

b. nu'_i ] l] Il IE 'l 4 ] [ rd . ni (¥
I sa/t-oa/threaten-t leopard with-child
'T threatened a leopard with a child'
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c. mif kihd-mSdpopih-ér-4 mwadnd havdrd
I sa/t-oa/threaten-app~t child leopard
1) 'T used a leopard to threaten a child'
2) 'I used a child to threaten a leopard®

d. mii kaho-(mdd)-popih-dr-2 mwainid nivalh
I sa/t-oa/threaten~app-t child mouse

1) 'I used a mouse to threaten a child*
2) 'I used a child to threaten a mouse'

This interaction can be accounted for if the metarule relating the prepositional
instruments and the applied is amended to include agreement as follows.

[VP [+inst T 7 VP 81
[-app] [+app]
[-inst] - [+inst ]

Now it will be the case that the agreement is with the instrument and the

directobjef't,sin;ceoneoftheinputrul&sm’.‘l.lbe[Vp V NP PP ]
[<a,8>] [l

to which the corresponding output will be [VP V NP NP PP] corresponding
' [<a'3>] [B] [B]

to the facts in example (32b). However, the formulation in (33a) is still

not sufficient, for it does not allow the instrument NP to trigger agreement

when it is not the same noun class as the direct object NP. In fact it requires

that the Object and the instrument be of the same class (because both NPs end

up with ['S] features). This is because a potential input rule is [\{P V] [I;? 1
<arB> .

but an output [VP V. NP NP ] is always ill-formed. Such examples are

lea,g>] 1] 8]

clearly good (as (34a) below illustrates), where the direct object is of class
different from the instrumental NP. There is nothing to do but amend this
rule once more to account for the optionality.

34. a. Arddrima dhd-tipil-a mwadld indma

Araarima sa/t-cut-t knife(cl.3) meat (C1.9)
'Araarima used a knife to cut meat'
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3. b. <n, [VP vV X PP 1> <n, [VP vV NP b4
[<a,8>] [+instr] [+app] [+instr]
[~app] [+inst]
[-instr]

What can be said for this analysis is that it is possible to capture this
optionality only because the applied instrumental rule is separated out from
the other rules.!

Taken together, this agreement analysis thus far doesn't appear to be
altogether unified. It was necessary to specify agreement in a number of
cases. In one set of cases, it was derivative of the formalism itself.
Whenever the metarule did not have the same node admitted in its output as in
the input, then agreement had to be respecified. However, there was some evi-
dence internal to Makua (i.e. the Verb-Initial rule) which suggested that
this approach might not be unmotivated. In a second set of cases, the inter-
action of the agreement schema and the metarules made the wrong prediction
(i.e. in the case of the derived verbs) so that it was necessary to build
agreement into‘ the metarule. Again, it is not entirely clear that this
approach is wrong, since it could be utilized to separate out the instrumental
applieds, for instance, from the other applieds.

In addition to the evidence from Makua in favor of such a non-unified
approach to agreement, there is, among other Bantu languages, at least,
evidence that such special differences in agreement patterns is typical. For
instance, in Tshiluba, a Bantu language of Zaire, there is verb agreement not
only with direct cbjects in the derived bitransitive verbs, but with the ap~-
plied objects and causees as well. There is even a third object agreement
position in that language for locatives. The interaction of agreement in
this case I discovered is extremely complicated and, if :a syntactic account
were to be given of the sort here, then all the separate rules would be useful.
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In fa:ct, the differences in behavior of the various semantic classes of objects
of the applied verbs is not uncommon either (e.g. Chimwini, Kisseberth and
Abasheikh (1977)). What I am suggesting then, is agreement phenomena are

to sume extent variable among even the Bantu languages and the freedom of

this approach makes it possible to make precise details of agreement from
language to language. It remains to be seen whether this approach will work
in general and whether the missing claim, that is, that a verb must have
agreement is a valid criticism. The question does arise, of course, if one
did discover a language with campletely reqular agreement whether this sort

of approach could make any generalizations to that effect. First, it should
be noted that the way in which I formulated agreement is not the only poss-
ibility available.? Secondly, each language would have to be examined on its
own merits in order to see what the analysis for that language ought to be.
Thus, any conclusion about the framework is not well justified at this point.
Certainly I do not wish to imply that it is this framework which forces a non-
unified analysis. Fully explicit accounts of verb agreement (down to all the

idiosyncratic details) are rarely given in any paradigm.
4. Derived rules, linking rules, and agreement schemata

There are several questions to be addressed in defining agreement schemata
for the derived rules and the linking rules. One rewolves around the inter—
action of the agreement schemata (as defined for the basic rules) and the
derived rule schema itself. The second question is raised by the fact that
linking rules and derived rules are separate rules and, hence, réquire separate
statements for agreement. In addition, what appears to be a lack of general-
ization turns out to be just the point in the grammar at which Makua morph-
ology behaves differently, so that the apparent lack of generalization again
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works in favor of the analysis for Makua. I will begin by taking up each of
these formal issues separately, showing why they are potentially problematic
and then, show how those problems can be resolved.

The derived rule schema, recall, relates basic rules and derived rules
in such a way as to keep syntactic features intact. Since agreement has
been defined in terms of syntactic features on the basic rules, these features
too will automatically be carried over. Thus, for the Basic rule in (35a)
below, there will be the following derived rule in (35b).

35. a. NP VP ]

[
S lal  [<arg>]

> [s{%’ o] tears] I3

However, no agreement features in (35b) above have been specified for
the gapped category itself. Note that the derived rule schema insures that
both categories that are gapped, i.e. NP in the rule in (35b) above will
necessarily have the same feature. Before explaining how this is to be
resolved, I will develop one other point. Linking rules, which are not
derived via the derived rule schema also insure that the features on the gaps
are identical, e.g. as in the S-Topicalization rule in (36).

36. a. S VP, NP, PP
LN ER a € { 3

By virtue of the fact that the rules (36) links up to are rules derived via
the derived rule schema, they will, together with the linking rules, insure
that the same feature is passed down the tree. A simplified tree diagram will
show how this is so.
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% b /S\

NP S/NP
¥l {y]
NP/ VE/NP
[a] [<a,8>]1 [y]
VAN
\'4 NP S/NP
[<a,8>]  [B] [‘Y]\
NP vP /NP
[al [<a,B>] [y']
/ I
v NP/NP

Iyl Iyl

The analysis thus far makes two predictions. First, it predicts that
an embedding verb will not agree with an NP gap which is "passedupﬂmro&;h
it". That this prediction is correct is exemplified by the example in (37)
belminwhi&anenbeddingverbis in agreement with its own cbject not
with the topicalized cbject.

37. baasikely-Ulé Ardarima a-no—ciwel-a wifrd. mwaindlé
bicycle-dem Araarima sa-t/a-know ~t/a that child-dem

g-ho ~ ﬁ}- rwéhél-a
*d

sa~t/a-oa-repair-t/a
'the/that bicycle, Araarima knows that the child has repaired'

The second prediction made thus far is that the embedded verb also does not
agree with the gapped NP (as in the example in (37) above). This prediction
is false. The bottom clause in which the gap shows up must agree with the

. nown that has been "extracted”. The bottam clauses are distinguished from
any other clause formally, so ﬂ;at it is possible to stipulate agreement.
The following metarule will insure that the bottom clause has the correct

agreement for object gaps.
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38. [VP/NPX [I;l?/b[li] Y] =) [VP/NP X [g/n[n;] Y]
[l

The metarule insures the correct agreement for object gaps not anly for
S~Topicalization but for VP-Topicalization.

An additional rule is needed for subject gaps. This is given in (39).
It will account for the agreement of a subject gap in the clause from which
it is missing. The fact that this agreement needs to be stipulated twice
suggests that there might be subject-object asymmetries. There is at least
oneinMakua, the "funny agreement" noted in the previous section on agree-
ment and metarules. It is unclear to me whether this supports the distinc-
tion in the two rules above without having fully fomalizedjthatpartofthe
analysis. Nevertheless, the rule in (39) will account for subject gap
agreement facts in (39b) below.

. a [gap AP VP X =ylga, NRAP VP X]
[v] (@] [a] [o]

b. mwaidndlé Arddrima {-neer:iha '} wiira g-ho-n-rwéhél-a
%*

~no-mweeriha
child/dem Araarima sa-t/a that sa-t/a-oa-repair-t/a
baasikeli
bicycle

‘that child Araarima thinks that has repaired a bicycle!

This analysis also interacts with another rule in the grammar to make
another, more subtle prediction. Recall, the complement structures captured

by the rule [, V ¥ S/v]. 1In this case we would expect that there
[<a,g>] [F]

would be two patterns, i.e. one in which the matrix verb has agreement,
correspording to the rule just mentioned and another, without agreement on

the matrix verb, and which corresponds to the rule [, V 8§ together with
[<a,B>]
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Topicalization. In (40a) which corresponds to the tree in (41a), an NP
has been topicalized directly out of the embedded sentence. There is nmo
abject agreement on the matrix verb. In (40b) corresponding to (41b) the
topicalized NP has as its gap postverbal position following the matrix
verb and agreement is triggered.

40. a. badsikely-dlé Ardirima a-no~cm®él-a wiird mwadn-d1é
bicycle-dem Araarima sa-t-know-t that child-dem
#-ho~n-rvwéhél-a
sa-t~oa-repair-t
‘that bicycle, Araarima knows that the/that child repairs (it)"

b. baasikely~tlé Arddrima a-no-frciwel-a wiird mwain-dle

g-ho-n-rwehel-a
'that bicycle Araarima knows of it that the/that child repaired

(it)*
41. a. S
NP S/NP
la la
[1a] _ /[ ]\
NP vgp / NP
[21 [ 2,71 [1a]
/ ™~
\'4 S/NP
[2, 9] ‘ [1a]
b. S
/ \
NP S /NP
[1a] / [1a]
NP \ VP /NP

[2] [ 2,34  [la]
v NE/NP S/[IfP]
[ 2, la] a
[alfla] /  \\

wiira S/lg-r;]
N

NP VP / NP
[2] [ 2,1a ] [1la]
la la
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This analysis also makes yet another interesting prediction. It claims
that any NP "gap" triggers agreement. This means that even direct objects
of bitransitive verbs which d not trigger agreement according to the basic
agreement schema should get agreement in the structures inwolving linking
rules. In the clear cases this prediction is borne out. Take a case in
which the applied object is of a noun class which does not have an object
agreement prefix but the direct object is. In (42) below, no object prefix
shows up if the Class 3 noun (nténgd 'messenger') is interpreted as the
applied object. If agreement with the Class la noun (bddsikeli 'bicycle')
is put in, then the sentence must be taken to mean that the noun is the applied
object as in (42a). However, when the direct object is topicalized by either
the VP-Topicalization rule as in (42b) or by the S-Topicalization rule as in
(42c) (these being the only way to get these word orders in this analysis) we
find that the direct dcbject indeed triggers agreement.

42. a. mif ki~ho-A-thin-&1-4 ntengd bdasikely-ule
I sa-t/a-oa-buy-app-t/a messenger bicycle-dem
'I have bought a messenger for the/that bicycle' - unlikely
situation :

b. VI(’-‘-'.lbp:.callzatlon , he .o ,
mii bddsikoly-tlé ki-ho n}- th'im-él-a nténga
']

I bicycle sa~t/a-oa-buy-app~t/a messenger
'T have bought the bicycle, (as expected), for a messenger'

c. 'Ibpa.callzatmn , .
baasikely-alé kJ.-ho-{ }-th im-é1-a  nténgh
gl ‘

bicycle-dem I sa-t/a-oa-buy-app~t/a messenger
'the/that bicycle I have bought for a messenger'

Thus, for these examples, the prediction that any gapped NP regardless of

its granmatical relation will trigger verb agreement is borne out. In addi-
tion, there is the same supporting evidence from another word order which has
two possible analyses in the word order analysis, one which involves a linking
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rule and one which does not. As predicted, this double analysis should
predict that there would be two possibilities, one with agreement and one
without. This is in fact the case, as illustrated by the example in (43)
below. The order is S DO A0 V. It could either be analyzed by the
VP-Topicalization rule together with the Variable Order VP rule (in which
case we expect agreement) or by the Variable VP order rule together with the
VP Object Final rule (in which case no agreement is expected). The

" optionality in this case supports the claim that gapped NPs trigger obliga-
tory agreement.

43. mii baasikely-ule ntengole Ki-ho-(n)~th um-el-a

I bicycle~dem mess/dem sa-t/a-(oa)-buy-app-t/a
'I (as expected) kEcught the bicycle for the messenger'

Acoordingly, the rule [S S/NP NP] ought to induce agresment as well.
That is, in a sentence with this order: V A0 S DO where the DO can only get
in this position by means of the NP to the Right rule, one expects agreement
with the DO. In this case, the facts are hard to interpret. First, there
doesn't seem to be any reading V A0 S DO at all, as in example (43). Instead,
Agreement is taken to be indicative of the AO0. Leaving out agreement doesn't
help at all: the sentence, the consultant claims, wouldn't be used that way,
but if he had to interpret it it would have the reading V DO S AO, where
rothing triggers agreement. Here is a plausible scenario for the fact that
the above sentence has only one reading. First, it oould be that this sole
interpretation reflects a parsing strategy. What could be going on is that
the verb is followed by an NP that is not in agreement with the verb (in fact
cannot be) but the verb has agreement indicating in at least one analysis that
that NP must be the DO since DO's don't trigger agreement. Then, the final
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NP shows up and it is interpreted as the AO0. Now, is there any reason to
think that a parsing strategy might be involved in this instance? If there
is anything to the discourse function as I understand it, then the answer
is yes. First, postverbal position is where new information (new in the sense
that the hearer is not expected to know the role of the participants) so that
even context will not help in deciphering the role of NPs following the verb.
Thus, it is plausible at least that in this case there is something going on
besides pure syntax. The fact that some interpretation is now allowed in
postverbal position but in preverbal position there is context to help out,
points to a difference between these exanples and the ones discussed previously
(42) , where all the NPs preceded the verb.

The analysis also predicts that when both the A0 and the DO, for example,
are of different noun classes but both noun classes have cbject agreement,
then the Topicalized DO should trigger agreetém ¢ at least optionally, since
the revised derived rule schema and linking rules claim that this is so.
Well, such optionality does not exist in my sample. What happens is that in
' an example like that in (44), the Topicalized NP is always taken to be the
AD.

44. wpirdlé mif{ ki-ho-i-thm-a ni X

(Cl.1a)-tire/dem I sa-t/a-oca-buy-t/a rim(Cl.5)
'For the tire, I bought a rim' not 'The tire, I bought for a rim'

Forcing the second reading is not possible even with the contexts I have been
able to come up with. Invoking a parsing strategy in this case is a little
harder to motivate since the examples involve pre-verbal NPs. However, I am
not sure what the status of topicalized NPs with respect to discourse function
is. It is worth pointing out that the lack of a secord reading could have
explanations other than strictly syntactic ones and the fact that these sen-
tences are syntactically camplicated (more so than the ones created by the
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basic rules) suggests that it is difficult to draw any firm conclusions.
Still, in some cases the direct object agreement does show up as
predicted and these puzzling facts are accounted for.

5. Oonclusions and Implications

In this sectimImuidlﬂcetodiscussthesm_:portthatﬂmis analysis
of verb agreement gives for the rules in Chapter IV, the implications for
agresment in general, and the implications with respect to syntactic basic
order as defined in this framework.

First of all, the agreement facts support the distinction between orders
defined by linking rules and derived rules on the one hand and basic rules
ard metarules on the other. This is because of the necessity for fornmlating
the agreement features separately for the bottom clauses which predicted some
otherwise puzzling facts about the agreement of direct objects in double
object constructions. In addition, some meager support from "funny agreement"
for the absence of the verb phrase in just one order (...VS...) emerged.

The particular kind of analysis given here, one which involved syn-
tactic features directly in the rules themselves, necessitated the spelling
out of agreement for various kinds of rules. To a certain extent, this
option seemed of value since it was possible to capture some of the idiosyn-
cratic facts about agreement in Makua. It should be pointed out that this
analysis is perhaps not the only way to do agreement in this framework al-
thoush I have not come up with anything that will allow for agreement to not
correlate with grammatical relations in the cases where it does not in Makua.

With respect to the issue of basic order, the most that can be said is
that there seems to be some value.in specifying agreement for some order
only once since it can interact with the metarules and derived rule schema
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in a straightforward way for a large subset of the cases. If the orders

had been all specified by basic rules, then agreement would have been

less general, since agreement would have to have been stated for each order
separately. But this is a matter of degree, and it is hard to tell whether
it is of great enough degree to be significant. As far as I can tell,

nothing in the verb agreement analysis chooses between picking as basic VSO
and deriving SVO by metairule since the end result would be the same. For that
matter, it doesn't choose between VOS and VSO since they have to be stated
separately in any case. Thus, this part of the grammar doss nothing more for
picking out a single basic order than the analysis of word order itself.
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NOTES

l'me derived verb phrases again suggest that placing the agreement
features on the S node would have to require that somehow bitransitive
structures be differentiated at that lewel so that applied objects get agree-
ment when they have to and the optionality of the instrumental constructions
is accounted for. While the present analysis which places the agreement at
the VP level seems a bit disunified it is the case in Makua that agreement
is not altogether unified. And, as I point out, other Bantu languages
have this variability as well.

2In English, for example, where agrecment does not differ for transi-
tive and intransitive verb phrases, an analysis which places agreement
features at the S-level may very well provide a more general account. In
addition, I have not explored the ramifications of locking for universals
with respect to the metarules or the linking rules although this would be
a reasonable place to look. Rather, I have done what was necessary for
Makua and it remains to be seen how other languages turn out.
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CHAPTER VI

l. Introduction

InthischapterIdevelopahanalysisofﬂmesyntaxofMakuarelative

1 This analysis provides support for the general analysis proposed

clauses.
thus far in two ways. First, it supports how agreement patterns in rela-
tive clauses make use of the separate agreement statements in that analysis.
In particular, the bottam clause phenomena facts are correctly predicted for
the relativization. Secondly, additional evidence is also given for the
presence of a syntactic verb phrase in some orders (e.g. SYO) but not in
others (e.g. VSO and VOS).

In addition to the above issues, it is hoped that the discussion will
\m;%w lock at part of the syntax of Makua. Because of
certain morphological @Thel":é*vﬁﬁ\:ym , the distribution of demon-
strative suffixes (typical of NPs hut not sentences), it is necessary to
treat the structure of NPs as well. Such morphology is often taken to be
indicative of nominalized relative clauses, i.e. sentences related to NPs.
Such an analysis for relative clauses in Makua is argued against for two
reasons. One is that treating a relative clause as an NP makes the wrong
predictions with respect to the distribution of the demonstratives.
Secordly, itisstnmtnnﬂ:enaninalmrprnlogythatappearsatthee:ﬂof
Makua relative clauses can be predicted if the [yp Nom S/NP] rule is adopted
for the relative clauses together with the NP rules needed independently

in the language.
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The structure of this chapter is as follows. 1In Section 1, the facts to
be accounted for are laid out. In Section 2, I introduce a partial analysis
of NPs in Makua and show how their structure together with the structure of
the relative clauses accounts for the distribution of demonstratives at the
end of relative clauses. In Section 3, the analysis of verb agreement in
relative clauses is taken up. The fourth section conta:.ns a discussion of
a special agreement suffix which shows up on relative clause verbs. The
final section summarizes the findings and states the implications for both
the analysis and the framework under investigation.

2. Relative clause facts

Since the facts to be accounted for are samewhat detailed, it will be
helpful to lay out certain of these before the analysis is introduced.
Relevant general observations include the following. First, there are no
morphemes between the head noun and a relative clause. That is, there is
o word analyzeable as a WH-«ord or cmplanentizer.z In the examples in (1)
below, a subject is relativized. Note that the head and its relative clause
may precede or follow the verb. The head noun comes first immediately followed
by the relative clause vexb, fully tensed although its t/a morphemes can be
drawn only from the Set A as outlined in Chapter II , with all verb agreement
intact.

1. a. mnafunzi aarith-ile ikitddb-(Glt) u-ho-rwaa

student sa/t/a/lose-t/a book -(Gem) sa-t/a-go-t/a
'the student who lost a book has (already) left'
b. uhowhi nrafinzi aarih-fle  ikitadb-(41é)

sa~t/a~go~t/a student sa/t/a/lose-t/a book-(dem)
'the/that student who lost a book has (already) left'

Secondly, the head noun always precedes the relative clause. In addition, no
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categories other than noun modifiers (i.e. adjectives and possessives) may
intervene between the head and its relative clause. Thus in (2a) below,
the head noun is modified by an adjective (the only order for a noun and an
adjective in any case) and the sentence is grammatical. The intervention of
an adverb, while not ungrammatical altogether, signals a different construction,
a noun followed by a parenthetical relative clause with a pronominal head.
This difference is reflected in the translation of (2b).

2. a. Hif-Sepbté 4hé-fmiyd-a badsikeli nkind mo-tiina

Sepete sa/t/a-ca/take~t/a bicycle other sa/t/a-want

uthdmd  nndfinzy-G18

to buy student—dem

'Sepete took the other bicycle that a student wants to buy’
b. Hll S lté Iil ’ :_a ] 19 .] ]i ]l lh.é L

Sepete sa/t/a~oa/take-t/a bicycle other-dem yesterday

1énno-tTind  uth™md  nndfinzi

dem sa/t/a-want to buy student

'Sepete tock the other bicycle yesterday, that one which a
student wants to buy'

In fact, the two examples in (2) behave quite differently with respect to the
Qistwitution of demwnotvatives, Suetifying a separate analysis. Since the
behavior of demonstratives in relative clauses is parallel to that of NPs, I
will postpone a full discussion of this evidence until the analysis itself is
taken up. Briefly, however, for relative clauss like those in (2a) a demon-
strative suffix in agreement with the head noun can optionally be found
attached to the last word of the relative clause regardless of the category
of that item (as in(éa)above).' If there is such a demonstrative suffix, then
an optional demonstrative prefix can be attached to the head moun as in (3).
Like the suffix, the prefix agrees with the head noun of the relative claﬁse.
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3. Hif-Sepdté Shd-rmeyd-a (Ulé)-bdhsikeli nkind nno-tina

Sepete sa/t/a-oa/lose~t/a (dem)-bicycle other sa/t/a-want
uth™mé  nnafinzy-lé

to buy student~-dem
'Sepete took that bicycle which a student wants to buy'

The demonstrative prefixes and suffixes are identical down to their idio~
syncratic phonological properties with respect to vowel coalescence. Any
other pattern of demonstratives (i.e. both prefix and suffix on the head
noun, for example) is either ungrammatical or indicative of the kind of
structure of (2b), a parenthetical relative clause with a pronominal head.
These facts are discussed in more detail in Section 3.

Word order in relative clauses is obviously a relevant issue, but since
some Of the facts were discussed in Section 4.2 of Chapter ITI, I will not
repeat the examples here. Basically, there is a tendency for the verb to
come first in a relative clause. Thus, the preferred order for any relative
clause is that in which the NPs, regardless of their grammatical relation,
follow the verb. It is not clear that this tendency should be made into a syn-
tactic constraint since, as I point out in Chapter III, it could be that the
- presence of the verb first facilitates wnderetanding. or that there is some
functional correlate to the orders which, in conjunction with the function
of relative clauses, turns out to favor a verb first order. The analysis
proposed here puts no constraints on order in relative clauses.

Arother relevant fact is that only NPs can be relativized. And, parallel
to the topicalization cases, no NP can be relativized out of a prepositional
phfase. Thus, the following sort of interaction is prohibited.

4. *mpaild aa-tupiile Hif-Sepété infmd ni

knife sa/t/a~-cut/t/a Sepete meat with
'the knife with which Sepete cut meat...'
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The fact that there are no PP/NP categories in Makua would be treated at the
point in the grammar in which the slashed categories are first defined.

However, since prepositional phrases can be topicalized, relativization
of the PPs will have to be blocked. This will be achieved by the linking
rule for relative clauses which will specify that only NPs can be relativized
(i.e. [NomS/ ] € {NP). Thus, neither of these constraints will actually
ocost anything in the grammar. Note however, that the PPs behave as islands
for all "extractions" and this is formally represented differently from the
fact that PPs cannot be relativized themselves.

The facts just discussed hold true of relative clauses regardless of
whether a subject or an object NP is relativized. However, there are two
facts which distinguish subject relativization fram non-subject relativization
when an NP is relativized out of a simple sentence. The facts discussed
immediately below do not hold for relativization out of embedded sentences.
They only hold for the top-most clause along the "extraction path.” These
latter facts are taken up in the course of the analysis. One difference is
the behavior of verb agreement on relative clause verbs. The second is the
appearance of a special agreement suffix on relative clause verbs.

ine agroorent facts arethse When non—-subject NPs are relativized out

of a simple sentence, subject agreement on the relative cloues verb may be

either with the subject of the relative clause or with the head noun. 'Ih:Ls )
option is illustrated by the example in (5). The morphology of the head
agreement is identical to what it would be if it were the subject. Given

a choice, the consultant prefers head agreement rather than the subject
agreement regardless of the order of the words in the relative clause, but

subject agreement is not at all ungrammatical.
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5. rnivaka sa£naa} -han-ilé Hih-Sepéte-(rné)
aa
spear t/a~

forge-t/a  Sepete — (dem)
'the spear that Sepete forged...'

In addition, even when the subject does mot trigger agreement, and the rela-
tivized object does, that relativized cbject still triggers object agreement.
Note in (6) below that the verb agreement is obligatory just as it was for
topicalized NPs in the verb agreement analysis in the preceding chapter.

6. badsikeli aa- n} ~thunddle Ardirima  ntléng-d1é
*

bicycle sa/t/a =-oa-buy/app/t/a Araarima messenger
'the bicycle that Araarima bought for a messenger...'

The second difference attributable to non-subject relativization is the
appearance of a suffix on the relative clause verb in agreement with the
subject of the relative clause. This suffix is optional in one order, i.e.
when the subject immediately follows the verb. This is that order in which
there is no syntactic verb phrase (as dictated by the Verb Initial metarule).
Note that this is the second time that agreement is different for this order:
the first was those examples of "funny" agreement in which the direct object
tricoered subject agreement under certain semantic and pragmatic conditions
in Chapter V. This agreement shows up elsewhere as part of the possessive
morpheme suffixed to nouns and to infinitives in nominalizations. Its rela-
tionship to the other forms is taken up in Section 4 of this chapter. In

——~—____(7a) below, however, are examples showing the opticnality of this suffix in

\\
the VS order w:.\thm\&&:gl.ggvg clause. The examples in (7b~c) illustrate
Th—

the cbligatoriness of this suffix in othef ordors.

—

e
P =~

7. a. nradko waa-reély-(diwé) mmiriwo rit-0lé... ~ -

trap sa/t/a-set/t/a-(ag suff) boy well-dem e

'the trap that the boy set well...'(as opposed to those someone
else set badly)
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7. b. nradko mmiréwo waa-redly- { &d4wé) ratdlé
* g

'the trap that the boy set well...(as opposed to those he
didn't set)

c. nrddko waa-redly- {a’é;é rath mmirawdié...
*

'the trap that the boy set well (as opposed to those he set
badly)...'

This then is an overview of same central facts of Makua relative clauses.
Other facts will emerge in the course of the analysis.

3. The distribution of demonstratives in NPs and relative clauses

I take up the discussion of the demonstratives by first showing how
demonstratives interact with the categories of the noun phrase. I will argue
that the distribution of demonstratives in relative clauses is directly
related to the behavior of the NPs. I will assume a three bar NP, using
the familiar symbols, NP for N, Nom for N, N for N, and N for N.

The denonstrative affixes are made up of an agreement prefix and a stem
(A full table of demonstrative forms can be found in Appendix A,) Makua,
like many other Bantu languages, signals a three way deictic distinction;
near the speaker, near the listener (but not the speaker) and far from both.
The demonstratives will be translated as 'this) 'that!, and ‘that over therd.
Their distribution is as follows. A demonstrative suffix may appear optionally
on a noun as in (8a). When there is a suffix, the prefix may also appear as
iri-(8b). When just a prefix appears, (as in (8c)), however, the structure in
question is no longer an NP of any sort but a copular construction. There is
no overt present taiise copula although there are overt fomms for the other
tenses .

8. a. nivikd - (And) b. (ink)-nivaké-find
spear - (dem) (dem) -spear -dem
'(the/that) spear’ "that (the) spear'
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8. *c. rné-nivika
dem-spear
*that spear (that one is a spear = ok)

Thus, the ocorrect fomms for nouns with demonstratives in NPs can be said to
be that in (9).

9, a. (dem) - noun - dem
*b. dem - noun

Now when an adjective modifying the noun appears, the adjective always
immediately follows the noun, and the demonstrative suffix shows up not on
the noun but on the adjective. Parallel to the examples in (8), one finds
in (10a) a demonstrative suffix on the adjective and in (10b) a prefix on the
head noun and a suffix on the adjective. In (10c), just a prefix demonstrative
again results in a copular construction as (8c) did.
10. a. nivdkd ni-kind-(né)
spear ag-other - dem
' (the/that) other spear'
b. (Zné)-nivdkd ni-kind-finé
(dem)-spear ag-other-dem
' (that) /the other spear'-
*c., fné-nivakh ni-kina
dem-spear ag-other

¥the/that other spear’
('that one is amother spear' - ok)

It is a bit tedious to go through the sixteen logical possibilities for demon—
strative marking for the noun and adjective so I will simply summarize the
results. Only the patterns in (9) result in an NP. Any other combination is
either a copular construction or else ungrammatical. Thus (dem)-N A-dem is
the NP pattern to be accounted for. All other possibilities need to be ruled
out.

More complicated NPs involve genitives. Again, the ‘;Jord order is fixed.
The head noun comes first, followed by the genitive marker consisting of an
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agreement prefix (in agreement with the head noun) and the stem -g, which is

in turn followed by another noun. An example without demonstratives is in (11).

11. ‘ikitddbu yo mwaana
book gen child
'a child's book'

Demonstrative patterns are as in (12). The demonstrative suffix is in agree-

ment with the head noun and is found suffixed not to the head but to the end

of the genitive phrase as infa)and(bl The prefix appears in front of the

head noun and the demonstrative suffix must be present as well. This is j1lus-

trated by the examples in (12).

12.

a.

*c.

ikitddbu yo mwain-(11&)
book gen
' (the/that) child's book'

({18)-kitddbu yo mwdin-ilé
(dem) book gen child~dem
' (that) /the child's book'

116 kitddbu yo mwddna

dem- book gen child
*that/the child's book'

('that one is a child's book' -~ ok)

The following rules account for the distribution of the demonstratives
(agreement details aside).

13.

ae.

[ Nom (Dem) ]
NP

[NP (Dem)Nom . Dem]

[yom N (Gen)]

[ N @] lyom ¥ @P)]
[gen Gen NI

The rule in (13a) insures that demonstrative suffixes are always optional

(which they are). The rule in (13b) insures that the demonstrative prefix
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shows up only if there are suffixes. (13a and b) together with (13c and d)
get demonstratives on noun phrases consisting of a noun and an adiective and
of a noun and genitive in just tha way we want, i.e. (dem)-N- A-dem, (dem)-N -
gen-N-dem. These rules enumerate no other patterns, giving the desired
result.

I now turn to the relative clause demonstrative patterns. Recall
from the example in (3) that there was an optional pattern in which a demon-
strative in agreement with the head noun is suffixed to the last word of the
relative clause. Just in case the suffix appears, the prefix also may show
up, this time prefixed to the head noun. Suppose we adopt the rule in (14)
as that for relative clauses tenatively. |

14. [, Nom S/ ] vhere o € (1P}

This rule says that a NP can consist of a Nom followed by a sentence with a

3

hole in it.” This will in fact be the rule adopted for RCs in Makua but

the rest of the motivation is yet to come. This rule will interact with the

NP rules in (13) hovever, to give just the right results for the demonstratives.
That is, relative clauses of the pattern in (1) and (3), (6), (7) above, are
predicted to be acceptable but any other patterns, i.e. dem N-dem RC,

N-dem RC, dem-N RC, N-dem RC-dem, etc., are ruled out.

Now the first two of these patterns predicted to be ungrammatical are
not, strictly speaking, ungrammatical. They are, however, relative clauses
of the parenthetical sort. How these relative clauses without overt heads
should be treated rests, in part, on how sentences without cvert subject
nouns themselves are to be analyzed.

So far, the analysis of relative clauses accounts for the following

facts:
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1. The cbligatory order of the head noun followed by the relative
clause. This holds because there is no rule reordering within the NP,

2. The distribution of the demonstratives. Note that this analysis
does not require that relative clauses be syntactically nominalized (i.e.
sentences related to NPs) in order to get the correct distribution of the
demonstratives. That distribution falls out from the relative clause rule
together with the NP rules in (13).

3. Nothing other than an NP may be relativized. This is accounted
for by the fact that the linking rule introducing relative clauses specifies
only NPs.

In the next section, theanalys:.s just proposed is extended to treat
verb agreement in relative clauses.

4. Verb Agreement in Relative Clauses

Verb agreement in Mslma rel=tive clauses differs from that in main
clauses in one important way. As mentioned in the second section of this
chapter, where the relative clause facts were laid out, the subject agreement
position on the relative clause verb (SA) may be filled with a prefix
which agrees eithler with the subject of the relative clause or with the head
nmoun. The term subject agreement position is retai » althoucgh these examples
show that not only subjects trigger agreement in this position. Thus,
either agreement is acceptable for the relative clauses in (15). In (15a)

a direct object has been relativized and the agreement is with the object in
object position and éither the subject or the object in the subject position.
In (15b) is an instance in which an applied object has been relativized.
"Like the direct object the indirect object governs agreement in the object
agreement position and either it or the subject of the relative clause verb
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governs agreement in the subject position. As far as I am aware, this
pattern holds for relativization of all non-subject NPs regardless of their
grammatical relation .

15. a. akM4rdmd {k:} {haa} Iépat-aika

sa-t/a/oca~hunt- ag suff.
'the lions which I have hunted..

b. #thd {aa} {m?mk ~{ly-adyd 4siiilipddlé ibirism
wa g

person sa/t -oa/write-t/a-ag suff old man letter
'the person for whom the old man wrote a letter...'

In a subject relative, at least in relativization of a subject out of a
simplex sentence, it is impossible to tell whether the subject can trigger
agreement as well as the head since it is the case that the agreement is
the same. Compare the example in (16) below with the etamples in (15)
above.
16. Akl4r&mi (a -No-IUPA ...
a

lions sa~t/a-sleep~dem
'lions which are sleesping...'

Relativization out of embedded clauses will be taken up as the analysis
progresses.

The first thing to be noted about the agreement analysis for relative
clauses is that all of the extensions made for the analysis of agreement in
the cases of S-Topicalization and VP-Topicalization will be applicable in
relative clauses as well, because the relative clause rule likewise involves
both a linking rule and derived rules. The relative clause rule in (17)
below will insure that the Nom will have the same noun class feature as o due
to the HFC. The rule also insures that ¢ and its corresponding gap also
have the same feature. Recall that only NPs are relativized in Makua.
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17. [ Nom S/a] o € (NP}

This rule together with the bottom clause agreement metarules in the previous
chapter will predict that the bottom clause NP gap triggers agreement neces-
sarily. The agreement facts for relativization should, therefore, parallel
the agreement facts for topicalization in Makua. That this is true is
exemplified by the examples in (18) and (19). First, relativization triggers
obligatory verb agreement so that even relativized direct objects in bi-

transitive clauses trigger agreement as in the example in (18a).
18. a. bdasikeli aa- {n ~th¥ménle Ardirima nténg-614
*

bicycle sa/t/a -oa~buy/app/t/a Araarima messenger
'the bicycle that Araarima bought for a messengeri..'

NP
[yl
?"i‘/ ™ o
Y
NP/ \p/NP

[a] [<a,8>] [v]

b.

v NP NP/NP

{<a,8>] [B] K I¥]
Tn addition, verb agreement with the relativized NP occurs necessarily in the
bottom clause but not in the intermediate clauses. Thus, an embedding verb
is not expected to show agreement with the relativized item, tml&ss it
happens to be of that class of verbs which subcategorizes for an.NP that
belongs semantically to a VP camplement or an S camplement. Then we expect
that agreement on an intermediate clause verb would be optional. When
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agreement is present, it is dve to relativization out of an intermediate clause:‘
non-agreement is attributable to relativization out of the bottam-most clause.
This optionality is illustrated by the examples in (19a) and (19b).

19. a. bdasikeli ki-n-eerih-ilé wiirhd Hin-Sepété a-ho-nthim-a

bicycle I-oa~think-t that Sepete sa-t-oa-buy-a
'the bicycle which I think (of it) that Sepete has bought...'

NP
/ [l \
Nam S/NP
ly) [v]

N

[o] /[<a7>] [yl
v NP/I‘;P N 5/Np
[<a,v>] [yl [v] [yl
/ AN
NP
[a] [<a,v>] [v]
v
[<a,8>] [yl [¥]

b. bddsikeli ki-neerih-ilé wifrd Hin-Sepété a-ho-t~thim-a...
bicycle I-t/think-t that Sepete sa~t~-oa~buy-t
‘the bicycle that I think that Sepete has bought...'
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Tal [<a,g>] [y]

N

v S/NP
[<a,8>] / g
: NP VP/NP
[a] [<a,v>] [yl
v NP/NP
[<a,v>] Iyl Iyl

I now turn to the specification of the alternative agreement pattern
for relative clauses.in Makua. In this pattern, the subject agreement slot
on the verb is not filled with the agreement form for the subject of the
relative clause. Rather, that slot is filled with agreement with the relati-
vized noun. Non-subject agreement is, strictly speaking, optional, although
it appears to be the preferred agreement strategy for the consultant. To
begin with, I will add a feattﬁ:e [+R] to the relative clause rule in (20).

20. [ Nom S/o ] Whereae{NP}
* [+R]

his feature is not simply an ad hoc device to capture the agreement facts.
It is also used to capture facts about the distribution of the agreement
suffix to be discussed in the next subsection. For the moment, however, I
will discuss how it interacts with the alternative verb agreement pattern
just discussed. To expr&ss‘ the optionality of this alternative agreement
pattern, the following metarule is adopted.
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2. Ko XV ¥l =) LTV Y
[+R] : [<y.8>1{v]
[<a,8>]

where § is any +V category and © €{Np}

This metarule says that any [+R] t+V] category with the agreement pattern
[<a,8>] can also have the agreement pattern [<y,8>] where the subject verb
agreement slot is in agreement with the gapped category. The [+V] stipula-
tion is necessary in order to allow alternative agreement in orders in which
for those orders in which S is the maximal projection of V (e.g. VSO) and in
which VP is the maximal projection of V (e.g. SVO and VOS). Because the HFC
will allow this feature only to percolate one clause down, this restricts
alternative agreement to the top clause in accordance with Makua facts. The
alternative agreement pattern does not show up on the embedded verb. Thus,
contrast the grammaticality of (22) below, in which the alternative agreement
shows up on the top verb with the ungrammaticality of the alternative agree-

ment pattern in the lower clause.>
22. ulé phikitéébu eerily-adka w:ir'ai: a-ho~thim-a })
yeerily-aika ya~ho-thim-a
sa/t/a-say-agg suf that sa-t/a~buy~-t/a
IIl (4 s él ’
Sepete

'There is a book I say that Sepete bought'

The alternative agreement pattern is not the only top~clause phenomenon
in Makua. In Chapter II, I noted that there are two sets of tense and aspect
morphemes in Makua, and that one set has restricted syntactic distribution,
for example, only one set appears in relative clauses. Importantly, this
restriction holds only of the top clause. That is, the tense and aspect
morphemes are not restricted in distribution in the embedded clause from
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" which a noun has been relativized. I have not attempted a formal analysis
of these facts in this thesis, but it is important to note that both of

these top clause phencomena affect the verb, since it is the use of [+R]
together with the HFC which accounts for the agreement facts. It is an
interesting empirical question whether all top clause phenomena affect only
the verb in all languages. If so, then something like a [+R] feature and
the HFC would be well motivated formally. In the next section, I turn to yet
another top clause phenomenon, one which also affects the verb and which
capitalizes on the [+R] feature introduced in this section.

5. Verb Agreement Suffix in Relative Clauses

In this section I discuss the distribution of a suffix which appears
on relative clause verbs. This section begins with a descriptive account and
ends with the proposed analysis.

The special agreement suffix happens to be morphologically identical
to the agreement suffix part of a possessive marker which appears suffixed
to nouns in constructions like that in (23) below. In (23a) is a possessed
noun which may appear with or without an overt possessor NP. The possessive
suffix is made up of a class agreement morpheme which agrees in class and or
person with the possessed noun (in (23a) with a Class 5 noun) and a person
agreement suffix signalling agreement with the possessor (in (23a) with a
third person sg. initiated nowm, /~aya/). In (23b) is a construction which
looks suspiciously like a nominalization.® In this type of construction
the suffix appears on the infinitive form of the verb. The prefix part is
in agreement with the infinitive class (/-u/) which in this case glides to
[w-] by regular glide formation rules in the language and the suffix part
of the morpheme signals agreement with the subject of the nominalization.
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23. a. nivéka-niyad (Hin-Sepétd)
' (Sepete's) his spear'
b. HiA-Sepété wmiluma-waya milatd urikdrika

Sepete to arbitrate-suff disputes be/unpredictable
'Sepete's arbitrating of disputes is unreliable’

The person agreement suffix (henceforth the agreement suffix) appear-
ing on the relative clause verbs, on the other hand, is missing the first
part; only the last agreement part shows wp. Its distribution is as follows.
First of all, this suffix shows up on a relative clause verb when a non-
subject NP is relativized out of a simplex sentence. It agrees with the
subject of the relative clause. Such suffixes are obligatory unless the
subject immediately follows the verb. Thus, such a suffix is obligatory in
examples like those in (24b) and (24c) but optional in (24a) (where the
subject immediately follows the verb).

24. a. nradko waa-rediy-{d&wé) nmirdwo rit-0ié...
trap sa/t/a-set/t/a~(ag suff) Loy well-dem
'the txap that the boy set well...(as opposed to those someone
else set badly)'
b. nradko mmiriawo waa-redly- aéwé} ratdlé
* g

'the trap that the boy set well...'(as opposed to those he

didn't set)
c. nraiko waa-reély- (aawé rata mmirdw-6lé...
* g
'the trap that the boy set well (as opposed to those he set

badly)..."

Note that there is no overt agreement in the suffix with anything other than
the subject (unlike the cases in (23b) above). The form in the example
here is due to normal phonological processes in the language whereby the
final /-e/ of the verb glides to [-y] with concammitant lengthening of

the initial /-a/ of the agreement suffix /-aya/. |
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However, it is not the case that the appearance of this suffix is
just tied to the relativization of non-subjects. If any NP, subject or not,
is relativized out of an embedded sentence then the same facts hold for the
matrix verb but not the embedded verb. Thus in the examples in (25) below,

1o Suffix can shov up on the enbedded verb. Instead, the suffix shows up
on the matrix verb optionally if the subject of the matrix subject is immediately
following the verb.

25. a. Ki-ho-mbén-a bdasikeli eerihily - aéya} Ardhrima

sa-t/a-03/see~t/a bicycle sa/t/a/think/ta-ag suff Araarima
wiird g-ho-A-thim(*aaya) mwadn-0lée

sa-t/a~oa-buy*ag suff child-dem
'I saw the bicycle (that) Araarima said that the child has
bought'

b. Ki~ho-mbom-a badsikeli Aradarima eerihily- 2éya
sa~-t/a-see-t/a bicycle Araarima sa/t/a/thi.rﬂc/ta—*a{g suff
wiird gho-n-thimfaaya) mwadn-01é '
that sa-t/a-oa-buy-*ag suff child~dem
'TI saw the bicycle that Araarima said that the child has
bought' :

The absence of any class agreement morpheme like those found in (25a)
and (25b) above suggests bm possible analyses of this suffix. One would
claim that the suffix is indeed the whole possessive suffix but there just
happens t0 be no overt morpheme for agreement with a tensed verb. Under
this analysis one would expect to f£ind some link between relative clauses and
possessed nouns and the apparent nominalizations. A second analysis would
treat the agreement suffix as just that, a morpheme suffixed directly to the
relative clause verb. There is one difference between the distribution of
the suffix in relative clauses and nominalizations, at least, which is that

of the optionality. This suffix is never optional in the apparent naminaliza-
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tions while it is in the relative clauses. Thus, nothing will be lost by
trying an analysis which accounts for the agreement suffix in the relative
clauses separately from the other cases at first, loocking for generalizations
to the other cases later.

By way of review, then, here are the facts to be acoounted for. An
agreement suffix shows up on a verb when a non-subject has been relativized
out of that clause. The agreement suffix is in agreement with the subject
of that verb. Just in case there is no syntactic VP in the order of the
relative clause, then the presence of this agreement suffix is optional.

The first part of an analysis of the distribution and agreement of
the suffix is a metarule which picks out the agreement feature for subject
NPs in any order in the sentence for [~R] clauses and relates them to [+R]
clauses. It passes that subject agreement feature onto an agreement suffix
triggered by the [+R] feature. Even though the agreement feature on the
[+V] items can be altered by the altermative agreement metarule in the
preceding section, this will not affect the agreement of the ag. suffix

because the metarule introducing alternative agreement will not affect any
other features than those stipulated by the rule and nothing was said about
the ag. suffix.’

| ® e
26. I[g x?ﬁg}y{%}m:-)[s | x{_vi:}_ Y {VPK 2

[-R] (+R]
+ag suff
[ [a] ]

An additional rule stating what a V with the [+R] [+ag. suff.] consists of
is needed in the grammar.

27. v -ag suff |

ly .
T+R]

ag suff
[fa
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Because the [+ag. suff.] feature is tied to the [+R] feature, the effects of
this interaction of rules will be to insure that only the top-most clause
of the relativization path is affected. Thus, the facts in examples like
(25) above are accounted for.

Note that the above formulation (by stipulating the presence of VP)
does not allow for the presence of the ag. suffix in the clauses that do not
contain a syntactic verb phrase (eg. VSX). To allow for the optionality
of the suffix in such structures, the following metarule is introduced.

Thus rules forming the input will not have this feature [+ag. suffix], but
the rules enumerated by the output will, accounting for the optionality in
the relevant orders.®

28. [S/a XV Yl = I/ X vyl
+R 'J +R .
+ag.suff. ~ag. suff]
where o € {N’P}

5. Conclusion

Inthiscormluding:section, Iwillsmrmarizetﬁefindingsinthis
chapter and discuss the implications of this analysis of relative clauses
for the general analysis of Makua.

The second section of this chapter was devoted, in part, to a detailed
discussion of the Makua noun phrase. It was shown that the relative clause
was attributable to the structure of relative clauses, [NP Nom S/NP], rather
than to some nominalization analysis of relative clauses. It was argued that
the structure of the relative clause together with the regular NP rules in
the language predicted the distribution of demonstratives in agreement with
the head noun on the end of the relative clause.
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The analysis of the verb agreement in relative clauses (in the third
section) provided support for the general agreement analysis in Chapter V
by showing that agreement for relativization and topicalization were exactly
parallel. In particular, it was shown that relativization triggers obliga-—
tory agreement in the clause containing the gap site, having the consequence
that a direct object, which normally does not trigger agreement necessarily
triggers object agreement when it is relativized. The use of the HFC in
oconjunction with a [+R] feature introduced for relative clauses made the
correct claims about top-clause phenamena, those phenomena that affect only
the top-most clause along the "extraction path". This [+R] feature was also
used to account for the distribution of a special agreement suffix in réla-
tive clauses. Again, the fact that it was tied to the HFC made the correct
predictions with respect to the distribution of the agreement suffix in '
top-clauses. Finally, it was shown how the lack of a syntactic verb phrase
in one order (e.g. VSO) but not in others (SVO or VOS) could be capitalized
on in order to account for same otherwise idiosyncratic distributional facts,
thus lending support to the structures stipulated by the word order analysis
in Chapter IV.
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NOTES

Imis chapter is a completely revised and expanded version of the
analysis in a paper, "The syntax of Makua relative clauses" which I presented
at the Eleventh annual African Lingquistics Conference, held at Boston
University in April, 1980.

2]:n addition, unlike some other Bantu languages (e.g. Tshiluba), Makua
relative clauses have no special tone marking setting them off from verbs in
other clause types. The only tone differences I am aware of are two: 1) appar-
ent cbligatory phrase final lowering at the end of the relative clause and
2) the lack of focus tone within the relative clause itself.

3'mere is one possibly important way in which this treatment of rela-
tive clauses differs from that which Gazdar has developed for English. The
reader is referred to Gazdar (to appear a) for details. In broad cutline,
he treats the structures of relative clauses for subject relativization
differently from that of relativization of other NPs. Subject relatives
oonsist of a head NP followed by a tensed VP, while cbject relatives consist
of a head NP followed by a S/NP. The way in which he arrives at this differ-
ence is by imposing a Generalized Ieft Branch Condition which bars any
category from being "extracted" off a left branch. Imposing this constraint
for Makua will not, of course, result in the blocking of subject gaps because
of the different word orders. Thus the rule [SMVNP/NP NP] would be well

formed in spite of the left Branch Condition. In addition, the facts which
fall out of this analysis for English (i.e. the differences in the deletion
of Wh~words, for example) do not hold for Makua since there are no Wh-words.
For those two reasons, then, subject and object relativization proceed in
the same manner in this analysis. (But see the discussion in the fourth sec-
tion of this chapter where the distinction between subject and object rela-
tivization is crucial.)

“In adgition, nominalization (i.e. turning the SAWP into a giant NP)
would also make the wrong predictions about verb norphology since the
nominalizations, (both the apparent nominalizations discussed in the chapter
and the gerundive nominalizations discussed in the Footnote (7) above have
infinitives, while the relative clause verbs are fully tensed (in spite of
the fact that their tense and aspect is restricted to a particular set).

5Ifrelai:.i.ve clauses in Makua had an R-node, then it would be cumber-

some to treat agreement in relative clauses. This is because the relative
clause rule would be that in (la~lb) below.

1. a. [NP Nom R]

To define agreement would require both of the feature specifications as in
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(2a=b) below. First, an agreement feature would be required for the R-node.
Then that featuvre would have to be passed to the S-"hole".

2. a. [NP Nom R ]

fe] [a]
b. [R S/NP ]
[a] [« ]

This is necessary in order to awoid a partial tree of the sort in (3) which
would eventually result in an ungrammatical sentence.

3. NP
I
7N\
Nom R
[1] [2|]

S/NP
(2]

In this way the relationship between the noun class of the head moun and its
"hole" is less direct, almost arbitrary.

6'1!:1ere are other constructions which are more clearly nominalizations,

which could be termed gerundive nominalizations. The following discussion
campares the apparent nominalizations and the gerundive nominalizations just
for the sake of completeness. No account of these constructions is attempted.

I have consistently used the term "apparent" since these constructions
differ from other NPs in important ways. First, the internal order of such
structures is not fixed, as illustrated in (1) below.

1. a. uthMmi-wiyd ihipa Hif-Sepété vdnd Klanadsima
to buy-suff hoe Sepete now neg/sa
tho yaangu
'Given Sepete's buying a hoe, now he won't borrow mine again’
b. uthhtiné-wéy'a Hin-Sepété  ihipi...

'Given Sepete's buying of a hoe...'
c. Hif-Sepété uthMimb-wiyh ihipa...
'Given Sepete's buying of a hoe...'
. d. ihip-é1é uthhﬁmé-wéy'a Hih-Sepété. ..
'Given Sepete's buying of a hoe...'

e. ?Hin-Sepété ihip(ele) uthhu'na-waya

£. ihipélé Hin-Sepétd uth'tmi~wiya...
'Given Sepete's buying of the hoe (as expected)...’
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The order within the gerundive nominalizations, like that of the NPs, is
fixed. Thus, the order of the gerundive nominalizations must be that in
(2) below. No other permutation is grammatical.

2. uth™md ihipd wa Hin-Sepété wadri wodthékiha
hoe gen Sepete sa/be inf.
'Sepete's buying of a hoe was unintended'

Second, neither gerundive nominalizations (nor NPs) allow gaps. Thus the
sentence in (3a) J.nth.chaNPhasbeenrelatJ.vz.zedoutofagemxdlvels
ungrammatical. However, either relativization or topicalization out of the
apparent nominalizations is allowed.

3. a. *ihiph Keerih-ddkd4 wadri uth™mi wa Hin-Sepdté
hoe sa/t/a-think-suff be to buy gen Sepete
'the hoe that I thought was of Sepete's buying...'

‘b. *ihipélé wthmd  wa Hin-Sepété waari wodthikiha
hoe/dem tobuy gen Sepete sa/ag inf
‘the hoe, Sepete's buying of was unintended’

c. Hin-Sepété keerih~aika uthl\:révéy‘a ihipa...
Sepete sa/t/a/think-ag.suff to buy-ag.suff hoe
'Sepete who I think's buying of a hoe...'

d. mff-Sepete ki-ho-clwél-a uthmé-wdya ihiph
Sepete sa~-t/a-know~-t/a to buy-ag.suff hoe

s & ml]'].]
sa/be to be unintended
'Sepete I know his buying of a hoe was unintended'

Thus, the apparent nominalizations are beginning not to look like nominaliza-
tions at all.

In addition, the gerundive nominalizations always trigger infinitive
agreement in subiect agreement position on the verb, but not the apparent
nominalizations. Compare the examples in (4) below. (Note tone change on ag.
suffix, however).

4. a. uthhﬁnéwéyé ihipé Hif-Sepété vAnd Wa-nadsima
to buy-ag.suff. hoe Sepete now neg s/a-t/a/oca/borrow
tho yadngii
'(Given) Sepete's buying of a hoe, he won't have to borrow
mine (a2gain)'

b. uthimb~wéya ihipd Hih-Sepéte waacokdlénle maldvé
to buy-ag.suff hoe Sepete sa/t/a/result/app/t/a/ disputes

’ N4

thedaybefore
Sepetesbuymgofamewastl'xeresultofﬂ\edlsputaof
the day before yesterday'
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Both constructions appear to be equally productive, that is, either a gerund-
ive or the apparent nominalization can be found for most verbs. The differences
lie in their syntax. Treating the apparent nominalizations as nominaliza-
tions (i.e. dominated by NP) will then make -three wrong predictions; the
word order would be fixed (which it is not), they should trigger infinitive
agreenent (which they do not), and there should be no gaps (but there can be).

7Ifmebeganwiﬂ1alessgmeralrule,say [S/NP NP ¢ V/NP]

] [ag suff]
' (o]
for example, then the possibility of word order freedom is lost since this
rule does not count as input to either the Verb-Initial rule or the NP-
Final rule. Eence no rule [ V/ NP NP] would ke predicted.
S/ liag suff]
But these are clearly orders which are needed for relative clauses in Makua.

8Because of the non-appearance of certain orders in relative clauses
due to the verb first tendency it is impossible to detemmine exactly if the
other order which has no VP, (i.e. the one which captures 20 DO V S) has
the same property.
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CHAPTER VII

CONCLUSION
1. Introduction

In this last chapter, I would like to pull together the findings from
the previous chapters in order to discuss the implications for three issues
raised by the analysis of Makua in conjunction with the present framework.

The first issue to be discussed is that rewolving around gemeral questions
regarding the syntax of free word order languages. The second concerns the
relationship of the notion syntactic basic word order to the analysis proper,
on the one hand, and the framework on the other. Finally, certain formal
devices of the framework are evaluated with respect to their explanatory value
with respect to Makua.

2. Free word order languages

The phenomenon of free word order (or free constituent order) has been
of interest in syntactic theory since its inception. The seemingly large
difference between the syntax of English, say, whose word order is relatively
fixed, in contrast to Walbiri, whose word order is remarkably free, have not
been pulled together. The recalcitrance of free word order languages to
succumb toanalysiswithinstandardparadignshasprmptedmnytomguire
if there are ﬁmdainentally different kinds of languages. This question has
been phrased by Chomsky (1979) within the context of a discussion concerning
just this issue. '

';...Are there actually two types of languages, quite different?

Or is there a super-system, of which the two types are species?

These are crucial questions, which are far from being clearly
understood.” (Chomsky 1979:194)
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While the present analysis of Makua does not contribute a clear: yes or
no answer to this question of whether there are fundamentally different kinds
of languages, several caments are in order. First of all, Makua is different
fraom both English and Walbiri in the degree of order freedom permitted. On
the one hand, Makua does not have a fixed order with respect to subjects,
objects, and verbs as English does (and Walbiri doesn't), but on the other
hand, the categories of the noun phrase are fi.xed,. ‘\mlike Walbiri (or Latin).
In addition, certain complement types (S, $/NP and VB/NP) always follow the
verb, again, unlike Walbiri. Thus, Makua seems to be about midway between
the relatively fixed order of English and the very free order of Walbiri.
This relativity is suggestive of a continuum rather than a clear-cut distinc-
tion. This suggestion is particularly difficult to evaluate without a specific
proposal about the parameters along which languages could differ with respect
to degree of word or constituent order freedom. Within the present framework,
at least, the differences between English and Makua are not formal ones, rather,
they differ (perhaps) only in nuwber of rules rather than in rule types, (and
even this is not clear). It was suggested at the end of Chapter IV that the
effect of "scrambling” in the present framework could be arrived at if there
were additional generalizations over classes of rules and, further, that this
provided a plausible diachronic scenario for language change. It remains to
be seen whether Iatin or Walbiri, for‘acarrple, would be amenable to analyses
within the framework being explored here.

Within those formal approaches which do claim a distinction between fixed
‘and free word order languages, whether this distinction is claimed to be a
dichotomy (along the lines of Hale (1979) or a graded contimum (Lapointe
(1980)) it is difficult to ascertain where Makua fits. Within Hale's dichotamy,
which divides languages into those with a syntax of the X sort and those he
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terms W* languages, it should be pointed ocut that insofar asthepresmt'
framework incorporates X syntax, Makua works out pretty well as an X lan-
guage. It is less clear that Makua would fall into the W* type. This last
claim is based on two observations. One (mentioned in Chapter IV) is that
the semantics in Hale's system would have to be made sensitive to verb agree-
ment since there is no case marking for the categorial signatures to be sen-
sitive to. This nodification would, presumably, not be impossible to over—
come. However, the facts about verb agreement for simple sentences (in
Chapter V) and relative clauses (in Chapter VI) indicate that this will not
always be a reliable way in which to insure that subject NPs are subjects and
object NPs are objects, because grammatical relations are not always in a
one-to-one correspondence with verb agreement.

Secondly, treating Makua as a W* language would miss stating the fact
that there are syntactic oonstraints on_order in Makua. Thus, the fact that
the framework employed here does rely on X syntax and in no way poses any
problems, whereas the description of Makua as a W* language does pose major
problems, it seems likely that Makua would not be like Walbiri, i.e. not a W*
language.

Lapointe (1980) does not make a dichotamy but, rather, suggests that some
languages might have one or both of his sorts of rules: specified and unspeci-
fied category rules. The question for Makua then would be which of the orders
(if any) is of the.umspecified sort, and which are to be characterized by
speéified category rules. Following Lapointe strictly would force one to
choose a single order as basic, if any orders are to be derived by a specified
category rule. Other orders would then (presumably) be derived by unspecified
category rules. However, it would be difficult to treat both OV and VO, for
example, as possible verb phrases syntactically, because one or the other would
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have to be derived by an unspecified category rule and hence, that one
would not have a syntactic verb phrase. The evidence from the unbounded
dependency facts (i.e. VP-Topicalization) suggests that both VO and OV can
have syntactic verb phrases. Choosing to characterize Makua by means of
epti.rely unspecified category rules, on the other hand, would result in a
s;.erious loss of syntactic generalizations. It is premature to draw any hard
and fast conclusions without exploring these alternatives in great detail.
Yet, it is important, I think, to note that the treatment of Makua within
the framework employed required no new formal devices.

3.. Basic syntactic order

Chapter III was devoted to a discussion distinguishing the notion of
a syntactic basic order from other uses of the term basic order (e.q.
typological, marked vs. unmarked) . A definition of basic order within this
phrase structure grammar was then provided, that order defined by rules not
derived by the slashed category schema, the linking rules, or the output of
metarules. In this way the basic order is not stated at the level of the
rules themselves but at some meta-level. Furthermore, this distinction is
not entirely intuitive, since rules enumerated by non-basic rules have equal
weight in the grammar. It was suggested that the only way to find out the
merits of the definition were to try out an analysis and see what the results
were. |

As a starting point, SVO was picked as a basic syntactic order. In the
end, there was precious little evidence to support this claim. First, it was
shown in the chapter presenting the word order analysis, that there was some
generalization that verbs preceded their .amp. ments rather than the other
way around. However, this evidence does not pick b tween SV, VSO or VOS.
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Still, the word order analysis and the subsequent verb agreement analysis
suggested that some basic order was desirable, since certain generalizations
could be captured by meang cf metarules.

This indetermminacy with respect to the choice of a basic order suggests
three explanations. First, it could be that the definition of basic order
is irrelevant for phrase structure grammars. Secondly, it could be that a
syntactic definition of basic order is irrelevant for natural language. In
this case, one would look elsewhere in the grammar for a definition of basic
order. Thirdly, it could well be that I just haven't found that part of the
grammar which would force a choice.

4, Makua and the framework

Two related issues will be discussed with reference to the analysis and
the specifics of the framework.

First, it has been shown (not just in this thesis but in all the work
thus far) that given the addition of the derived categories and derived
rule schema together with metarules, two kinds of generalizations can be made
in a phrase structure grammar often argued not to be possible. Unbounded
dependencies can be captured in a general fashion with the derived rule
schema. Generalizations about the relatedness of word orders not involving
slashed categories were stated by metarules. It was shown how this latter
device together with some basic assumptions of X syntax (i.e. generalizations
over S and VP) led to a simple and elegant statement of order in Makua. Thus,
it is not the case that phrase structure grammars are totally incapable of
capturing linguistic generalizations (in spite of the increased proliferation
of rules over a traditional TG treatment).

The second point with reference to the formalism is more specific to
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Makua. The formal distinctions between the derived rules and metarules with
respect to predictions about unbounded dependencies and morphology (as
discussed in Section 1 of Chapter IV) proved to be enlightening with respect
to the syntax of Makua word order. It was possible to separate out distinct
syntactic phenamena, those inwolving unbounded dependencies and those operating
within the clause. These separate processes were further reflected in the
analysis of agreement where that distinction was capitalizéd on, in order to
acocount for agreement of direct objects in double cbject constructions.
Finally, the use of the HFC made possible an account of certain morphology,
alternative agreement patterns in relative clauses and the ag. suffix in
these same constructions. In this way the formal distinctions were exploited,
suggesting the validity of such devices, or, at least, their analogues.

5. End

Much work remains to be done on Makua. Little is known about anaphoric
processes or the interaction.of such relevant semantic phenomena as
quantifier scope and word order. Even though the semantics has been slighted,
the syntactic analysis stands, I hope, as a plaﬁsible account of a language
with a considerable degree of order freedom, governed by recognizable and
familiar syntactic principles.
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APPENDIX A

This appendix ocontains (1) a chart providing the noun class prefixes
in the ImitMupi dialect of Makua (which are listed by numbers corresponding
to0 noun class prefixes reconstructed for Proto Bantu (Oole_ (1971)) along
with agreement morphemes for subject, object, adjectives and demonstratives
and (2) two lists of tense/azprsct morphemes, one for those which require

contrastive focus and one for those which do not.

I. 'thupi noun class prefixes and agreement forms. A ? indicates that I

do not have the relevant data.

‘Noun ‘class prefix sa oa adj. ag. ' "~ dem. ag.

1. sg. - [} mr- mr- -ula=-, -ule~, -uyo~
la. sg. ) g m or a- m -ula=-, -ule-, -uyo

2. -pl. a- a- a- a- -ala-, -ale-, —ayo-

3. sq. = mr- g mu- -ula-, -ule-, —yo~—

4, pl. mi- i= g ci- -ala-, —ale-, —-ayo-

5. sg. ni- ni- g- ni- -nna-, -nne-, -nno-—

6. pl. ma- ma- g- ma- -ala—-, -ale-, —ayo~

9. sq. i- i- g- i~ -ila, -ile-, =iyo-

10. pl. i- ci- g- ci- -cii-*, -cile-~, ~ciyo-
14, sg/pl/nt. u- u- 2- u -ula-, -ule-, -uyo—~
15. infinitive u- - g- ? ?

16. locative - v ] u- ?

17. locative va~- va- g~ va~ -vala-, -vale—, -vayo—
18. locative mr= mi- g- m ?

*cii surfaces as -ci in suffix position
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Personal pronouns sa oa
1st person sg. ki- ki-
2nd person sg. {(child uninitiated) u— u-
2nd person sg. (adult initiated) mr- - ni
3rd person sg. (wninitiated) g- -m—
3rd person sg. (initiated) a- -3~
1st person pl. ni- ni-
2nd person pl (wninitiated) u~ u-
2nd person pl. (initiated) m -
3rd person pl. (wninitiated) g- g~
3rd person pl. (initiated) a- a-

II. Any of the combinations of tense aspect morphemes in set A below may be
used in sentences with contrastive focus, sentential negation (i.e. with the
verbal prefix (&-) or in relative clauses, cleft-like constructions, and
constituent questions (but not in echo questions). Those combinations in

set B cannot be used in the asbove mentioned constructions (although they
appear in declarative sentences without contrastive focus, in echo questions
and with verbs containing the stem negator hi-). Thus the sets of tense and
aspect morphemes in a and b are in complementary distribution with respect to
the syntactic constructions they may appear in. Each form is sccompanied by

a lebel (although these are tentatively assigned). The lists are, in addition,

possibly incomplete.
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15.
16.
17.

Present tense: sa-no-oa~Vs—a -
Present habitual: sa-npo-oa-Vs-ak-a

Present iterative: sa-no-oa-VS-es-a

215

Present iterative habitual: sa-po-oa-VS-es-ak-a
Present perfect perfective: sa-oa-VsS<ile

Past perfective: sa-aa-oa-Vs-ile

Past perfective iterative: sa-aa-oa-Vs-es-ile
Future (non-volitional): sa-no~tun-a — infinitive (<tun— = 'want')
Present continuous: sa-aa-no-Vs-a

Present contimpus habitual:.
Present continuwous iterative:
Present continuwous iterative habitual:
Present perfect: .
Present perfect habitual:

Present perfect iterative:

Present perfect iterative habitual:
Past: _

Past habitual:

Past iterative:

Past iterative habitual:

Past continuwous:

Any subjunctive:

Any conditional:

Future: '

Future habitual:

sa-aa-no-Vs-ak-a
sa-aa-no-vs-es-a
Sa-aa~no-VS-es-ak-a
sa-ho-oca-Vs-a
sa-ho-pa-VS-ak-a
sa-hc-oa-Vs-es-a
sa~ho-oa-Vs-es-ak-a
sa—-aho~-Vs-a
sa—ahp~oa-VS-ak-a
sa-aho-oca-VS-es-a
sa-gho-oa-VS-es-ak-a
sa-aa-hoo-Vs-ak-a
final suffix -e
final suffix -eke
sa-noo~Vs-a

sa~-noo~VS-ak-a
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18. Future iterative: Sa=noo-Vs-es—a
19. Future iterative habitual: sa~noo—es-ak-a

20. Going-to-Future: sa-noo-wa aa-Vs-a
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I. Basic Rules:

1.

2.

3.

6.

10.

11.

12.

<1,

< 2,

< 10,

< 11,

< 12,

[S NP VP], VP' (NP') >
[a] [<e,B>]

LVP viv>

[<a,B8>]

[VP vV NP] , V'(NP') >
[<a,8>] [F]

[VP V NP NP],... >

. [+caus]

[VP V NP NP],... >
[+app]

[+ben]

va V NP NPl,ee. >
[+app]

i+loc]

lyp V NP NP},... >
[+app]

[+rec]

[VP V NP NP],... >
(+app]

[+inst]

[PP ni-NP]... >
[+inst]

[ V NP PP J...>
\[Iiinst] [B] [+inst]
[<a,B>]

[s (m) S]oo. >
[+comp]

lyp VSl,... >

[<a,B8>]
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where comp € {wiira, eti, thoko}
(S is an abbreviation for S .)

[+camp]



13.

14.

1s.

16.

17.

18.

19.

20.

21.

< 18,

<13, [VP V N S} ...>

SAPRINT

<4, [ v VPl ... >
[<a,B8>]

<15, [ V NP VP] ... >
VP
[<a,8>] [B]

<16, [jp VNP VP/NP] ... > or

<16, [p V v VB/Y 1 oo >
[<a,g>] [P

A

17, [yp VNP S/NP] ... > or

A

7, [p V ¥ S/Y 1 eee >

[<GIB>] [B]
[SSAde] ces >

Relative Clause rule:

S /P]
[+R] [a]

[NP Nom
[e]
NP rules:

a. [NP Nom (Dem) ]

[NP (Dem) Nam Dem]

lyom N (Gem)]
lyom ¥ (BP)]

Gen N]
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(VP is an abbreviation for

v o)
[+inf]

where y € {NP}

where Y € NP
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ITI. Linking Rules
1. S-Topicalization:

<18, [g @ s/a ]..> where a € {NP, VP, PP}
[yl [yl

2. VP-Topicalization:

< 19, [VP a VP/ o ] eo. > where o € {NP, PP, VP}
[v] [v]

ITII. Metarules
1. Derived verb phrase rules:

a. <n, [VP VvV Xl... > <n, [VP VNP X] ...>
[-caus] [+caus] V]
[<a,B>] [<a,B8>]

b. <n, [VP V Xleee > < n, [VP VNP X] ... >
[~app] [+app] Y]
[-ben} [+1loc]
[<a,B>] [<a,B8>]

c. <n, [VP VXj 0o > <n, [VP vV NP X]... >
[~app] +app] L]
[~rec] [+1loc]
[<a,B>] [<a,B8>]

d. < n, [VP VXl oo > <n, [VP Vv NP X] ... >
[-app] tapp)
[=1oc] [+loc]
[<a,B8>] [<a,B>]

2. VP Adverb Metarule.
<n, [VPVX]...> <n, [VPVXAdeP] ere >
3. Verb—-Initial:
<n, [VP v X1, > <n, [S vNe X], F(NP*)Y >
[a]

[<a,B>] [<a r8>]



5.

6.

7.

10.

11.

NP-Final (S)

<n' [SNPX] L > <n’ [SXIIP] cos >

Variable Order VP:

<n, [pXVayl..> <n, [Vpxdvy]>

where o € {NP, VP, PP, AdeP}

Variable Order S:

<n, [VPXaVY] ces > <n, [SXal\EP] vyY ... >
B

NP Final Rule (VP)

<n, [VPVNPX] cee > <n, VXNP] .cc. >

by

< ?

2, [VPVP/NPNP] >

Instrumental Agreement Metarule:

<n' [W Vx PP ] -oo>. <n, [VP V NP X] o.o>

[+inst] - [¥]
[<a,B>] (B
[_app] [<a, {Y}>]
[+inst] [+app]
[+inst]
Derived Rule-Object Agreement:
[ X NP /NP Y] [ X NPANP Y]
VAT VAR 18] 1)
Derived Rule - Subject Agreement:
{ NP/ NP VP X] [ NP/ NP VP X]
S/ I Iv] SAP 4] [o]
Ag. Suffix Agreement:
- (NP - NP - NP, - NP
s X {pl Y {zl 2] I x{VP}Y{VP} 2]
[-R] [+R]
+ag suff

[«]
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12. Optional Agreement Pattern (Relative clauses):

[)6 X VYI [0 X V Y1
[+R} [<v,8>] [v]
[<a,B>]

13. Optional Ag. Suffix Rule:

Is /o X VY] [s/a X Vv ¥l
[+R] [+R]
[+ag.suff.] [-ag. suff.]

where o € {NP}
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