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Abstract. An improved 0-dimensional model for XeC1 
high-pressure glow discharges is presented. Calculated dis- 
charge voltages are compared with precise measurements at 
a small, very homogeneous discharge. Excellent agreement 
in a wide parameter field demonstrates that this model may 
serve as a reference for simpler models describing the ion- 
ization kinetics. 

PACS: 42.55.Gp, 52.80, 82.20 

Models of Rare-Gas Halide (RGH) excimer lasers have been 
developed for more than a decade. So far no final agreement 
on the reaction kinetics and the treatment of the electron 
kinetics could be reached. Presently the most reliable ap- 
proach to understand the kinetics of RGH excimer lasers 
is the comparison of spatially homogeneous (0-dimensional) 
model calculations with experimental data of homogeneous 
RGH discharges. Consistent two- or three-dimensional mod- 
els including the full reaction kinetics as well as the non- 
Maxwellian electron energy distribution function and the 
space-charge-generated electrical fields do not exist. Due to 
numerical problems, the uncertainties of the quantitative as- 
pects of the reaction kinetics, and the large computing times 
to be expected, current multidimensional models [1-6] use a 
simplified treatment of the reaction kinetics based on the re- 
sults of 0-dimensional models. Such simplifications typically 
comprise a reduction of the number of particle components 
of the discharge plasma and their collision processes, the 
renunciation of the solution of the electron Boltzmann equa- 
tion for the determination of the electron kinetics, and the 
use of rate coefficients that are either constants or functions 
of the electron temperature or the reduced electrical field. 

In order to check the predictions of 0-dimensional mod- 
els precisely we developed a configuration for the generation 
of small homogeneous high-pressure glow discharges [7]. In 
that way we avoided the inaccuracies of experimental data 
gained from discharges in laser devices. In this paper we 
present the theoretical model of this discharge configura- 
tion and discuss in detail the comparison with experimen- 

tal results. The model calculations are performed with our 
self-consistent 0-dimensional model PINBED [8]. In con- 
trast to most 0-dimensional models that use a simplified 
quasi-stationary treatment of the electron kinetics discussed 
in detail in [9], our model uses a nonstationary treatment of 
the electron Boltzmann equation including superelastic col- 
lisions and the electron-electron interaction. This nonstation- 
ary electron kinetic equation is solved with a very efficient 
iterative technique allowing a high energy resolution with 
typically 1000 and more grid points. This fine energy grid 
accurately describes the fine structure of the electron impact 
cross sections of several species involved in excimer-laser 
discharges [10], whereas recent models including a nonsta- 
tionary electron kinetics [11, 12] have got an energy resolu- 
tion of the order of about 100 grid points only. 

The extensive reaction kinetic model used for our model 
calculations of Ne/Xe/I-IC1 mixtures is based on the model 
of [13, 14], developed for investigations of XeC1 lasers, and 
is updated taking recent literature into account. A detailed 
description of the full set of reactions allowing comparisons 
with various spectroscopically measured particle number 
densities is given with the main attention focussed on the 
ionization and recombination kinetics. 

The results of the model calculations are compared with 
precise measurements of discharge voltage and current over 
a wide range of parameter variations. Comparative inves- 
tigations of the reaction kinetic model with spectroscopic 
measurements of excited species number densities Xe*, CI*, 
H*, Ne*, and XeCI* are not discussed in this paper and will 
be presented in a subsequent paper [15]. 

1 Description of the Experimental Setup 

As a detailed description of the experimental setup is given 
in [7] we will only give a short summary here. The 6x- 
perimental setup consists of a discharge chamber, an im- 
pulse generator to produce a well-defined voltage and cur- 
rent pulse, and an X-ray tube to provide sufficient preioniza- 
tion. The discharge chamber, mainly made of nickel-plated 
brass and PTFE, is capable of withstanding pressures of up 
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Table 1. Standard discharge parameters 

Discharge parameter Value 

Gas mixture 
Applied voltage 
Current density 
Electrode gap 
Preionization electron density 
Length of voltage pulse 
Discharge cross section 
Gas temperature 

5: 75: 2920 mbar HC1: Xe: Ne 
25.9 kV 
ca. 250 A/cm 2 
18.9 mm 
1.2 × 109/cm 3 
100 ns 
circular, diameter = 1.12 cm 
room temperature = 293 ± 5 K 

to 10 bars. Typical discharge parameters are given in Ta- 
ble 1. An integrated capacitive voltage divider and a current 
viewing resistor allow precise measurements of the discharge 
voltage and current. A discussion of the accuracy of these 
measurements is given in [7]. The pulse generator with an 
output impedance of 50 t2 delivers a single high-voltage im- 
pulse with a width of 100 ns and a variable charging voltage 
UCh ranging from 10 kV to 30 kV. A current limiting resis- 
tor of 50 t2 in series to the discharge limits the current to 
f = U c h / 1 0 0  f~ = (100-300 A). A home-made X-ray tube 
with a pulse length of about 50 ns gives a homogeneous 
preionization electron density of 109/cm 3. This value has 
been measured in situ for the gas mixture used [16]. The 
discharge cross section is determined by a set of lead aper- 
tures between the X-ray tube and the discharge region. The 
measurements presented in this paper have been done with 
a circular aperture with a radius of 5 mm and a gap between 
the plane-parallel electrodes of 18.9 mm. 

Increasing the gas pressure in the discharge chamber 
pushes the cathode outward. The electrode gap thereby 
increases by 0.06 mm/bar thus changing CDi S slightly. The 
corresponding change of the dividing ratio of the capacitive 
voltage divider has been measured to be 0.6%/bar and is as 
well taken into account when comparing the experimental 
data with the model calculations. 

1.1 Discharge Homogeneity 

The discharge homogeneity was checked by taking two- 
dimensional pictures of the visible and the UV emission 
of the discharge using a gated (5 ns) MCP-intensified CCD 
camera. We have to consider two different types of inho- 
mogeneities that have an influence on the discharge voltage: 
discharge constrictions and electrode sheaths. 

- Cathode spots developing during the ignition phase (see 
Sect. 3.1) can cause a constriction of the discharge in the 
vicinity of these spots. The use of carefully polished and 
cleaned copper or nickel electrodes can avoid the appearance 
of cathode spots. Therefore the constriction of the discharge 
could be avoided for a limited number of discharges and 
thus its influence on the discharge voltage can be studied. 
Since the dependence of the discharge voltage on the current 
density is small, we found that the formation of the spots 
decreases the discharge voltage at standard discharge condi- 
tions at the end of the quasi-steady-state phase (see Sect. 3.1) 

only by about 300 V. The comparison of the model and the 
experiment has only been done for homogeneous conditions 
of the bulk plasma. 
- An electrode sheath could only be detected in the cathode 
region. During the ignition phase a bright layer of about 
100 gm width develops in front of the cathode. This layer is 
most likely caused by a region of enhanced electrical field 
at the cathode surface comparable to the cathode fall of low- 
pressure glow discharges. In low-pressure glow discharges 
the cathode-fall voltage of some 100 V may take a significant 
part of the overall discharge voltage as the electrical field in 
the positive column is typically very small (some V/cm). In 
this high-pressure glow discharge the reduced electrical field 
E / N  is about the same as in low-pressure glow discharges 
but due to the high pressure the voltage drop in the positive 
column (bulk plasma) is much higher than the cathode-fall 
voltage. 

In order to assure the validity of the 0-dimensional assump- 
tion of the model, the cathode fall has either to be known to 
take a negligible part of the overall discharge voltage or it 
has to be measured and then included in the model as an ad- 
ditional term to the discharge voltage. In our case we found 
that during the quasi-steady state phase the cathode-fall volt- 
age only takes a negligible part of the discharge voltage and 
has therefore not been been taken into account in our model 
calculations. 

1.2 Cathode-Fall Voltage 

The extension of the bright luminious region in front of 
the cathode is only about 100 gm. We therefore assume 
the extension of the cathode fall region to be negligible in 
comparison with the electrode gap. The discharge voltage 
UDi s can then be written as a sum of the cathode fall voltage 
U~ and the voltage of the bulk plasma U b = Ebd according 
to UDis(d ) = U c +Ebd, where E b is the electrical field of the 
bulk plasma and d the electrode gap. Keeping E b constant, 
the cathode-fall voltage U c = [dlUDis(d2)-d2UDis(dl)]/(d I -  
d2) can be obtained by measuring the discharge voltages at 
two different electrode gaps d 1 and d 2. 

It is essential that the other discharge parameters remain 
unchanged while changing the electrode gap. Thus, in order 
to keep E b constant while changing the electrode gap, the 
applied voltage and the current-limiting resistor, accordingly, 
(to keep the current density constant) have to be changed. 

Another way to obtain information about the cathode-fall 
voltage is to insert a thin electrically floating electrode be- 
tween the cathode and the anode. If the thickness of the foil 
is negligible (e.g. 50 gm) in comparison with the electrode 
gap, we thereby add another cathode and anode fall to the 
discharge while keeping all the other discharge parameters 
constant. The use of an aluminium foil as an additional elec- 
trode changes the preionization electron density behind this 
electrode by less than 1%. Pictures taken with this config- 
uration show no discharge constrictions below or above the 
foil. Therefore, one has the same boundary condition as on 
the proper electrodes and an additional cathode and anode 
fall are inserted. If the anode fall voltage is much smaller 
than the cathode-fall voltage, the difference of the discharge 
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voltages measured with and without the foil gives the cath- 
ode fall voltage. The virtual decrease of tile electrode gap by 
inserting a conducting foil in-between the electrodes has an 
insignificant influence on the discharge voltage as the elec- 
trical field in the discharge is of the order of 2000 V/cm (i.e. 
10 V/50 btm). 

Whereas the former method requires the exact measure- 
ment of the electrode gap as well as of the discharge voltage, 
the latter one only requires exact data of the discharge volt- 
age because the electrode gap remains unchanged. Therefore, 
the error of the latter method (about 300 V) is smaller than 
that of the former one (about 600 V). With both methods the 
measurements gave a cathode fall voltage of a few hundred 
volts at standard discharge conditions. A similar result has 
already been found by Cavenor and Meyer [17] for high- 
pressure glow discharges in hydrogen. First model calcula- 
tions for a XeC1 discharge have been published by Belasri et 
al. [18]. The predicted cathode-fall voltage depends strongly 
on the secondary electron emission coefficient 7. Even if 
7 = 0.1 one gets a value (1300V) much larger than our 
measured cathode fall voltage. 

Since the discharge current constricts faster when the 
electrode gap is shortened, a variation of the electrode gap 
can only give information about the cathode fall voltage 
during early discharge phases when the influence of the 
constriction on the discharge voltage is significantly less 
than the cathode fall voltage, i.e. in the first 20-30 ns of 
the quasi-steady-state phase (see Sect. 3ol). 
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temporal evolution of the isotropic distribution function and 
thus of the macroscopic quantities electron density, mean 
electron energy, electron mobility, and the various rate co- 
efficients for the electron-heavy-particle collision processes 
coupling the electron kinetics back to the heavy-particle ki- 
netics and the electrical circuit. 

The nonstationary treatment of the Boltzmann equation of 
the electrons is based on the conventional two-term approx- 
imation of the velocity distribution and a quasi-stationary 
description of the anisotropic part of the distribution. The 
validity of both approximations has been proved in [9]. The 
Boltzmann equation takes into account elastic collisions, ex- 
citation, dissociation, ionization, attachment, and recombina- 
tion as well as second-kind collisions and electron-electron 
interaction. The electron energy grid is made up of 1000 
equidistant intervals with the boundaries 0 and Uo~. The 
upper energy limit Uoois adjusted according to the instan- 
taneous situation during the temporal evolution of the dis- 
charge. The initial distribution is taken to be a Maxwellian 
with a mean electron energy equivalent to the gas tempera- 
ture of 293 K. 

Due to its modular structure the numerical model can eas- 
ily be changed to different homogeneous discharge config- 
urations and (within the validity limits of the nonstationary 
electron Boltzmann equation treatment) to other gas mix- 
tures. 

2.2 Reaction Kinetic Model 

2 Description of the Discharge Model 

The self-consistent model of a preionized discharge-pumped 
excimer-laser plasma in the small volume discharge con- 
figuration consists of the electron Boltzmann equation for 
the determination of the electron kinetics, of the rate equa- 
tion system of the various heavy particles occurring in the 
plasma, and of the equation system for the electrical circuit. 
Since this discharge configuration is not a laser device, the 
resonator equation of the photons in an optical cavity has not 
to be included. The approach of 0-dimensional modelling is 
justified since the object of our experimental investigations 
is a very homogeneous glow discharge. 

2.1 Numerical Model 

The calculations are performed with the self-consistent 
model PINBED consisting of a repetition up to convergence 
for each time step of the successive solution of the coupled 
system of the rate equations for the heavy particles and the 
electrical circuit equations by means of the two-stage method 
of Steihaug and Wolfbrandt, and Scraton [19, 20] on the one 
side and of the nonstationary electron Boltzmann equation 
by means of a very efficient iterative technique on the other 
side. A detailed description of this code is given by Loffha- 
gen and Winkler [8]. The solution of the rate and electrical 
circuit equations yields the temporal evolution of the heavy 
particle densities and the electrical field necessary for the de- 
termination of the electron kinetic quantities. The solution of 
the nonstationary electron Boltzmann equation provides the 

The full set of reactions used for our model calculations of 
Ne/Xe/HC1 plasmas is reported in Table 2. It is based on 
the reaction kinetic model of [13, 14] and is updated tak- 
ing recent literature into account. Thirty-seven heavy par- 
ticle components (Xe, Xe*, Xe**, Xe +, Xe~, Xe +, Ne, 
Ne*, Ne**, Ne +, HCI(v = 0), HCI(v = 1), HCI(v = 2), 
HCI(v = 3), HCI(v = 4), HCI(v = 5), HCI*(B, C), HC1 +, 
C1, CI*, CI**, C1 +, CI- ,  CI*, H, H*(n = 2), H*(n = 3), 
H*(n = 4), H*(n = 5), H*(n = 6), H*(n = 7), H +, H - ,  
XeCI*(B), XeCI(X), Xe2CI*, NeXe +) and the electron are 
necessary to specify the reactions allowing comparisons with 
measurements of discharge voltage, discharge current, and 
various particle number densities. The number of reactions 
relevant to the solution of the nonstationary electron Boltz- 
mann equation amounts to 22 elastic and 89 inelastic colli- 
sion processes dealt with by collision cross sections as well 
as four electron-loss processes by recombination and four 
electron-production processes by detachment and ionization 
for which only rate coefficients are known. These reactions 
are listed at the beginning of Table 2. 

In this paper we concentrate on the comparison of mea- 
sured and calculated discharge voltages and currents. The 
improvements of the ionization and recombination kinetics 
relevant to the determination of the plasma conductivity will 
be discussed in the following. Analogous to [14] the elec- 
tronic manifold of atomic xenon and neon is represented by 
two excited states, defined by a combination of the individ- 
ual (r~ + 1) s and (n + 1)s I levels or the individual (n + 1)p 
and (rz+ 1)p I levels with the statistical weights of 12 and 36, 
respectively, where n = 5 for xenon and n = 2 for neon. It 
is expected that a more sophisticated model of the excited 
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Table 2. Reactions, collision cross sections, and rate coefficients used for our model calculations. The middle column of the electron-collision 
cross section data gives the energy range in eV for which data of  the given reference were used. All rate coefficients are in units of  cm 3 s -~,  
except that for reactions involving three species on the left-hand side the units are cm 6 s -  1. Rates for emission are given in units of  s -  ~ ; T e is the 
electron temperature in eV 

Number  Process Energy range Reference 

Elastic electron collisions 

(1) e + Ne ~ e + Ne 0-2.176 O'Malley,  Crompton [21] 
5-200 Fon, Berrington [22] 

(2) e + Xe --+ e + Xe 0.01-20 Sin Fai Lain [23] 
20-200 Hayashi  [24] 

(3) e + HCI(0) ~ e + HCI(0) 0.01-10 Padia et al. [25] 
10-200 Hammer  [26] 

(4) e + CI ~ e + CI 0-100 Rogoff  et al. [27] 
(5) e + H ~ e + H 0-8.7 Fon et al. [28] 

11-50 Fon et al. [29] 
(6) e + Ne* --+ e + Ne* 0-200 Analogous to (1) 
(7) e + Ne** --+ e + Ne** 0-200 Analogous to (1) 
(8) e + Xe* --+ e + Xe* 0.01-200 Analogous to (2) 
(9) e + Xe** --+ e + Xe** 0.01-200 Analogous to (2) 

(10-14) e + H C l ( v ) - - + e + H C l ( v ) ,  1 < v < 5 0.01-200 Analogous to (3) 
(15) e + CI* -+ e + CI* 0-100 Analogous to (4) 
(16) e + CI** ---, e + CI** 0-100 Analogous to (4) 
(17-22) e + H * ( r 0 - - ~ e + H * ( n ) ,  2 < r~ < 7 0-50  Analogous to (5) 

Electron-collision excitation and superelastic collisions 

(23, 24) Ne + e ~ Ne* + e 16.6-100 Puech, Mizzi [30] 
(25, 26) Ne + e +-+ Ne** + e 18.38-100 Puech, Mizzi [30] 
(27, 28) Ne* + e +-+ Ne** + e  1.76-145 Seaton [31] 

Hyman [32] 
(29, 30) Xe + e + Xe* + e 8.32-100 Puech, Mizzi [30] 
(31, 32) Xe + e + Xe** + e 9.58-100 Puech, Mizzi [30] 
(33, 34) Xe* + e + X e * *  + e  1.14-136 Seaton [31] 

Hyman [32] 
(35, 36) HCI(0) + e ~+ HCI(1) + e 0.33-5 Domcke, Mtindel [33] 
(37, 38) HCI(0) + e +-+ HCI(2) + e 0.67-5 Domcke, Miindel [33] 
(39, 40) HCI(0) + e ~ HCI(3) + e 1.0-5 Domcke, Mtindel [33] 
(41, 42) HCI(0) + e +-+ HCl(4) + e 1.31-5 Domcke [34] 
(43, 44) HCI(0) + e +-, HCI(5) + e 1.61-5 Domcke [34] 
(45) HCI(0) + e +-+ HCI* (A) + e 5.5-11 Davies [35] 
(46) HCI(0) + e +-* HCI* (B, C) + e 9.3-100 Davies [35] 
(47, 48) HCI(1 ) + e ~ HCI(2) + e 0.31-5 Domcke [34] 
(49, 50) HCI(I ) + e +-+ HCI(3) + e 0.64-5 Domcke [34] 
(51, 52) HCI(1) + e +~ HCI(4) + e 0.95-5 Domcke [34] 
(53, 54) HCI(1) + e +-+ HCI(5) + e 1.25-5 Domcke [34] 
(55, 56) HCI(2) + e ~ HCI(3) + e 0.30-5 Domcke [34] 
(57, 58) HCI(2) + e ~ HCI(4) + e 0 . 6 1 3  Domcke [34] 
(59, 60) HCI(2) + e ~ HCI(5) + e 0.91-5 Domcke [34] 
(61, 62) HCl(3) + e ~ HCI(4) + e 0.33-5 Analogous to (35, 36) 
(63, 64) HCI(3) + e ~ HCI(5) + e 0.67-5 Analogous to (37, 38) 
(65, 66) HCI(4) + e ~ HCI(5) + e 0.33-5 Analogous to (35, 36) 
(67, 68) C1 + e ~ CI* + e 8.92-100 Ganas [36] 
(69, 70) C1 + e ~ CI** + e 10.28-100 Ganas [36] 
(71, 72) CI* + e ~  CI** + e  t .0 -136 Estimated 
(73, 74) H + e ~ H * ( 2 ) + e  10.2-12.1 Callaway [37] 

12.2-54 Callaway [38] 
(75, 76) H + e ~ H * ( 3 ) + e  12.1-100 Callaway et al. [39] 
(77, 78) H*(2) + e ~ H* (3) + e 1.89-100 Callaway et al. [39] 
(79, 80) H* (3) + e ~+ H* (4) + e 0.66-50 Vriens, Smeets [40] 
(81, 82) H * ( 4 ) + e + - + H * ( 5 ) + e  0.3-50 Vriens, Smeets [40] 
(83, 84) H*(5) + e +-+ H*(6) + e 0.16-50 Vriens, Smeets [40] 
(85, 86) H* (6) + e ~-+ H* (7) + e 0.1-50 Vriens, Smeets [40] 

Electron-collision ionization and detachment 

(87) Ne + e -~ Ne + + e + e 21.6-200 Wetzel et al. [41] 
(88) Ne* 4- e ~ Ne + ÷ e ÷ e 4 .94-100 Hyman [42] 
(89) Ne** + e ~ Ne + + e + e 3.18-50 Hyman [42] 
(90) Xe + e ~ Xe + + e + e 12.1-140 Wetzel et al. [41 ] 
(91) Xe* + e -+ Xe + + e + e 3.81-100 Hyman [42] 
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Number Process Rate coefficient References 

(92) Xe** + e --+ Xe + + e + e 2.39-100 Hyman 
(93) HCI(0) + e -~ HC1 + + e + e 12.74-100 Davies 
(94) C1 + e -+ CI + + e + e 13-100 Hayes et al. 
(95) CI* + e +-+ C1 + + e + e 4.09-107 Estimated 
(96) CI** + e ~ C1 + + e + e 2.73-107 Estimated 
(97) H + e +-+ H + + e + e 13.6-198 Shah et al. 
(98) H*(2) + e ---+ H + + e + e 3.4-50 Vriens, Smeets 
(99) H*(3) + e -+ H + + e + e 1.5-50 Vriens, Smeets 

(100) H*(4) + e --+ H + + e + e 0.85-50 Vriens, Smeets 
(101) H*(5) + e ---+ H + + e + e 0.54-50 Vriens, Smeets 
(102) H* (6) + e ---+ H + + e + e 0.37-50 Vriens, Smeets 
(103) H* (7) + e -~ H + + e + e 0.27-50 Vriens, Smeets 
(104) CI -  + e -+ C1 + e + e 3.61-100 Massey 

Dissociative electron attachment 

(105) HCI(0) + e -+ H + C1- 
(106) HCI(0) + e --+ H -  + C1 
(107) HCI(1) + e ---+ H + C1- 
(108) HCI(2) + e --, H + C1- 
(109) HCI(3) + e --+ H + C1- 

(110) HCt(4) + e -~ H + C1- 
(111) HCI(5) + e --+ H + C1- 

Penning and associative ionization, associative detachment 

(112) Ne* + X e  ~ Ne + Xe + + e  
(113) Ne* + Xe --+ NeXe + + e 
(114) C1- + H--+HCI(1) + e 
(115) C1- + H --~ HCI(2) + e 

Electron-ion recombination 

(116) NeXe + + e --+ Xe* + Ne 
(117) NeXe + + e --~ Xe** + Ne 
(118) Xe + + e -+  Xe* + X e  
(119) Xe + + e -~ Xe** + Xe 

Dimer-ion formation 

(120) Ne + + Xe + Ne ~ NeXe + + Ne 
(121) Xe + + Ne + Ne ~ NeXe + + Ne 
(122) Xe + + Xe + Ne ~ Xe + + Ne 
(123) Xe + + Xe + Xe -+ Xe~- + Ne 

Charge exchange reactions 

(124) NeXe + + Ne --+ Xe + + Ne + Ne 
(125) NeXe + + Xe --+ Xe + + Ne + Xe 
(126) NeXe + + Xe -+ Xe + + Ne 
(127) Xe + + Ne ~ Xe + + Xe + Ne 
(128) C1 + + Xe --+ Xe + + C1 

Ion-ion recombination (at standard discharge conditions) 

(129) Xe + + C I -  ~ XeCI*(B) 
(130) Xe + + e l -  ~ XeCI*(B) + Xe 
(131) NeXe + + C1- ~ XeCI*(B) + Ne 
(132) HC1 + + CI -  --+ CI~ + H 
(133) C1 + + C1- -+ Cl~ 

Neutral kinetics 

(134) 
(135) 
(136) 
(137) 
(138) 
(139) 
(140) 
(141) 
(142) 
(143) 

Xe* + HCI(0) --+ Xe + C1 + H 
Xe* + HCI(1) ~ XeCl*(B) + H 
Xe* + HCI(2) --+ XeCI* (B) + H 
Xe* + HCI(3) --+ XeCI*(B) + H 
Xe** + HCI(0) ~ XeCI*(B) + H 
Xe** + HCI(0) ---, Xe + C1 + H 
Xe** + HCI(1) ~ XeCI*(B) + H 
Xe** + HCI(2) --+ XeCI* (B) + H 
Xe** + HCI(3) -4 XeCI*(B) + H 
CI~ + Xe ---+ XeCI*(B) + C1 

0.8-2.5 Domcke, Mtindel 
5.6-11 Davies 
0.45-2.5 Domcke, Mtindel 
0.1-2.5 Domcke, Mtindel 
0.0.4 Bardsley, Wahedra 
0 .42 .5  Analogous to (108) 
0-2.5 Analogous to (109) 
0-2.5 Analogous to (109) 

7.5 x 10 11 Neynaber, Tang 
2.3 x 10 -11 Neynaber, Tang 
6.0 x 10 -1° Zwier et al. 
3.6 × 10 - l °  Zwier et al. 

0.66 x 10 7 / ~  

1.54 x 1 0 - V / ~ e e  
0.6 x lO 7 / , / ~  
t.4 × 10 7 / , ~ e  e 

1.0 x 10 -31 

5.0 × 10 -32 
1.0 x 10 -31 

3.6 x 10 -31 

5.0 × 10 -1° 
5.0 × 10 -1° 
5.0 × 10 12 
1.0 × 10 -12  

1.0 × 10 -12  

1.8 x 10 6 
1.8 x 10 -6 
1.8 x 10 -6 
1.0 x 10 -6 
2.0 x 10 6 

5.6 x 10 -1° 
2.0 x 10 -1° 
2.0 x 10 - l °  
2.0 x 10 -1° 
4.2 x 10 -1° 
3.8 x 10 -1° 
8.0 x 10 -1° 
8.0 X 10 -10 
8.0 x 10 -1° 
1.55 x 10 -1° 

[42] 
[35] 
[43] 

[44] 
[401 
[40] 
[40] 
[40] 
[40] 
[40] 
[45] 

[33] 
[35] 
[33] 
[331 
[46] 

[47] 
[47] 
[48] 
[481 

Flannery, Yang [54] 
Flannery, Yang [54] 
Hokazono et al. [55] 
Kannari et al. [51] 
Levin et al. [50] 

Velazco et al. [56] 
Chang [57] 
Kannari et al. [51] 
Kannari et al. [51] 
Ku, Setser [58] 
Ku, Setser [58] 
Analogous to (138, 139) 
Analogous to (140) 
Analogous to (140) 
Analogous to F~ in Huestis et al. [59] 

Kannari et al. [51] 
Levin et al. [50] 
Levin et al. [50] 
Estimted 
Levin et al. [50] 

Levin et al. [50] 
Kannari et al. [51] 
Maeda et al. [52] 
Gorse [53] 

Hammer x 0.3 [10] 
Hammer x 0.7 [10] 
Bardsley, Biondi × 0.3 [49] 
Bardsley, Biondi x 0.7 [49] 
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Table 2 (continued) 

H. Ltick et al. 

Number Process Energy range Reference 

(144) Ne** 4, Ne---+ Ne* 4, Ne 3.0 × 10-12 Kannari et al. 
(145) Xe* + Xe + Ne -+ Xe~ + Ne 1.6 × 10 .32 Levin et al. 
(146) Xe* + Xe + Xe --~ Xe~ + Xe 8.0 × 10 .32 Hokazono et al. 
(147) Xe** + Ne ~ Xe* + Ne 2.5 × 10-13 Xu, Setser 
(147) Xe** + Xe ~ Xe* 4, Xe 1.1 × 10-13 Xu, Setser 
(149) CI* + X e ~ C I + X e *  1.0 × 10 10 Kannari et al. 
(150) CI* + HCI(0) ~ CI~ + H 5.0 × 10 - l °  Johnson et al. 
( 151) H + C1 + Ne ---+ HCI(0) + Ne 1.1 × 10- 33 Bruzzese 

Electron quenching reactions 

(152) XeCI*(B) + e ~ Xe + C1 + e 
(153) XeCI(X) 4, e ---, Xe 4- C1 4, e 
(154) XezCI* 4- e ~ Xe 4. Xe 4. C1 4, e 
(155) CI~ + e - + C l +  Cl4.e  

Neutral quenching reactions 

(156) XeCI* (B) + Ne ~ Xe + C1 + Ne 
(157) XeCI* (B) 4, Xe ---+ Xe + C14- Xe 
(158) XeCI* (B) + HCI(0) ---, Xe + C1 + HCI(0) 
(159) XeCI*(B) + HCI(1) ~ Xe + C1 + HCI(1) 
(160) XeCI* (B) + HCI(2) -+ Xe + C1 + HCI(2) 
(161) XeCI* (B) + HCI(3) --, Xe + C1 + HCI(3) 
(162) XeCI* (B) + C1 ---, Xe 4. C1 4, C1 
(163) XeCI* (B) + Ne + Ne --, Xe 4, C1 4. Ne 4- Ne 
(164) XeCI* (B) 4. Ne + Xe ---+ X%CI* 4- Ne 
(165) XeCI*(B) + Xe 4- Xe ---, Xe2CI* 4, Xe 
(166) XeCI(X) + Ne ---, Xe + C1 + Ne 
(167) XezCI* 4, HCI(0) -+ Xe 4, Xe 4, C1 + HCI(0) 
(168) HCI(1) + Ne ---, HCI(0) + Ne 
(169) HCI(1) + HCI(0) ~ HCI(0) 4. HCI(0) 
(170) H*(2) + Ne ~ H + Ne 

Spontaneous emission 

(171) XeCI*(B) ---+ XeCI(X) + hu 
(172) Xe2CI* ~ Xe + Xe + CI + hr, 
(173) Ne** --+ Ne* + hu 
(174) Xe** --+ Xe* + hu 
(175) Xe~ ~ Xe + Xe + hr, 
(176) CI** ~ CI* + hu 
(177) CI~ -+ C1 + e l  + hu 
(178) H*(3) ~ H*(2) 4. hu 
(179) U*(4) --, H*(3) 4. he, 
(180) H*(5) ---+ H*(4) ÷ hu 
(181) H*(6) ~ H*(5) 4, hu 
(182) H*(7) ~ H*(6) 4, hu 

[511 
[50] 
[551 
[60[ 
[60] 
[51] 
[61] 
[621 

3.2 × 10 8 Hammer [i0] 
7.0 × 10 .8 Wang [63] 
2.0 × 10 .8  Johnson et al. [61] 
2.0 × 10 .8  Johnson et al. [61] 

7.6 × 10 -13 Quifiones et al. [64] 
5.0 × 10 -13 Quifiones et al. [64] 
7.7 × 10 10 Levin et al. [50] 
7.7 × 10 10 Levin et al. [50] 
7.7 × 10 10 Levin et ai. [50] 
7.7 x 10 10 Levin et al. [50] 
8.0 × 10 - l °  Johnson et al. [61] 
1.0 x 10 33 Finn et al. [65] 
6.0 × 10 31 Quifiones et al. [64] 
1.3 x 10 .3o Quifiones et al. [64] 
3.04 × 10 -12 Hammer [10] 
8.0 x 10 10 Johnson et al. [61] 
6.2 x 10 -17 Gorse [53] 
2.7 × 10 -14 Gross, Bott [66] 
1.0 × 10 -1° Estimated 

9.09 x 107 Hay, Dunning [67] 
7.4 × 106 Johnson et al. [61] 
4.7 × 107 Wiese et al. [68] 
3.62 × 107 Aymm, Coulombe [69] 
6.0 × 107 Levin et al. [50] 
2.15 × 107 Wiese et al. [71] 
1.0 × 108 Diegelmann et al. [70] 
4.41 × 10 v Wiese et al. [68] 
8.99 × 106 Wiese et al. [68] 
2.70 × 106 Wiese et al. [68] 
1.03 × 106 Wiese et al. [68] 
4.56 × 105 Wiese et al. [68] 

states wil l  no t  in f luence  the ion iza t ion  k ine t ics  s ignif icant ly .  
Dur ing  the  T o w n s e n d  phase  (Sect.  3.1) the  e f fec t ive  ioniza-  
t ion depends  on  the  total  exc i ta t ion  and  the  d i rec t  ion iza t ion  

cross  sect ions .  The  e lec t ron  col l i s ion  exc i t a t ion  cross  sec- 
t ions of  the l ower  exc i ted  s tates  (Xe* and  Ne*)  resul t  f rom 
the  sum of  the (r~ + 1 ) s  and  (r~ + 1 ) s  ~ exc i ta t ion  cross  sec- 
t ions  ob ta ined  by  P u e c h  and  Mizz i  [30]. In order  to take 
into accoun t  a cor rec t  p o w e r  Joss due  to e lec t ron-co l l i s ion  
exc i t a t ion  o f  x e n o n  and  n e o n  and  thus the  sens i t iv i ty  of  the  
T o w n s e n d  ion iza t ion  coeff ic ient  to the  exci ta t ion,  the  cross  
sect ions  o f  the  upper  exc i ted  states (Xe**  and  Ne**)  are 
d e t e r m i n e d  by  subs t rac t ing  the  cross  sect ions  of  the  lower  
states f rom the  total  exc i t a t ion  cross  sec t ions  of  Puech  and  
Mizz i  [30]. In  our  new  k ine t ic  m o d e l  the  ion iza t ion  cross  
sect ions  o f  x e n o n  and  n e o n  g iven  by  Rapp  and  Eng lande r -  
G o l d e n  [72] have  b e e n  rep laced  by  the  cross  sec t ions  re- 
cent ly  m e a s u r e d  by  Wetze l  et  al. [41]. 

W h e n  mode l l i ng  X e C l - l a s e r  p lasmas ,  the  reac t ions  of  
e lec t rons  wi th  HC1 are ve ry  impor tan t .  In  our  k ine t ic  m o d e l  

we inc lude  five v ib ra t iona l ly  exci ted  states of  HC1 in addi-  
t ion to the g round  state. The  e lec t ron  col l i s ion  v ib ra t iona l  
exc i ta t ion  o f  HCI(v)  wi th  v = 0 - 5  has  been  i m p r o v e d  us- 
ing theore t i ca l ly  ca lcu la ted  cross sec t ions  by  D o m c k e  and  
Mi inde l  [33] and  by  D o m c k e  [34]. The  lat ter  c ross - sec t ion  
data  [34] have  b e e n  ca lcu la ted  wi th  the  same  m o d e l  [33] 
and  reduce  the  uncer ta in t ies  in  the  s tepwise  HC1 v ibra t iona l  
exc i ta t ion  k ine t ics  of  the  p rev ious  k ine t ic  mode l  [13, 14]. 
Fur the rmore ,  e lec t ron ic  exc i ta t ions  and  ion iza t ion  of  HC1 
have  b e e n  added  to the model .  We  use  the  e lec t ron-co l l i s ion  
cross  sect ions  g iven  by  Davies  [35] w i th  the exc i t a t ion  to 
the  H C I * ( A )  state be ing  t rea ted  as direct  d issocia t ion .  The  
cross  sect ions  for  d i ssoc ia t ive  a t t a c h m e n t  of'  e lec t rons  by  
HCI(v)  wi th  v = 0, 1, 2 have  been  t aken  f rom D o m c k e  and  
Mt inde l  [33], whi le  those  for  v > 2 have  b e e n  pu t  equal  to 
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HCI(v = 2) for energies higher than 0.4 eV in combination 
with the cross sections calculated by Bardsley and Wadehra 
[46] for HCI(v = 3). The dissociative electron attachment of  
HCI(v = 0) resulting in H -  and C1 has as well been taken 
into account by use of the cross sections obtained by Davies 
[35]. 

The electron kinetics is predominantly determined by di- 
rect and multistep ionization of Xe and dissociative electron 
attachment of HC1. The electron collision processes of chlo- 
rine and hydrogen and their excited states can be neglected 
with regard to the ionization and recombination kinetics. A 
detailed discussion of the electron collision cross sections 
used for chlorine and hydrogen will be given in a subse- 
quent paper [15] dealing with the comparison of calculated 
and spectroscopically measured number densities of various 
heavy-particle components. A complete list of  the numeri- 
cal values actually used is given in [73] and is available on 
request. 

The ionization kinetics of the excited states of 
xenon is strongly influenced by the quenching reactions 
Xe** + M  -~ Xe* ÷ M  with M : Ne, Xe. Since the 
quenching of Xe(6p(1/2)  1) largely governs the transfer rate 
of the Xe** population to the Xe* levels, especially to 
Xe(6s1(1/2)l),  the rate coefficients for the reactions (147) 
and (148) have been deduced from [60] by statistically 
weighting with a factor of 9[Xe(6p(1/2)l]/9(Xe**) = 1/12. 

In order to give a correct description of the electron 
kinetics at low HC1 pressures we included the molecular 
ions Xe + and NeXe + in our model. The influence of the 
NeXe + ion will be discussed. 

2.3 Model of the Electrical Circuit 

Due to their capability of  temporarily storing and delivering 
energy, inductances and capacities distributed within the 
discharge chamber and the high-voltage feedthrough may 
influence the discharge voltage especially during the ignition 
phase (see Sect. 3.1) when discharge voltage and current 
are changing rapidly. Therefore, a correct model of  the 
discharge has to include an equivalent electrical circuit of  
the discharge chamber. The equivalent electrical circuit and 
the according numerical values are given in Fig. 1. Slight 
changes in CDi s and L 2 with respect to [7] are due to minor 
changes of the electrode geometry. The comparison of the 

RpF N Lp Rcuso 4 L 1 

UpFN(t ~ 12 l I~~ 
z Cp 01 

TP 

L2 

"C~ 

CDis 

k- 
RDis 

Rshu 

Fig. 1. Equivalent electrical circuit of the discharge chamber. C = 
8 pF, C 1 = 21 pF, C 2 = 3 pF, CDi ~ = 2.6 pF (at standard conditions), 
Lp = 70 nil, L 1 = 15 nil, L 2 = 17 nil, Rpv N = 50 [2, Rcuso 4 = 48 ~, 
RSh u : 83  m ~ ,  UpFN@ ) : voltage of the pulse generator. TP marks 
the point where the voltage is measured. L 2 dI/dt is a small correction 
which is taken into account 
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Fig. 2. Discharge voltage and current at standard discharge conditions. 
The different discharge phases defined in Sect. 3.1 are indicated 

measured response to a fast rising high-voltage pulse with 
the calculated one based on this equivalent circuit shows 
good agreement. 

3 Results and Discussion 

3.1 Discharge Voltages 

Voltage measurements were done for a large variety of 
discharge parameters (see Table 3). Figure 2 shows the 
current and voltage traces at standard discharge conditions. 

According to the changes in the dominating reaction 
kinetics, we will define four different discharge phases (as 
indicated in Fig. 2). The Townsend phase is the beginning of 
the discharge evolution when space charges in the cathode 
region are unimportant and when all the processes can 
be described by E/N-dependent rate coefficients as the 
number densities of secondary species generated during the 
temporal evolution of the discharge are still small. This 
phase ends when the discharge current density reaches some 
A/cm 2. During the ignition phase the discharge voltage falls 
off rapidly because the fast rising current causes a large 
voltage drop at the impedance of the pulse generator and 
the current-limiting resistor. The Quasi-Steady-State (QSS) 
phase begins with the stabilization of the discharge voltage 
and current and ends with the applied voltage pulse when 
the recombination phase begins. 

Table 3. Discharge parameters for which voltage measurements were 
done 

Quantities changed Parameter range 

HC1 partial pressure 
Charging voltage UCh 
Xe partial pressure 
Neon buffer gas pressure 
Discharge cross section 
Preionization electron density 
He and Ar as buffer gases 

0-10 mbar 
12.5-30 kV 
50-1000 mbar 
0.3-10 bar 
circular, 5-10 mm 
108 - 1.3 x 109/cm 3 
1-3 bar 
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Fig. 3. Discharge voltage at different partial pressures of HCI. Pxe = 
75 mbar, total gas pressure P = 3 bar, Uch = 25.9 kV 
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Fig. 4. Discharge voltage at different buffer gas pressures. PHcl = 
5 mbar, Pxe = 75 mbar, Uch = 25.9 kV 

The most sensitive check of the reaction kinetics used 
in the model calculations is given by the discharge voltage 
UDi s. Characteristic data to be compared are the breakdown 
delay time r (Fig. 2) and the discharge voltage during the 
QSS phase. 

As current and voltage are correlated via the impedance 
of the pulse-forming network and the current-limiting re- 
sistor [7], we will only display the voltage traces in the 
following figures. 

The comparison of the discharge voltages of experiment 
and numerical model for different HC1 contents, buffer 
gas pressures, and applied voltages (and therefore different 
current densities as well) is shown in Figs. 3, 4, and 5, 
respectively. The measured voltages are well reproduced by 
the model calculations during the QSS phase whereas there 
is a significant difference in the breakdown delay times. 

During the Townsend phase the electron production is 
predominated by the direct ionization of Xe, while the main 
electron loss is by dissociative electron attachment of HC1 
molecules in the vibrational ground state HCI(v = 0). As 
the discharge voltage and thus the electrical field rises, the 
ionization very soon exceeds the attachment and the electron 
density increases. When the electron density and, therefore, 
the current have become large enough, the voltage falls off. 

H. LOck et al. 
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Fig. 5. Discharge voltage at different charging voltages Uch. PHCl = 
5 mbar, PXe = 75 mbar, PNe = 2920 mbar 

Due to the rising electron density, the number densi- 
ties of the excited states of xenon atoms and of the vibra- 
tionally excited HC1 molecules HCI(v > 0) increase causing 
a change in the ionization and recombination kinetics and 
thereby defining the beginning of the ignition phase. From 
now on the ionization of Xe** and, to a lesser extent, that of 
Xe* become the leading processes for the electron produc- 
tion. At the beginning of the ignition phase HCI(v = 0) still 
dominates the electron loss since HCI(v > 0) is not yet sig- 
nificantly populated. With the increasing number densities of 
HCI(v > 0) the dissociative electron attachment increases as 
well and the discharge voltage rises. The precise timing of 
the counteracting increasing ionization processes and more 
slowly increasing attachment (and recombination) processes 
in the model shows itself in the reproduction of the voltage 
minimum. 

During the QSS phase ionization and recombination 
nearly balance each other. The electron loss is dominatecl 
by HCl(v = 2) and HCl(v = 1), while the influence of 
HCl(v = 3) slowly increases during the QSS phase and 
becomes important in the late QSS phase only. In contrast 
to [12, 74] we found HCI(v > 3) to have no significant 
influence on the reaction kinetics as the voltage pulses of our 
experimental setup have a duration of less than 100 ns. This 
result holds even if the electronic excitation of HCI(v > 0) 
to HCl*(A) and HCl*(/3, C) with the electron collision 
cross sections derived in accordance with Longo et al. [75], 
the vibration-translation processes of HCI(v > 1) with H, 
Cl, and HCI(0), and the vibration-vibration processes of 
HCl(v _> 1) are taken into account, using the rate coefficients 
reported in [66] for the latter. 

In agreement with [12, 76] and in contrast to [9, 77], our 
investigations show that NeXe + (as well as Xe +) is of minor 
importance in discharges containing HCl. In HCl-free dis- 
charges the ionization is balanced by electron recombination 
with these molecular ions. 

The proper choice of the quenching rate coefficients for 
Xe** + M -+ Xe* + M with M = Ne, Xe is important for 
the description of the ionization kinetics. The reproduction 
of the voltage minimum and the discharge voltage during the 
QSS phase for the various discharge conditions could only 
be achieved with the rate coefficients used in our kinetic 
model. 
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3.2 Breakdown Delay Times 

The lack in the reproduction of the measured breakdown de- 
lay times by the model cannot be explained by experimental 
inaccuracies in the measurement of the partial gas pressures, 
the gas temperature, the discharge voltage, the electrode gap, 
the preionization electron density, the discharge cross sec- 
tion, or the gas pollution. The electron--electron interaction 
as well as superelastic collisions where found to have no 
significant influence on the breakdown delay times because 
the electron density and the densities of the excited atoms 
and molecules are too small during the Townsend phase and 
at the beginning of the ignition phase. 

The discrepancy in the breakdown delay times can be 
explained in two different ways. 

1. An assumed cathode fall would reduce the electrical field 
and the ionization frequency in the bulk plasma and thus 
enhance the breakdown delay time. A constant cathode-fall 
voltage during the whole Townsend phase and the begin- 
ning of the ignition phase of some hundred volts according 
to the limits of the cathode-fall voltage measured at the be- 
ginning of the QSS phase (see Sect. 1.2) does not reproduce 
the measured breakdown delays. Agreement between exper- 
iment and model can be achieved by increasing the assumed 
cathode-fall voltage to about 3 kV. Such a cathode-fall volt- 
age would lead to a significantly prolonged breakdown delay 
time when the electrode gap is reduced~ which could not be 
observed experimentally. Additionally, it is evident that dur- 
ing the Townsend phase (as the name says) the cathode fall 
has not yet developed because the space-charge density in 
the cathode region is still too small. We can therefore con- 
clude that the inconsistency in the breakdown delay times is 
not due to a constant cathode fall. Cathode-fall voltages of 
the order of 104 V that exist for a short time of about 3 ns, 
i.e. only during a part of the ignition phase, would explain 
the discrepancy between experiment and model and do not 
contradict the experimentally observed fact that the break- 
down delay time remains constant, when the electrode gap 
and the applied voltage, accordingly, are reduced. 

2. In the kinetic model the manifold of the Xe levels is 
represented by the ground state (Xe), two excited states 
(Xe*, Xe**), and the ion (Xe+), as described in Sect. 2.2. 
An increase of the electron excitation of Xe (Xe + e -+ 
Xe* 4- e and Xe 4- e ---+ Xe** 4- e with threshold energies 
of 8.32 eV and 9.58 eV, respectively) leads to a diminution 
of the high-energy part of the electron energy-distribution 
function as these electrons are consumed by the excitation 
of Xe. Therefore, the amount of electrons available for direct 
ionization of Xe will decrease, if the electron excitation 
cross sections (Xe + e --+ Xe*,** + e) are enhanced. 
Enlarging the cross sections by about 25% above the values 
given in literature [30], which within the experimental 
error bounds, reduces the ionization frequency and thereby 
increases the breakdown delay time by the right amount 
to obtain agreement between experimental and theoretical 
voltage traces (Figs. 6, 7). At the same time it do not 
influence the good reproduction of the discharge voltage 
during the QSS phase. This agreement has shown to be 
valid within a wide range of discharge parameters not only 
in Ne/Xe/I-IC1 discharges, but in He/Xe/HC1 discharges as 
well. 
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Fig. 6. Discharge voltage at different buffer gas pressures with en- 
hanced excitation cross sections for the model calculations. Discharge 
parameters as in Fig. 4 
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hanced excitation cross sections for the model calculations. Discharge 
parameters as in Fig. 5 

As two possible causes can account for the observed break- 
down delay times, further experiments will have to show in 
how far each of the two contributes to the overall effect. 

4 Conclusions 

A new 0-dimensional model of transient high-pressure glow 
discharges has been developed. Its essential features are an 
improved code solving the nonstationary electron Boltzmann 
equation with an energy grid which has 1000 grid points 
and an updated set of reactions and electron-collision cross 
sections using the most recent literature. The predictions 
of the model have been checked by measuring the voltage 
drop in a special, very homogeneous discharge. From the 
experiment an upper limit of the cathode-fall voltage in the 
ignited discharge has been deduced. Using slightly enhanced 
cross sections for the total electron-collision excitation of 
xenon we could reach excellent agreement of experiment 
and model in a large field of parameters. This enhancement 
is necessary to reproduce the measured breakdown delay 
times. The necessary increase of the breakdown delay times 
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of  the model  can also be explained by the assumption of  
a very short ( ~ 3  ns), very high ( ~  10 kV) transient cathode 
fall during the igni t ion of  the discharge. We recommend  to 
use the reaction kinetics with the enhanced cross sections 
as a reference kinetics when  deriving simplified kinetics for 
mul t id imens iona l  models.  
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