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This letter evaluates potential benefits of combining human speech recognition~HSR! and automatic
speech recognition by building a joint model of an automatic phone recognizer~APR! and a
computational model of HSR,viz., Shortlist@Norris, Cognition52, 189–234~1994!#. Experiments
based on ‘‘real-life’’ speech highlight critical limitations posed by some of the simplifying
assumptions made in models of human speech recognition. These limitations could be overcome by
avoiding hard phone decisions at the output side of the APR, and by using a match between the input
and the internal lexicon that flexibly copes with deviations from canonical phonemic
representations. ©2003 Acoustical Society of America.@DOI: 10.1121/1.1624065#
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I. INTRODUCTION

In this letter, we address speech recognition by makin
bridge between two disciplines that have little overlap w
respect to theoretical framework and experimental pa
digms. One discipline is automatic speech recognit
~ASR!, which studies the automatic transformation of
speech signal into a sequence of discrete ‘‘recognition
kens’’ ~commonly words!. The main goal in ASR research
to minimize the number of recognition errors on a cert
test set under specific testing conditions. The second d
pline is the area of human speech recognition~HSR!. In
HSR, the conversion from an acoustic signal to~a string of!
words is studied with a focus on understanding the psyc
logical processes underlying human word recognition, e
the word perception processper se.

In HSR experiments, the usual stimuli are carefully sp
ken utterances recorded in noiseless environments. On
basis of theories of HSR, several computational models h
been developed to simulate data from experiments on hu
speech perception. These models compute word activat
as the input unfolds over time, where activation can be
lated to the speed and accuracy with which human listen
can recognize words. However, the existing computatio
models of HSR model only parts of the human speech
ognition process. Typically, one of the missing parts is
module that converts the acoustic speech signal into a re
sentation that forms an appropriate input for the mod
which almost invariably assume some kind ofsymbolicrep-
resentation of the speech signal.

a!Earlier results and parts of the research presented in this article are
lished in the Proceedings of the ISCA Tutorial and Research Worksho
Pronunciation Modeling and Lexicon Adaptation for Spoken Langu
Technology, Estes Park, Colorado, 2002, and in the proceedings of th
International Conference on Spoken Language Processing, Denver,
rado, USA, 2002.

b!Electronic mail: o.scharenborg@let.kun.nl
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Most experimental studies of HSR are based on r
speech; however, in the last few years, the focus is shif
towards~more! spontaneous speech. Much more than re
speech, spontaneous speech is affected by articulatory
cesses such as assimilation and reduction. Since listener
sensitive to this type of subtle subphonemic informati
~e.g., Gow, 2002; see Cutler, 1998, for an overview!, and to
durational differences in the input~Davis et al., 2002!, HSR
models are now challenged to address the question of
the speech signal is mapped onto lexical representation
more detail. This is an area where established techniq
from ASR could be useful in informing future researc
Nearey~2001! suggests combining dynamic pattern recog
tion techniques from ASR with HSR models in order to
able to use ‘‘detailed phonetic models@...# as front ends for
reasonable models of lexical access.’’ Nearey doubts that
isting HSR models ‘‘will work as advertised when attach
to real phonetic transduction systems.’’

The present letter presents the results of experime
that put Nearey’s conjecture to the test by attempting
make a bridge between the two research areas by studyi
combined ASR–HSR model~henceforth referred to as ‘‘join
model’’! that can be regarded as an end-to-end mode
human speech recognition. The input for the computatio
model of HSR is provided by an automatic phone recogni
~APR!. This HSR model is tested with input consisting
extemporaneous, ‘‘real-life’’ speech.

II. THE JOINT MODEL

The proposed joint model is a first step in the develo
ment of an end-to-end model of HSR. From the availa
computational models for human word recognition, we ha
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chosen Shortlist~Norris, 1994! to use in the joint model,
because it has been successfully applied to a wide rang
data from studies of HSR.

The joint model works as follows. The APR decodes
speech signal into a sequence of phone symbols; Sho
takes this sequence as input and generates a sorted wor
These processes are discussed in more detail below.

A. Automatic phone recognizer „APR…

For the APR, we trained 36 context-independent~hidden
Markov! phone models, one silence model, one model
hesitations such as ‘‘uh,’’ and one noise model~Scharenborg
et al., 2002a!. The APR decoding is based on a phone lo
with optional silence preceding and following each pho
and is guided by a phone bigram. The APR output is a pu
phonemic representation of the acoustic signal—with
word boundaries.

B. Shortlist

In its present implementation, Shortlist itself is a tw
stage model. In the first stage, the input~i.e., a sequence o
phone symbols! is processed from left to right and an e
haustive search of the internal lexicon yields a shortlist
word candidates~max. 30 per phone position1! that roughly
match the phonemic input processed so far. The ‘‘activatio
of the words in the short list is determined by the ‘‘degree
fit’’ between the phones in the input and the string of phon
specified in Shortlist’s internal lexicon. For each phone in
input that matches the lexicon representation of a word,
word’s activation is increased by 1; otherwise, the activat
is reduced by the mismatch parameter~default value is 3!. In
the second stage—the competition stage—the candidate
the shortlist enter into a network where time-overlapp
candidates compete with each other. The output consists~a
sequence of! the most activated word~s!.

III. MATERIAL

A. Acoustic data

For training the APR, data from a Dutch telephone c
pus ~the Dutch Directory Assistance Corpus, DDAC! were
used~Sturmet al., 2000!. DDAC contains telephone calls t
the Dutch 118 Directory Assistance service. Most utteran
consist of either one Dutch city name or ‘‘ik weet het nie
~‘‘I don’t know’’ ! pronounced in isolation. Others may als
contain disfluencies and longer connected speech fragm
From this corpus, an independent test set~DDAC-test! of
10 510 utterances comprising 11 523 words was selected

B. Lexicons

The baselinelexicon of Shortlist consists of 2392 cit
names and ‘‘ik weet het niet’’~‘‘I don’t know’’ !. For each
word in the lexicon, one unique ‘‘canonical’’ phonemic re
resentation was available.

The psycholinguistic theory underlying Shortlist mak
no claim about the manner in which humans cope with p
nunciation variation. Specifically, there is nothing in t
theory that promotes the exclusive use of citation forms
J. Acoust. Soc. Am., Vol. 114, No. 6, Pt. 1, Dec. 2003
of

ist
list.

r

p
,
ly
t

f

’’
f
s
e
e

n

in

-

s

ts.

-

n

the mental lexicon. Therefore, in order to deal with pronu
ciation variation, we created a second lexicon~‘‘ PronVar’’ !
with on average 2.6 pronunciation variants per wo
~Scharenborget al., 2002a!.

IV. EXPERIMENT I: BASELINE

We investigated the performance of the joint model in
baseline experiment using the baseline lexicon. The input
Shortlist consists of the speech utterances of DDAC-
transcribed by the APR. The parameter settings of Shor
are identical to those used in Norris~1994!. The ‘‘perfor-
mance’’ of the joint model was tested in terms of the AS
benchmarking method of recognition errors, rather than
the psycholinguistic benchmark of similarity to human pe
formance. Thus, the performance measure in this stud
word accuracy: the percentage of utterances for which
reference words~in DDAC-test! receive the highest activa
tion value at the output of Shortlist.

With an accuracy of 23.5%, the performance of the jo
model in this baseline experiment appears to be quite p
Since the performance of Shortlist oncanonicalphone rep-
resentations is close to 100%, this result shows that rec
nizing real-life speech is more difficult than recognizin
‘‘perfect’’ phonemic transcriptions. An error analysis revea
that the model has great difficulty in dealing with reduc
forms: the APR output mostly comprises fewer~and some-
times also different! phones than the canonical representat
stored in Shortlist’s lexicon.

Two follow-up experiments were carried out. The aim
the experiments was to study the possible improvemen
the joint model’s baseline performance using two strateg
using a lexicon that accounts for pronunciation variation~ex-
periment II!, and adjusting the value of the mismatch para
eter in Shortlist~experiment III!.

V. EXPERIMENT II: ACCOUNTING FOR
PRONUNCIATION VARIATION

The second experiment is identical to experiment I, e
cept that the PronVar lexicon~including pronunciation varia-
tions! was used. Using PronVar, Shortlist’s performance a
speech recognizer—reported in terms of word accurac
increases substantially with 16.2% absolute to 39.7%.
error analysis reveals that there are few cases where the
rect word is in the shortlist, but that a competitor receive
higher final activation. This finding suggests that, in the c
of noncanonical input, the selection of correct lexical can
dates into the shortlist is problematic. This problem is a
dressed in experiment III.

VI. EXPERIMENT III: ADJUSTING THE MISMATCH
PARAMETER

Listeners are highly sensitive to any mismatch betwe
input phones and the phonological representations of wo
a mismatch of a single phonological feature can eliminate
signs that a word has been activated~e.g., McQueenet al.,
1999!. Because of these findings, Shortlist weights m
matching information much more heavily than matching
formation. However, a high value of the mismatch parame
3033Scharenborg et al.: Letters to the Editor
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could actually impair recognition of real-life speech cons
erably, as even quite small deviations from the expected l
cal representation might make a word unrecognizable.

In experiment III, we investigated the effect of ‘‘cance
ing’’ the mismatch penalty~M! by settingM50.0 in a test
with both lexicons~for a complete account of the exper
ment, see Scharenborget al., 2002b!. Table I shows the re-
sults in terms of the percentage of utterances for which
correct word is present in the shortlist~‘In shortlist’!. In ad-
dition, we report the word accuracy of the joint model on t
word recognition task.

The first row of Table I shows the results of experime
II for reference. As can be seen in Table I, usingM50.0
increases the model’s performance with both lexicons co
pared to the default valueM53.0.

VII. GENERAL DISCUSSION

The aim of the research described in this letter is to bu
and evaluate an end-to-end computational model of HS
based on a joint model of an APR and Shortlist—that ta
acoustic recordings of real-life speech as input. Real-
speech is characterized by pronunciation variation, wh
leads to noncanonical phonemic representations. In orde
study the effects of noncanonical input to Shortlist, we c
ried out three experiments. Experiment I was the base
experiment. In short, experiment II showed that includi
pronunciation variants in the internal lexicon of Shortlist im
proves the ability of the joint model to deal with real-lif
input. Experiment III showed that the combination of a m
match parameter value of 0.0 and the use of the lexi
containing pronunciation variants is best able to deal with
reduced phonemic forms encountered in real-life spee
This combination yields a recognition accuracy of 54.1
which is more than twice the baseline performance.

The experiments show that a straightforward combi
tion of an APR and Shortlist does not yield an end-to-e
model of HSR that can deal satisfactorily with real-life inpu
despite the fact that the APR and Shortlist each perform w
in their own domains. Apparently, one cannot take
granted that a combination of the best models of two si
yields the best overall end-to-end model. Perhaps this is
too surprising, since neither system was designed with
intention of being interfaced with the other. Neverthele
these experiments illustrate the consequences of some o
simplifying assumptions made in Shortlist and other H
models, and show the extent to which these assumpt
need to be revised to produce genuine end-to-end mo

TABLE I. Effect of M53.0 andM50.0 measured in terms of the accura
and the percentage of utterances for which the correct word was prese
the shortlist~% In shortlist!. Two lexicons are used,viz. baseline and Pron-
Var.

Baseline lexicon PronVar lexicon

Mismatch Accuracy~%! In shortlist ~%! Accuracy~%! In shortlist ~%!

3.0 23.5 24.3 39.7 42.3
0.0 32.5 59.5 54.1 76.5
3034 J. Acoust. Soc. Am., Vol. 114, No. 6, Pt. 1, Dec. 2003
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that will be able to deal with the pronunciation variatio
present in spontaneous speech.

One shortcoming of the joint model is that it mak
‘‘hard’’ decisions both at the level of input phones, and in t
goodness-of-fit metric used in the search process. Sho
requires a single string of phone symbols as input. This
plies that the APR is forced to make hard decisions about
segmental representation of the speech signal based on
the acoustic information. Also for HSR~e.g., Gaskellet al.,
1998; McQueenet al., 1999!, data from experiments indicat
that human listeners do not make hard decisions prior
lexical selection. This problem with Shortlist has been a
dressed in the Merge model~Norris et al., 2000!, which is
derived from Shortlist. However, the present implementat
of Merge can handle only very small lexicons. One c
eliminate hard decisions in the input by representing
speech signal as a segment-based lattice containing mu
segment-string hypotheses. The subsequent word searc
activation algorithm should make the final decision whi
phones were present by reranking the activated words or
ing the first best.

The second level of hard decisions involves the wo
search process in Shortlist. This search matches input ph
strings to the phone strings stored in the lexicon in a way t
it is intolerant of deviations from the canonical form o
words. This is exactly the problem highlighted by Near
~2001! and is certainly an area where more flexible patte
matching techniques~such as dynamic programming as com
monly used in ASR! could play an important role in refining
computational HSR models. Of course, the resulting refin
model should still be able to simulate actual data of H
experiments.

An important question to be borne in mind when asse
ing the results of our experiments is whether our conclus
would have been radically different had we been able
drive Shortlist with the output of a human ‘‘phone reco
nizer’’ rather than the APR or with the output of an AP
optimized on the task. Cucchiariniet al. ~2001! showed that
automatically generated transcriptions of read speech
very similar to manual phonetic transcriptions created by
pert phoneticians. Such transcriptions are to a large ex
also noncanonical. Thus, transcriptions created by human
pert transcribers would cause similar problems for H
models. In Scharenborget al. ~2002b!, it is shown that opti-
mizing the APR settings in order to improve the balan
between generating an input phone sequence that is clo
the signal and at the same time meets the input criteria
Shortlist, does not improve the performance of the jo
model. So, while our experiments may not provide a prec
quantitative measure of the extent of the problems faced
Shortlist, the problems are real nonetheless.

Finally, we would like to raise an additional point.2 A
human being is able to identify a nonlexical token as a n
word. However, the joint model is not able to classify a
input as a nonword, since it simply activates the near
known word. Identification of a nonword could be made po
sible by using an activationthreshold: when no lexical token
exceeds the threshold, the system identifies a nonword.
is one topic for further research.

t in
Scharenborg et al.: Letters to the Editor
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VIII. CONCLUSION

This letter describes a coupling of an automatic pho
recognizer and a computational model of human word r
ognition, viz. Shortlist. The coupling helped to identify as
pects of the two components of the joint model that need
be improved in order to build a comprehensive end-to-e
computational model of HSR that is able to deal with re
life speech. One of the future research directions is extend
the representation of the speech signal from a single lin
input phone string to a probabilistic phone graph. This
lows, in a natural way, the postponement of a hard decis
to a point later in the word search process, which we beli
is desirable. A second possibility of improvement lies
changing the current word search in Shortlist into a sea
algorithm based on dynamic programming techniques.
doing so, deviations from the canonical representations
be dealt with in a natural way.
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1The number 30 is arbitrarily chosen; the exact value does not have a
effect on the performance of the model~Norris, 1994!.

2This issue was raised by one of the anonymous reviewers of an ea
version of this letter.
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