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12 1. INTRODUCTION

Proteins are the nano-machines of life. They play key roles in every process in living
cells, and they are one of the four macromolecular building blocks upon which life is built,
together with lipids, polysaccharides, and nucleic acids. The central importance of proteins
for living organisms has already been sensed by their name giver, the Swedish chemist
Berzelius in 1838 — the word protein is derived from Greek πρωτøσ (“protos”), meaning
“the first” or “of primary importance”. The numerous functions of proteins include signal
transmission and reception, process regulation and control, enzymatic catalysis, transport
and storage, and building the cytoskeleton.

The specific function of a protein is intimately linked to its characteristic three-dimensional
structure. The latter is determined by the sequence of amino acids, of which a protein is
build as linear heteropolymer.1 However, the exact relation between the sequence (the
chemical structure) and the “fold” (the three-dimensional structure) is unclear. After
a protein is synthesized from single amino acids, the disordered protein chain arranges
itself to adopt the complex and characteristic three-dimensional structure of the protein,
the “fold” or “native state”. This process, the “protein folding”, can be described as
a complex sequence of moves on a high-dimensional free energy landscape, in which the
native conformation represents a minimum. Due to the high dimensionality of this free
energy landscape, protein folding would take an astronomical amount of time, if a protein
was sampling conformational space randomly. Yet, proteins fold within seconds or less.
This discrepancy, the famous “Levinthal-paradox”,2 suggests that the protein does not
randomly sample all possible conformations, but instead follows a directed search. While
it is now widely accepted that the hydrophobic effect is the main driving force for protein
folding,3 the mechanism of protein folding has puzzled scientists for several decades, and
has, despite significant progress, just recently been named one of the 125 biggest unsolved
problems in science.4

A major reason for the complexity of the protein folding problem lies in the intricate
interaction of the protein with its solvent environment; the thermodynamic stability of the
folded state is a result of the complex interplay of enthalpic and entropic contributions
from protein–protein, protein–solvent, and solvent–solvent interactions. In particular, the
folded state of a protein is only marginally stable under physiological conditions, and
small changes in these conditions can tip the energetic balance and destabilize the folded
state. Since protein folding is a reversible process, destabilization of the folded state leads
to unfolding of the protein. In this process, which is also termed “denaturation”, the
protein looses its characteristic three-dimensional structure and adopts conformations of
the denatured state or unfolded ensemble. Unfolding can be induced by different means, e.g.,
change of temperature or pH, application of high pressure, or the addition of denaturants
— chemical substances that cause protein denaturation.

Denaturants are widely used to study protein folding and stability, and one of the most
commonly used denaturants is urea. Despite its ubiquitous use, however, the molecular
mechanism of urea-induced protein denaturation is not yet understood. Understanding the
interactions betweens denaturants and proteins would not only explain chemical denatura-
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tion, but would also give invaluable insight into protein stability and solvent interactions in
general. Thus, the question how denaturants work at the molecular level, and in particular
how urea works, has received considerable attention during the past 40 years. However,
despite extensive efforts and literature on the subject, no clear picture has emerged yet,
and the situation is still quite controversial. It is the aim of this thesis to advance the
understanding of urea-induced protein denaturation.

The central question about urea-induced protein denaturation is “What are the driving
forces for denaturation?”, or in other words “Why does urea denature proteins?”. Two
basic concepts have guided the investigation of the driving forces of urea-induced protein
denaturation in the past, and still set the framework for ongoing discussions. According
to the first model, urea induces changes in the water structure, which in turn weaken
the hydrophobic effect and thus cause protein denaturation.5,6 In this model of indirect
interactions, two alternative views can be distinguished in which urea is regarded either
to break,5,6 or to enhance7 water structure. The second model, in contrast, attributes the
denaturing effect of urea to direct interactions between urea and the protein.8,9, 10 Also
this model comprises different aspects; either the interaction of urea with polar residues or
the peptide backbone, mainly via hydrogen bonding9 — or hydrophobic interaction with
apolar residues.8

All of these possibilities, and also various combinations thereof, have been suggested as
the primary driving force of denaturation, and are still controversially discussed. While
some recent studies have provided support for the dominance or significant contribution
of indirect effects,11,12,13,14,15,16 this concept has often been rejected or severely criti-
cized,10,17,18 and many recent studies suggest that direct interactions are the cause for
denaturation.19,20,21,22,23,24,25,26,18,27,28,29 Among these, however, the dominance of either
polar interactions21,15,26,16,27,29 or apolar interactions8,30,19,20,22,23,24,25,28 between urea and
the protein is also discussed controversially.

Aside from this central question about the driving forces for denaturation, there are further
open questions — for example “How does urea denature proteins?”. In particular, does
urea actively destabilize the folded state, or rather stabilize the denatured state? Which
intermediate states during folding/unfolding are affected most? Calorimetric studies30

point towards a stabilization of the denatured state. But even with this thermodynamic
picture in mind, the underlying atomistic processes are still unknown.

Related to this issue is the question of denaturation pathways. Are there specific pathways
for unfolding, or is denaturation a more heterogeneous process? Whereas for folding, the
existence of specific pathways or mechanisms follows from the Levinthal-paradox, this is not
obvious for unfolding, since the denatured state comprises a large collection of conformers
rather than one well-defined conformation, and, therefore, is not difficult to “find”.

The structure of denatured proteins is a third topic of particular interest. While it has long
been assumed that denatured proteins are random-coils, recent studies strongly suggest
residual structure in denatured proteins.31,32,33,34,35,36
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Aims and organization of this thesis
This thesis mainly addresses the central question “What are the driving forces for urea-
induced denaturation?”. In particular, “What is the relevance of indirect versus direct
interactions for denaturation?”, and “What is the relevance of polar or hydrophobic in-
teractions between urea and the protein?”. To this end, molecular dynamics simulations
are employed, which shed light on the atomistic details of the interactions and processes
involved. Since protein denaturation proceeds on time scales that are several orders of
magnitude longer than those accessible in state-of-the-art molecular dynamics simulations,
ways beyond the straight-forward simulation of the denaturation process had to be devel-
oped to circumvent this problem.

This thesis is organized as follows. After a brief overview of protein structure and folding
(Chap. 2) and an introduction into molecular dynamics simulations and relevant observ-
ables (Chap. 3), the structure and energetics of aqueous urea solutions are analyzed to
address the relevance of indirect effects via urea-induced changes in the water structure
(Chap. 4). Subsequently, the specific molecular interactions of urea with all 20 amino acids
that build up proteins are investigated in simulations of tripeptides, to address direct in-
teractions and to separate them from effects of sequence of structure (Chap. 5). Motivated
by these results, “Gedankenexperiment”-simulations of the CI2 protein solvated in urea
with modified polarity explore whether polar or apolar contacts are the driving force for
denaturation (Chap. 6). Further, these simulations serve to examine unfolding pathways
and possible residual structure of the denatured state. In Chapter 7, the effect of urea on
partially unfolded structures of the Cold Shock protein Bc-CsP is investigated. In addition
to providing further and independent support for the results of the previous chapter, this
Chapter also addresses the question how urea affects different states of the protein. Chap-
ter 8 concludes the studies about urea-induced protein denaturation by testing the ability
of molecular dynamics simulations and the employed force fields to describe urea-induced
protein denaturation with sufficient accuracy. To this end, microsecond simulations of
the Trp-Cage mini-protein are performed which represent the first successful simulations
of denaturant-induced protein unfolding on experimental time scales. Finally, Chapter 9
aims to put the results obtained for urea into a more general context. To this end, the
molecular interactions of amino acids with urea are compared to those with other dena-
turing or protective osmolytes, and the transferability of the results for urea is discussed.
This Chapter leads naturally to the Conclusions and Outlook Chapter.
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16 2. PROTEIN STRUCTURE, FOLDING, AND UNFOLDING — A BRIEF OVERVIEW

This chapter introduces some basic concepts of protein structure, folding, and denaturation.
Since the main aim here is to provide a background for the study at hand, most topics are
addressed only briefly. For further reading, the reader is referred to common textbooks37,38

or review articles about protein folding and denaturation.39,31,40,41,42,43,44,45,46,47,48,49,50,51,52

A comprehensive account on the history of protein research is given in Ref. 53.

2.1 Protein structure

Proteins can be divided into three main classes. Globular proteins are the most numerous
of cellular proteins. Since they natively occur in the aqueous intracellular environment or
in the plasma, they are generally soluble in water. In terms of function, globular proteins
are the most diverse class, and most regulative and enzymatic functions are performed
by globular proteins. Fibrous proteins usually have a very rigid, often rod-like, structure,
and hence their functions are often related to cellular structure. They are generally not
soluble in water. Membrane proteins occur in lipid membranes, where they typically serve
as channels for ions, water, or other molecules, or as receptors. Because they natively exist
in the hydrophobic environment of the lipid membrane, they are generally not soluble in
water.

Chemically, proteins are linear chains of covalently bonded amino acids. All proteins are
build from the same set of 20 naturally occurring amino acids. Each of these amino acids
consists of two parts — the backbone, which is identical1for all amino acids and links
adjacent amino acids via a peptide bond — and the sidechain, which gives each amino acid
its characteristic physicochemical properties. The sequence of amino acids is encoded in
the genetic information. It unambiguously identifies a protein, and determines its complex
three-dimensional structure, and thus also its function.

Protein structure is organized hierarchically, and four different structure levels are distin-
guished:

The primary structure defines the sequence of amino acids. During folding or unfolding,
it is not usually not changed. Exceptions are given by posttranslational modifications,
like, for instance, backbone-cleavage or formation of disulphide bridges, where covalent
bonds are formed or broken after protein synthesis.54,40 These processes are usually very
system-specific and therefore not addressed in general folding or unfolding studies.

The secondary structure level describes local structure motifs. Secondary structure forma-
tion is regarded to be driven by two main forces: first, the need for compactness due to
the hydrophobic effect,55,56,57 and second, satisfaction of the hydrogen bond sites of the
backbone.58,59,60,61 Conformations that fulfill these requirements very effectively are the
common α-helix and β-sheet motifs. Formally, secondary structure elements are defined by

1with the exception of proline, where the sidechain is not only linked to the Cα atom, but also to the
N atom
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Figure 2.1: Different levels of protein structure, illustrated for the CI2 protein. (a) the letter code
denotes the sequence of amino acids, the primary structure, (b) all-atom representation of the
protein, (c) cartoon representation which highlights secondary structure elements (red: α-helix,
blue: β-sheet), (d) surface representation to illustrate the compactness, (e) native contact map.
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characteristic hydrogen bond patterns and dihedral angle configurations of the backbone.
The standard method to assign secondary structure when atomic coordinates are given is
the DSSP algorithm by Kabsch and Sander.62 The formation or loss of secondary structure
elements is one of the main structural changes in folding or unfolding, respectively. Hence,
the fraction of native secondary structure content can be used as a reaction coordinate for
folding-unfolding transitions.

The tertiary structure is a description of the global three-dimensional shape and the way
the whole peptide chain is spatially arranged. Forces stabilizing the tertiary structure are
the hydrophobic effect, salt-bridges, hydrogen bonds, van-der-Waals dispersion forces, and
disulfid bonds. Since the late 1980s, the hydrophobic effect is regarded to be the dominant
driving force for tertiary structure formation in globular proteins.39,3 Indeed, a common
feature of globular proteins is the existence of a hydrophobic core, where less polar residues
are buried and excluded from solvent contact. Despite this common feature, thousands of
different protein folds and families are known today.63,64,65,66,67 One common way to define
the tertiary structure of a protein is via the pairwise distances of all its residues, which can
be visualized in a contact map (Fig. 2.1e). Since the formation and loss of tertiary structure
are the main structural changes during folding and unfolding, respectively, contact maps
can be used to define reaction coordinates for folding-unfolding transitions.

The quaternary structure applies only to protein complexes which consist of two or more
individual peptide chains, which are non-covalently linked to form a complete unit, and
describes their spatial arrangement. In folding and unfolding transitions, changes on the
quaternary structure level comprise the association and dissociation, respectively, of the
individual proteins, and their correct relative placement. However, protein complexes
are rather used to investigate protein-protein interactions, instead of general mechanisms
of folding and denaturation. In particular, no protein complexes are regarded in this
work, and hence, quaternary structure will not be addressed. Yet, since the driving forces
for tertiary structure formation are also relevant for protein association, the effects of
denaturants on tertiary structure might, to some extent, be transferable to quaternary
structure.

2.2 Protein folding and unfolding — a brief overview

After a protein is synthesized, the disordered, linear chain adopts the complex and unique
three-dimensional shape which is characteristic for the protein, and essential to its biologi-
cal activity. The main driving force for the folding of globular proteins is the hydrophobic
effect — the “oildrop-effect”: the hydrophobic side chains of less polar amino acids reduce
the entropy of solvation water molecules. Hence, water contact of these residues is energet-
ically unfavorable, such that they aggregate to form the hydrophobic core of the protein —
in essence, hydrophobic residues become buried and excluded from solvent contact, while
polar and charged residues are located mainly on the protein surface. A priori, this hy-
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drophobic collapse leads to a rather disordered state, called molten globule. Subsequently,
the protein reorganizes to eventually adopt its native conformation — the folded state.

As Levinthal pointed out, the conformational search for the well-defined folded state would
require astronomical time scales if the protein was to randomly sample all possible confor-
mations.2 Yet, folding occurs typically within millisecond to seconds. Consequently, the
folded process is directed. A common way to illustrate this concept is the “folding funnel”
of the free energy landscape: the conformational search of the protein for the minimum
of the free energy landscape, the native state, is guided by a gradient of the free energy,
which enormously accelerates the process. The mechanism of this efficient search, however,
is not yet revealed and has been puzzling scientists for decades.

Aside from this question about the folding pathway and kinetics, another basic question of
primary importance addresses the relation between sequence and structure. The structure
of the protein is defined by its amino acid sequence,1 but how exactly does the sequence of
amino acids define the characteristic three-dimensional shape, the fold of the protein? Re-
cent studies suggest that the sequence of hydrophobic or hydrophilic amino acids is the main
determinant for the fold. In particular, mutation studies where hydrophobic/hydrophilic
amino acids were replaced by other hydrophobic/hydrophilic amino acids have shown a
significant degree of similarity in the folds of the mutations.3

But folding can also go wrong: If the folding process does not proceed correctly, the protein
can adopt a metastable non-native conformation which prevents the protein from correctly
fulfilling its biological function. Since this misfolding is the molecular origin of numerous
serious diseases (which include Alzheimer’s disease, Parkinson’s disease, Creutzfeldt-Jakob,
type II diabetes, and various forms of cancer), the topic of protein folding is also highly
relevant from a medical perspective.

In vivo, folding is even more complex. Here, interactions with other macromolecules, like
other proteins, e.g., can complicate the folding process. In particular, misfolding is more
likely to happen under these conditions. To prevent proteins in the cellular environment
from misfolding, nature has invented chaperones — proteins which have the specific func-
tion to assist the correct folding process of other proteins. While the working mechanism
of chaperones in general is not yet well understood, some chaperones are known to assist
folding by providing an isolated volume for the protein, and to shield it from interactions
with other proteins.68

The investigation of folding processes poses considerable challenges to experiments and
simulations. In particular, lab experiments lack the atomic detail or time resolution to
study folding at the molecular level. For computer simulations, on the contrary, the pro-
cesses are usually still too slow or too rare to be accessible at atomic detail. In the past
few years, however, several studies have successfully bridged this gap for ultrafast folders,
mini proteins like BBA5,69 Trp-Cage,70,71,72 Trp-Zipper73 or villin headpiece.74,75 With
these, also the speed limit of folding processes is explored, since folding can be a barrier-
less downhill process for these small proteins, and folding times below the microsecond are
reached.76,77
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Since the folded state is only marginally stable under physiological conditions, protein
unfolding2can be initiated by even small changes in the conditions. Hence, a variety of
ways exist to unfold proteins. A priori, folding and unfolding are reversible processes,
but they can be become irreversible under some conditions — for instance, when an egg
is cooked. Here, crowding effects with other unfolded proteins result in a “sticky mass”
of unfolded proteins and render unfolding irreversible. Aside from high temperatures,
surprisingly, also low temperature can induce unfolding. While the heat denaturation can
be explained relatively easily by the increased entropy gain of the flexible, unfolded protein
with respect to the folded protein, the mechanism of cold denaturation is more complex.
The current view is that the entropic cost for water to solvate hydrophobic residues, and
thus the hydrophobic effect, is reduced at lower temperatures.78

The complex interactions of proteins with destabilizing or stabilizing osmolytes, denatu-
rants or counter-denaturants, respectively, are not well understood at all, and are a topic
of intensive ongoing research — as in this thesis. Finally, also the interactions of salts
with proteins are highly interesting, but not well understood. The effect of ions on protein
stability is known to follow a Hofmeister-series,79 but the molecular origin of these effects is
still not well understood. In particular, guanidinium salts have very heterogeneous effects
on protein stability: GdmSCN is a stronger denaturant than GdmCl, and (Gdm)2SO4 has
no denaturing effect at all.80,81

The interactions of proteins with other denaturants than urea, or with counter-denaturants,
will be addressed in Chapter 9.

2The terms unfolding and denaturation are sometimes used with slightly different meanings. Loss of
the native protein structure is termed denaturation, while unfolding additionally implies a conformational
change to a (significantly) less compact structure. This differentiation is not necessary in this work, and
the terms are used synonymously.
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22 3. MOLECULAR DYNAMICS SIMULATIONS

All investigations in this thesis were performed using the method of molecular dynamics
(MD) simulations. Therefore, this chapter describes the general methodology for MD
simulations and trajectory analysis used in this work. Additional methods relevant in
single approaches only will be described in the respective chapters.

Molecular dynamics (MD) simulations describe molecular movement on the atomic level.
The first MD simulation of a protein (BPTI), published in 1977,82 covered a simulation time
of 8.8 ps without explicit treatment of the solvent environment. Since then, much progress
has been made in terms of computational power and methodology, such that state-of-the-
art simulations cover simulation times up to a microsecond for small proteins or describe
nanosecond dynamics of huge systems with more than 109 interacting atoms. The basic
principle of MD simulations, however, is unchanged and will be briefly described below. A
detailed description and review of current techniques is given in Refs. 83,47,84,85.

3.1 Principle

An accurate treatment of atomic motions would imply solving the time-dependent Schrödinger
equation for both, the nuclei and the electrons. However, this is computationally far too
expensive even for small systems of more than two or three atoms. The following three
fundamental approximations are therefore made to drastically reduce the computational
effort:

1. Separation of electronic and nuclear degrees of freedom
(Born-Oppenheimer approximation)
The dynamics of any physical system is described by the time-dependent Schrödinger
equation,

Hψ = i~
dψ

dt
, (3.1)

where H denotes the Hamilton-operator, ψ the wave-function, and ~ the reduced
Planck constant. Here, the wave-function ψ is a function of the positions of all elec-
trons and nuclei. Due to the much smaller mass and thus higher velocity of the
electron with respect to the nucleus, changes in the electronic configuration can be
regarded to follow essentially instantaneously the nuclear motion. With this assump-
tion, the Born-Oppenheimer approximation,86 the wave-function ψ can be separated
into a nuclear part ψn and an electronic part ψe,

ψ = ψn + ψe , (3.2)

and Equation 3.1 separates into two parts. The electronic dynamics are described
by a time-independent Schrödinger equation for given positions of the nuclei. The
nuclear dynamics are described by a time-dependent Schrödinger equation within the
quasi-stationary electronic potential.
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2. Approximation of the electronic potential by a classical force field
The Born-Oppenheimer approximation allows to describe the electronic configura-
tion of a system with a time-independent Schrödinger equation depending only on
the positions of the nuclei. Solving this equation is, however, computationally still
not feasible. Therefore, the electronic potential is approximated by a computation-
ally manageable analytic function, the so-called force field V (r1 . . . rN), which also
depends on the positions of the nuclei. Typical force fields are composed of function-
ally simple terms describing forces between covalently bonded atoms (bond-stretching
and bond-angle vibrations, extraplanar motions, dihedral rotations) as well as longer
ranged forces acting between all pairs of atoms (Coulomb interaction, Pauli-repulsion,
and van der Waals interactions). The Pauli-repulsion and van der Waals interaction
are commonly described by a combined Lennard-Jones potential. Figure 3.1 illus-
trates these force field terms.

3. Classical description of nuclear dynamics
Within the Born-Oppenheimer approximation, the nuclear dynamics are described
by a time-dependent Schrödinger equation within the electronic potential. But even
with an approximation of the electronic potential by simple force field functions, the
computational effort for this calculation is still so large that only few particles can
be described. To overcome this limitation, the dynamics of the nuclei are described
in classical approximation, i.e., solving the time-dependent Schrödinger equation is
replaced by solving Newton’s equations of motion,

mi
d2ri(t)

dt2
= −∇iV (r1, . . . , rN) , (3.3)

where mi and ri denote the mass and position of the i-th nucleus (i = 1, . . . , N),
N is the number of atoms, and V (r1, . . . , rN) is the electronic ground state energy,
approximated by the force field.

These three approximations enable one to simulate the dynamics of large systems such as
a solvated protein. The resulting classical description is sufficient to describe the protein
dynamics in many kinds of processes; but there are also limitations. In particular, the for-
mation or breaking of covalent bonds can not be described. In protein folding/unfolding
transitions, however, no covalent bonds are formed or broken1, such that the classical de-
scription was appropriate for the study at hand. Note that for the description of processes
that involve quantum effects, like enzymatic reactions, quantum/classical hybrid simula-
tions (“QM/MM”) can be performed, which treat the large part of the system classically,
and a small subsystem (e.g., the reactive part of an enzyme) quantum mechanically.87

1as mentioned in the previous chapter, an exception is given by posttranslational modifications, like,
for instance, formation of disulphide bridges or backbone-cleavage in some proteins
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Figure 3.1: Energy terms that constitute a force field for molecular dynamics simulations; from
top to bottom: bond-stretching, bond-angle vibrations, extraplanar motions, dihedral angles,
Coulomb interactions, and Lennard-Jones interactions. The interactions are illustrated on the
left, the corresponding energy terms are shown in the middle, and sketched on the right.
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3.2 Simulation Details

The software package GROMACS 88,89,90 was used for all simulations in this work. It
contains efficient implementations of methods which will be described briefly.

Integrator. With the approximations described above, the numerical integration of New-
ton’s equations of motion is the essence of MD simulations. Several algorithms exist, e.g.,
Runge-Kutta,91 Leap-Frog,92 or Verlet.93,94 The latter two have the advantage over the
Runge-Kutta algorithm that the forces have to be calculated only once per integration step.
In this work, the Leap-Frog algorithm has therefore been used. It iteratively calculates
positions x at time t and velocities v at time t− ∆t

2
from the forces F (t):

v

(
t+

∆t

2

)
= v

(
t− ∆t

2

)
+
F (t)

m
∆t , (3.4)

x (t+ ∆t) = x(t) + v

(
t+

∆t

2

)
∆t . (3.5)

An upper limit for the integration time step ∆t is imposed by the fastest motions of the
system, which typically are the bond-stretching vibrations of hydrogen atoms with periods
of 10–20 fs. To avoid numerical instabilities, the time step must be at least one order of
magnitude smaller than this period, leading to a time step of 1 fs. However, these high
frequency and low amplitude oscillations are almost exclusively in their vibrational ground
state, and are therefore better represented by holonomic constraints than by a harmonic
potential.95 For this purpose, several algorithms exist (e.g., SHAKE,96 LINCS95) which
rescale the bond length to the equilibrium value. LINCS is known to be faster than SHAKE,
with the same accuracy,95 and therefore was used in this work. With these fastest motions
constrained, the next fastest motions are bond-angle vibrations with a typical period of
about 20 fs. Hence, the integration time step can be increased to 2 fs, such that the use
of constraints leads not only to a more correct description of the dynamics but also to
improved efficiency.

Initial conditions. To describe the dynamics of a molecule, proper initial conditions for
the positions and velocities of all atoms have to be specified. While the initial velocities
can be randomly assigned from a Maxwell-Boltzmann distribution, the initial positions
for each atom, i.e., the initial structure of the protein, have to be specified. Protein
structures at atomic resolution can be obtained from the Brookhaven Protein Data Bank.97

Today (2007), it contains more than 45000 structures, which are all obtained from X-ray
crystallography or nuclear magnetic resonance (NMR) spectroscopy. The structures for the
proteins used in this work, the CI2 (PDB-code 1YPC98), the Cold Shock Bc-Csp (PDB-
code 1C9O,99 and the Trp-Cage (PDB-code 1L2Y100) were also obtained from this data
bank.
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Solvent environment. The native environment of globular proteins, such as the three
used in this work, is water. Because the solvent environment strongly affects the structure,
energetics and dynamics of proteins and polymers,101,102,103,104 the proteins are simulated
here in a physiological solvent consisting of water and sodium chloride ions at a physio-
logical concentration of 150 mM. The main effects of the solvent include the hydrophobic
effect, friction, and the dielectric shielding of charges due to the (orientational and elec-
tronic) solvent polarizability.

Since the inclusion of a sufficient number of solvent molecules increases the total number of
particles typically by a factor of ten, and hence the computational effort significantly, im-
plicit solvent models have been developed to mimic the different effects of the solvent, e.g.,
via mean-field approximations, without explicit simulation of the solvent molecules.105,106

However, the implicit treatment of cosolvent systems, like aqueous urea solutions, is not
yet established, and certainly not possible without an in-depth understanding of the prop-
erties of these solutions — which is but one goal of this thesis (Chap. 4). Additionally, the
ability of current implicit solvent models to describe already the effect of water alone with
sufficient accuracy for folding studies is questionable.107,108 Therefore, all simulations in
this work were performed with explicit solvent.

As for the proteins atoms, initial conditions have to be chosen for the solvent atoms. Veloc-
ities are again randomly assigned from a Maxwell-Boltzmann distribution. Since structural
and energetic properties of the solvent are usually converged within a few hundred picosec-
onds, the choice of atomic positions is not as crucial as for the protein. In this work,
equilibrated solvent configurations were generated in the simulations described in Chap-
ter 4, which were subsequently used as templates for the simulations with peptides and
proteins.

Energy minimization and Equilibration. The atomic positions for protein and solvent
atoms obtained from this procedure are not yet suited to be used as starting structure for
simulation. First, protein structures resolved by X-ray crystallography and NMR spec-
troscopy have a limited resolution of typically ≈ 1.0 − 3.0 Å. Thus, these structures can
suffer from van der Waals overlaps or bond-angle deformations. Second, van der Waals
overlaps might also be introduced by the successive addition of solvent molecules and ions.
The resulting unphysically high forces could destabilize the whole simulation system. To
avoid this, all simulation systems in this work were subjected to a short energy minimiza-
tion prior to the MD simulation using a steepest descent method. The resulting changes
in atomic positions were very small (on the order of 10−2 − 10−1 nm), but in some cases
decreased the maximum forces by several orders of magnitude, mainly due to the r−12

dependence of the Lennard-Jones potential.

After energy minimization, the system configuration can still contain unphysical arrange-
ment of atoms or molecules. For instance, solvent molecules adjacent to charged groups
or ions may not be properly oriented, or protein side chains may have non-native orienta-
tions resulting from low temperature or other experimental conditions. Therefore, a short
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equilibration MD run was performed for each system prior to the actual production run
for data collection. The solvent systems in Chapter 4 were equilibrated for 0.5 ns. For
the simulations including peptides or proteins, equilibration was performed in two phases:
first, a 0.5 ns solvent equilibration with position restrains on the peptide backbone atoms,
and second, a 1 ns equilibration without position restrains.

Treatment of non-bonded interactions. The two non-bonded force terms acting be-
tween all atom pairs (Coulomb and Lennard-Jones interactions) scale with O(N2) and
make up the most time-consuming part of the force calculation. Hence, the computational
effort can quickly become too large to handle for a large system like a protein in explicit
solvent environment. Methods have been developed to reduce the computational effort for
these forces. Those that have been applied in the present work will be briefly introduced
here.

The Lennard-Jones potential declines with r−6, and can therefore be neglected for suffi-
ciently large r. Typically, only interactions between particles within a “cut-off’ distance of
≈1 nm are taken into account.109 This approach has also been followed for the simulations
described in this work.

The treatment of the long-range Coulomb-interaction is not as easy. Since the potential
declines with only r−1, the use of a cut-off method with a computationally feasible cut-
off distance is a too rough approximation that is known to cause severe artifacts in the
structure and dynamics of proteins.110,111,112

To avoid such artifacts, Ewald summation113 was used. This method, which is based on
calculation of forces on a grid in reciprocal space, was first introduced to calculate long-
range interactions of the periodic images in crystals. Therefore, it is particularly suited to
describe systems with periodic boundaries (see below). An improved extension of Ewald
summation is the particle-mesh Ewald (PME)114,115 method, which scales withO(N logN).
For the simulations in this work, Lennard-Jones and Coulomb interactions between pairs
of atoms within a distance of 1.0 nm were calculated explicitly, and the PME method was
used for the electrostatic interactions above 1.0 nm.

System boundaries. In MD simulations of biological systems, the simulation system has
to be many orders of magnitude smaller than it is in corresponding experiments or in
nature to be computationally manageable. Hence, appropriate boundary conditions have
to be applied to minimize artifacts arising from the system boundaries, and to prevent
evaporation of the molecules out of the simulation box. A commonly used method for this
purpose is the application of periodic boundary conditions. Here, an atom which leaves the
system on one side of the simulation volume enters it simultaneously on the opposite side.
This way, the simulation system is surrounded by periodic images of itself, and does not
have any surface at all. This method is limited to system shapes that can space-fillingly
be surrounded by translational copies of itself. In particular, the unit cell can be a cuboid,
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a dodecahedron, or a truncated octahedron. While the use of periodic boundaries is an
effective approach to eliminate surface artifacts, other artifacts may arise from the artificial
periodicity.116,117,111 These artifacts are reduced by increasing the box size. In this work,
rectangular simulation boxes were used and the size of the box was chosen such that a
minimum distance of 1.5 nm was kept between the box boundary and the nearest protein
atom.

Temperature and pressure coupling. By integrating the Newtonian equations of motion,
energy is conserved and hence, the system is sampled in the microcanonical ensemble. In
experiments or in vivo, however, proteins are coupled to the large heat reservoir of their
solvent environment. Hence, it is more realistic to sample configurations from a canonical
ensemble instead, with constant temperature. For this purpose, several methods have
been developed to couple the simulation system to a thermostat and mimic the effect of a
heat reservoir.118,119,120 The coupling to a heat reservoir has an additional advantage: the
numerical integration of the equations of motion and the approximated treatment of long-
range non-bonded forces introduce random forces by discretization and rounding effects,
which heat up the system. With a temperature reservoir, this heating is prevented. In this
work, the Berendsen thermostat118 was used, which adjusts the simulation temperature T
to the reference temperature T0 of the heat bath by rescaling the atomic velocities according
to

v′ = v

√
1 +

∆t

τT

(
T0

T
− 1

)
, (3.6)

where ∆t is the integration time step and τT the coupling constant, which was set to 0.1 ps
here.

In addition to the heat bath coupling, biological systems are subjected to a constant
pressure of usually 1 atm. To mimic this condition, the simulation system is coupled to
a barostat. Here, the Berendsen barostat118 was used, which controls the pressure by
rescaling atomic positions analogous to the velocity scaling for the temperature control.
Pressure coupling was used with a coupling constant of 0.1 ps for all simulations.

Software and Hardware. All simulations were performed using the software package
GROMACS 88,89,90 (versions 3.1.4, 3.2.1, and 3.3) on LINUX clusters with Opteron and
Xeon processors. The computation time for 1 ns dynamics of a typical system, for example,
in the simulations of the CI2 protein presented in Chapter 6, was 4 days on a single CPU.
The computation time can be decreased by performing the calculation on several processors
in parallel. However, the benefit of parallelization is limited by the necessary data exchange
between the CPUs. Dual- and Quadro-CPU architecture was used to achieve optimal
scaling with 2 or 4 CPUs, respectively. For some very extensive simulations (e.g., the
500 ps simulations of the CI2 in Chap. 6, or the microsecond-simulations of the Trp-Cage
in Chap. 8), fast myrinet network architecture was employed to enable the parallel use of
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Figure 3.2: Chemical structure of urea, and partial charges of the employed urea force field.

up to 12 CPUs without significant performance loss due to network communication. This
way, most of the protein simulations could be performed in about one year.

Force Field. A variety of different force fields have been developed (e.g., CHARMM,109

GROMOS,121 AMBER,122 OPLS,123 OPLS-AA124) for the description of different classes
of molecules, like, for instance, proteins, DNA, or carbohydrates. A recent comparison
of different force fields is given in Ref. 125. While no force field can simply be ranked
to be “the best”, some physical and chemical properties are described better by certain
force fields than by others, often depending on the different ways the force fields have been
parameterized. Thus, the choice of force field depends on the particular question at hand
and property of interest.

In this work, the OPLS-AA force field,124 which has been developed especially for proteins,
was used for all simulations. It contains explicit description of every atom, in contrast to
“united-atom” force fields (e.g. GROMOS, OPLS), which have a combined single-particle
representation for small subgroups like CH2 or CH3 groups. While united-atom force
fields offer the advantage of fewer particles, and thus less computational effort, an all-atom
force field was nevertheless used here, since for the investigation of molecular interactions
between urea and proteins, atomic detail is regarded to be imperative. The TIP4P126 water
model and the urea-model of Smith et al.,127 which is a flexible version of the original OPLS
model by Duffy et al.,22 were employed. The partial charges of the urea model are shown
in Fig. 3.2; those of the OPSL-AA force field for all amino acids for are shown in the
Appendix.

3.3 Relevant Observables — Trajectory Analysis

The trajectory of a simulation specifies the positions and velocities of every atom of the
simulation system at every time step. From this enormous set of data, the interesting
observables can now be calculated. However, the identification of relevant observables or
the choice of suitable reaction coordinates for the description of conformational transitions
is not always trivial or unambiguous. In particular, as explained in the previous chapter,
folding/unfolding transitions affect multiple different structural aspects of the protein.
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Hence, several different observables are used in combination here, to address different
structural aspects.

The observables used in this work will be introduced below. First, observables are described
which are commonly used for the analysis of protein conformational changes. Subsequently,
observables and methods for analysis which were specifically introduced in this work will
be described.

Root-mean-square-deviation. The root-mean-square-deviation (rmsd) of a structure X

(atom coordinates ~xi) with respect to a reference structure X0 (atom coordinates ~x0
i )

quantifies the structural difference between X and X0:

rmsd = min
{T,R}

√√√√ 1

N

N∑
i=1

(~xi − ~x0
i )

2 . (3.7)

The minimum is taken for all translations T and rotations R, i.e., structure X is “fitted”
to structure X0. Over simulation time, the rmsd X(t) of a protein with respect to the
starting structure (crystal structure) X0 indicates conformational changes. Typically, an
rmsd of ≈ 2 –3 Å is caused by the thermal fluctuations, whereas larger values correspond
to conformational changes. For the structural characterization of folding/unfolding tran-
sitions, the conformation of the backbone alone — the fold — is of relevance. Hence, the
rmsd was calculated in most cases for the backbone- or Cα-atoms only. Further, it can be
instructive to calculate the rmsd only for a subset of atoms to locate areas of structural
changes.

While the rmsd is an observable which is generally used to describe conformational tran-
sitions, the next three observables are more specific to folding/unfolding events, because
they directly address the different structural aspects of folding/unfolding transitions.

Solvent accessible surface area. The hydrophobic effect is nowadays regarded to be the
main driving force for folding. Since the strength of the hydrophobic effect approximately
scales linearly with the exposed hydrophobic surface, this surface is expected to change
significantly during folding/unfolding. Hence, the hydrophobic part of the solvent accessi-
ble surface area (the “SAS”), is particularly important for the description of (un)folding
processes. Usually, not the total SAS but only the solvent accessible hydrophobic surface
area is used. If not noted otherwise, SAS refers to the hydrophobic part of the surface area
in this thesis. For the calculation of the SAS, the double cubic lattice method128 was used
with a 0.14 nm probe radius.

Secondary structure. As explained in the previous chapter, changes in the secondary
structure of a protein are one of the main structural changes during folding/unfolding,
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and hence, secondary structure is an important observable here. For the determination of
secondary structure, the GROMACS tool do dssp was used, which employs the commonly
used DSSP classification (see Chap. 2). The native secondary structure of a protein can
be defined either as that of the crystal structure or as the average secondary structure in a
reference simulation of the native state. Here, the latter has the advantage that fluctuations
of the native state are captured, which allows a more direct comparison with the unfolding
simulations. Therefore, reference simulations of the folded state were performed for each
protein to define the native secondary structure.

A suitable reaction coordinate for (un)folding on the level of secondary structure is the
fraction of secondary structure content, which is defined as the fraction of all residues
that are in their native secondary structure configuration. For this, only clearly defined
secondary structure elements like helices, β-sheets, and turn-elements were considered, in
contrast to, e.g., random-coil or bend elements.

Native contacts. The contacts between proteins residues are, as described in Chapter
2, a means to characterize tertiary structure. Residues were defined to be in contact if
the distance between the closest pair of atoms was not larger than 0.4 nm. In analogy to
the definition of native secondary structure, contacts can be defined as native if they are
present in the crystal structure or if they are present more than 50 % of the time in a
reference simulation of the native structure. For the same reasons as described above, the
latter approach was used.

The fraction of native contacts, often labelled “Q”,129 can be used as a reaction coordinate
for (un)folding which reflects tertiary structure changes2. It is defined as the number of
native contacts between residues divided by the number of contacts in the native state.
Trivial contacts between residues (n to n and n to n ± 1) were not considered for the
calculation of the native contact fraction.

Hydrogen bonds. As implemented in the GROMACS tool g hbond ,130 hydrogen bonds
were defined from the geometry between acceptor A, donor D, and the hydrogen H. In
particular, a hydrogen bond was regarded to exist between a pair of possible donor atom D
and acceptor atom A if the distance between D and A was not larger than 0.35 nm and the
angle between D–A and D–H, where H is the hydrogen atom, was not larger than 30◦.130

Energies of hydrogen-bonds were estimated using the empirical function of Espinosa et
al. E = −2.5 · 10−4 · e−36·d kJ/mol,131 where d denotes the distance between hydrogen and
acceptor atom in nm.

The estimated energies are for isolated hydrogen bonds and are certainly not identical with
the free energy contribution of these hydrogen bonds for proteins in solution.132 In this
thesis, however, this formula is only used as a semiquantitative measure of the hydrogen

2Since the formation of secondary structure elements also involves formation of residue contacts, the
native contact fraction is not only correlated to the tertiary structure level.
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bond strength.133,134,135,136,137 In particular, conclusions are only based on the monotonic
dependence of hydrogen bond energy on distance (in the considered distance range), and
not on accurate numbers, such that this simple treatment should suffice.

The methods described so far are commonly employed for the analysis and characterization
of protein dynamics. For the investigations in this work, further analysis methods were
introduced to gain additional insight.

Contact coefficient. To investigate the interactions between urea and proteins with
molecular detail and in a quantitative manner, the “contact coefficient” CUW is intro-
duced here. It quantifies preferences of the individual amino acids for contact with either
urea or water molecules. For an amino acid X, the contact coefficient CUW is defined as:

CUW =
NX−U

NX−W
· MW

MU

, (3.8)

where NX−U and NX−W are the numbers of atomic contacts of amino acid X with urea and
water molecules, respectively. Atoms were defined to be in contact if closer than 0.35 nm.
To achieve concentration-independence, CUW is normalized using the total numbers of
atoms belonging to urea molecules (MU) or to water molecules (MW ) in the system. Hence,
an amino acid with a contact coefficient of CUW = 1.0 has no interaction preference for
either urea or water. Values above 1.0 indicate preferential interaction with urea, values
below 1.0 indicate preferential interaction with water. Since CUW rests on interaction
frequencies, it relates to the first peak in the radial distribution function, and, therefore,
the short range part of the interaction free energy for the contact formation.

The statistical error of CUW values were determined from the autocorrelation time of
the instantaneous contact coefficient. The autocorrelation time was found to be ≈100 ps
for the analysis on the residue level and ≈10 ps for the analysis on the atomic level in
Chapter 5. Lifetimes of contacts were calculated for comparison, and showed an exponential
distribution with a similar time-constant. For all simulations of which contact coefficients
were calculated, the autocorrelation time of 100 ps was used to determine the number of
statistically independent frames within the simulation, and thus for the statistical error
estimate of the average contact coefficients.
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Estimation of free energy profiles from a Markov model. For the simulations with
proteins (Chapters 6, 7, and 8), the free energy of the protein was estimated as a function
of the solvent accessible surface area (SAS). To this end, the following procedure was used:

1. The SAS was discretized into N equidistant bins B1...N between the minimum and
the maximum SAS observed in the respective simulations.

2. The Markov state Mi was defined as the ensemble of all protein conformations with
an SAS in the respective bin Bi.

3. For every time step, the protein was assigned to a Markov state Mi, according to the
SAS of that conformation.

4. The times required for transitions between adjacent Markov states were extracted.

5. From the transition times, the corresponding transition rates were calculated with a
maximum-likelihood-approach:
kupi denotes the “upward transition rate” from state Mi to state Mi+1,
kdowni+1 denotes the “downward transition rate” from state Mi+1 to state Mi.

6. From the ratio of the upward and downward transition rates between state Mi and
state Mi+1, the free energy difference ∆G between these states was calculated ac-
cording to

Gi+1 −Gi = ∆G = − log

(
kupi
kdowni+1

)
This approach includes some assumptions and approximations. First, for quantitatively ac-
curate calculations, the states B1...N had to be Markovian, which is most likely not the case.
In particular, since protein conformations are projected here on a one-dimensional reac-
tion coordinate, the states B1...N comprise structurally very heterogeneous conformations,
and hence, transition probabilities will not be history-independent. This is particularly
true for larger SAS values, which have contributions from structurally very heterogeneous
conformations.

It is not expected that this approach reproduces accurate free energy values, but rather
qualitative features of the free energy landscape. Thus, it will mostly serve to illustrate
and support results and from other analyses, rather than be the basis for independent
conclusions.
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4.1 Introduction

It has been suggested that urea-induced changes in the water structure are the driving force
for protein denaturation, rather than direct interactions of urea with the protein.5,6 This
Chapter addresses the relevance of these indirect effects of urea on the protein. For this
purpose, the structure and energetics of aqueous urea solutions were investigated for the full
experimentally accessible range of temperatures and urea concentrations. The approaches
taken will be described in detail after a brief overview of the history and current knowledge
of the properties of aqueous urea solutions.

Urea water solutions show a number of remarkable properties. In particular, enhanced
solubility of hydrocarbons,138 decreased micelle formation139 and, most importantly, the
ability to denature proteins.140 In the attempt to explain these properties, mainly two
models have been proposed in the 1960s on the basis of thermodynamic arguments and
still set the framework for ongoing discussions. The SKSS-model,141,142,143 proposed by
Schellman, Kresheck, Sheraga and Stokes, attributes the properties of aqueous urea solu-
tions to dimerized or oligomerized urea. In contrast, the FF-model,6 suggested by Frank
and Franks, focuses on the changes in the water network induced by urea and regards it as
“structure-breaker” for water. Since the 1960s a wealth of new information has been pro-
vided by calorimetry,21,24 circular dichroism spectroscopy,16,34 neutron scattering,144 NMR
spectroscopy,145 fluorescence measurements,146 time resolved optical Kerr effect,147 IR-
and Raman-spectroscopy,148,149,150 and a number of molecular dynamics simulation stud-
ies.151,27,15,127,152,23,153,25,154,7, 155,22,26,156,14,157,158,159,160,161,162,163,164,12,165,166,167,168,169,28 For
a more comprehensive bibliographical and historical overview, see Refs. 13 and 170.

Today, it is widely accepted that urea exhibits a certain tendency to self-aggregate in
aqueous solution.152,157 In many other cases, however, experimental data are still somewhat
contradictory. One of the most controversial issues is the effect of urea on water structure.
In some works (Refs. 5,171,11), urea is suggested to disrupt the natural water structure and
is termed “structure-breaker” or “chaotrope”. Others (Refs. 157, 7) find urea to enhance
the water structure and coined the terms “structure-maker” or “kosmotrope”. Both of
the two views attribute the peculiarities of urea to changes in the water structure and
are in line with the FF-model. However, others find no or only negligible changes in the
water structure and suggest this finding as evidence for the SKSS-model.160,172,148,26,156 A
number of recent studies also suggest a combination of direct and indirect effects.7,24,14,15

So far, most studies have focussed on radial distribution functions as a means to analyze
both, the influence of urea on water structure and urea self-aggregation. These two ef-
fects, apparently, are closely related to the question at hand, but in light of the molecular
complexity involved, probably fall short of capturing the whole picture. In particular, it is
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argued here that not only the distribution functions, but also the energetics of urea-water
interactions needs to be investigated in more detail.

These issues will be addressed along three lines. First, the short range structural properties
of urea-water mixtures, including the structural characteristics of urea aggregation, will
be investigated by calculating generalized density distribution functions including three
translational and three rotational molecular degrees of freedom. Further, the degree of
urea aggregation will be quantified. Second, the energetics will be addressed in terms of
hydrogen bond interactions. Third, structural perturbations imposed by urea molecules on
water structure will also be characterized by density distributions. Going beyond previous
studies, the temperature and urea concentration dependence will be covered here for the
full experimentally accessible range.

To evaluate the accuracy of the employed urea force field, atom-atom distribution functions,
calculated from the simulations, will be compared to neutron scattering data. Additionally,
mass densities will be compared to experimental values. In summary, a comprehensive
picture of urea water mixtures at the molecular level is obtained, which has implications
for putative mechanisms of urea-induced protein denaturation.

4.2 Simulation setup and additional methods

4.2.1 Simulation setup

Urea water solutions were simulated for 11 different concentrations ranging from 0 M to
11.3 M, each at six different temperatures ranging from 280 K to 380 K. To set-up the
simulation systems for the various urea concentrations, 0 to 163 (non-overlapping) urea
molecules were placed at random positions within the simulation box, which was subse-
quently filled up with TIP4P water molecules using the genbox routine of the GROMACS
package. All 66 systems shown in Tab. 4.1 were simulated for 10 ns. The total simulation
time, including reference simulations described further below, was about 1µs.

4.2.2 Calculation of spatial density distributions

To characterize the short range order of urea and water, six-dimensional (three translational
and three rotational degrees of freedom) density distributions ρ(∆x,∆y,∆z, αx, αy, αz)
were calculated for water/water, water/urea and urea/urea. To this end, the relative
position and orientation of molecules with a center of mass distance smaller than 0.5 nm
was computed pairwise. The orientation of one molecule with respect to the other was
expressed in axis-angle notation, i.e., a three-dimensional vector (αx, αy, αz) denotes the
direction of the rotation-axis, and the length of this vector defines the rotation-angle. For
example, (π, 0, 0) describes a 180◦ rotation around the x-axis. The coordinate system was
defined as shown in Fig. 4.1.
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number of number of mole urea concentration [mol/l]
water molecules urea molecules fraction 280 K 300 K 320 K 340 K 360 K 380 K

895 0 0.00 0.0 0.0 0.0 0.0 0.0 0.0
844 16 0.02 1.0 1.0 1.0 1.0 0.9 0.9
787 33 0.04 2.1 2.1 2.1 2.0 2.0 1.9
730 49 0.06 3.2 3.2 3.1 3.1 3.0 2.9
690 65 0.09 4.3 4.2 4.2 4.1 4.0 3.9
612 81 0.12 5.6 5.5 5.4 5.3 5.2 5.1
567 98 0.15 6.8 6.7 6.6 6.5 6.4 6.3
518 114 0.18 8.0 7.9 7.8 7.7 7.6 7.4
493 130 0.21 9.0 8.9 8.8 8.6 8.5 8.3
437 146 0.25 10.4 10.2 10.1 9.9 9.8 9.6
401 163 0.29 11.5 11.3 11.2 11.0 10.8 10.7

Table 4.1: Setup of the simulation system. Listed are the number of water and urea molecules
in the system, urea mole fractions, and urea concentrations. Due to changes in the box volume,
the effective concentrations slightly differ with temperature. The saturation limit at 300 K is at
a mole fraction of 0.25.

All position histograms were built using 100 bins in each of the three dimensions and
smoothed with a three-dimensional gaussian function of 0.01 nm width,173 which was chosen
as trade-off between resolution and statistical noise. Orientation histograms for subsets of
positions were calculated similarly. All histograms were normalized such that the sum over
all bins was 1.

4.2.3 Quantification of urea aggregation

The tendency of urea molecules to self-aggregate was analyzed and quantified in terms of
the reduction of total water accessible surface exposed by urea (“interface surface”) with
respect to non-aggregated urea. To this aim, a sphere of 0.14 nm radius was used to probe
the surface with the Double Cubic Lattice Method.128 The interface surface area was used
as a measure because its minimization is assumed to be the main driving force for the
aggregation. Furthermore, this quantity was found to be more sensitive to the size of the
contact area than other measures as Kirkwood-Buff integrals174 or cluster-analysis (data
not shown).

The accurate assessment of aggregation is complicated by the fact that also in the absence of
any interaction and, therefore, also aggregation, random contacts between urea molecules
would already reduce this solvent exposed surface area. To distinguish this “geometric
aggregation” from real aggregation, two types of additional simulations were performed. A
first set of simulations was carried out with completely uncharged (i.e., super-hydrophobic)
urea molecules to maximize the hydrophobic effect and enforce maximal aggregation. The
obtained surface area served to define the 100% aggregation level. To preclude artifacts
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Figure 4.1: Definition of the coordinate system used for calculations of positional and orientational
histograms.

caused by periodic boundary conditions (see Appendix 4.5), a boxsize of (5 nm)3 was used
for the higher concentrations.

For a second set of simulations, both, water and urea molecules were completely uncharged
to remove any hydrophobic effect from the simulation, such that the opposite extreme of
purely stochastic clustering was achieved, which defined the 0% aggregation level. To
prevent evaporation of the resulting van der Waals liquid in this case, these simulations
were performed under constant volume conditions without pressure coupling.

To assess the statistical accuracy of the estimated interface surface area, its autocorrelation
function was calculated, and an autocorrelation time of about 100 ps was obtained. Hence,
for each of the 10 ns trajectories, an effective number of 100 independent measurements
can be assumed, implying a statistical error of 1√

N
= 1

10
of the data obtained from the

simulations.

4.2.4 Comparison to experiments, controls

Mass densities were compared to the experimental fitting function presented by Sokolic
et al.154 Radial distribution functions (rdfs) for selected atom pairs were compared to
experimentally based data obtained from neutron scattering experiments144 with empirical
potential structure refinement.175 For this comparison, a simulation was performed with
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a mole fraction of 0.2 (500 water molecules, 125 urea molecules) which corresponds to
the experimental concentration. The influence of the water model on the coordination
geometries was assessed with a pure water simulation at 300 K using the TIP5P model.176

To detect possible artifacts caused by periodic boundary conditions or finite box size,
a larger system of (6 nm)3 boxsize with 508 urea molecules and 5520 water molecules
(4.2 M) was simulated at 300 K for 20 ns, and the results obtained from this simulation
were compared to those from the (3 nm)3 system of the same concentration.

4.3 Results

4.3.1 Spatial density distributions

To characterize the geometry and short range order of urea-water solutions, spatial density
distributions were extracted from 10 ns molecular dynamics simulations. In the following,
the results for 300 K and a mole fraction of 0.21 (8.9 M), which is in the common range for
denaturation, are presented.

The relative positions of the urea molecules with respect to each other are now discussed.
Positions and orientations were determined pairwise, although larger connected networks
or clusters of urea were seen, without evidence for dimerization to be preferred over multi-
merization. Figure 4.2 shows the spatial density distributions within a distance of 0.5 nm
from a reference molecule (center of mass). Panels a − c show the densities in planes
through the center of mass of the reference molecule. High densities appear in red, low
densities in blue color. The full three-dimensional structure of the preferred coordination
positions is shown in panels d and e via isodensity-surfaces. Panel f shows the same data
color- and transparency-coded. Five distinct high occupancy regions could be identified.
Due to the C2v-symmetry of the urea molecule, only three of these are actually different
from each other. According to their positions, these regions were labelled “σx”, “σy” and
“σz”, as indicated in Fig. 4.3.

As a next step the orientation relative to the reference urea molecule was examined. The
orientational distributions (Fig. 4.3 σx, σy, σz) were relatively localized, implying strong
orientational preferences. The highest density corresponds to those orientations that are
prevalent at the preferred positions σx, σy, and σz (Fig. 4.3 α, β, γ). The size of the
high-density regions can be used to compare the accessible phase space volume and, hence,
entropies of the three corresponding conformations.

The orientation histogram of molecules in the σx-position (Fig. 4.3σx) exhibits two regions
of high density at (0, 0,±π) as well as two maxima at (±π, 0, 0). Due to the symmetry of the
urea molecule, these four rotations are equivalent and correspond to the same conformation
where the urea molecules are rotated by about 180◦ with respect to the reference molecule
around the vector connecting their carbon atoms (z-axis). This conformation (“α”) has
been termed cyclic urea166,160 and is the enthalpically most favorable one, as it is stabilized
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Figure 4.2: Density distributions of urea molecules with respect to a reference urea molecule, a)
in the xy-plane, b) in the yz-plane, c) in the xz-plane, d) isosurfaces enclosing 15% of all urea-
molecules within a 0.5 nm distance, e) same with 25%, f) color- and transparency-coded density
distribution enclosing 50%. Low densities: blue and most transparent, high densities: red and
least transparent (see colorbar for a–c,f). Five preferential coordination sites are seen, three of
which actually differ from each other.

by two hydrogen bonds (depicted as dotted lines) between O as acceptor and N as donor.
Entropically, in contrast, it is the least favorable one of the three conformations, because
the two hydrogen bonds restrict the relative mobility of the molecules (as indicated by the
short arrows in Fig. 4.3α). Due to the entropic penalty it is expected that this conformation
becomes less populated at higher temperature, which was in fact found in the simulations
(data not shown).

The two curved volumes in the orientational density distribution of the σy-position (Fig. 4.3σy)
correspond to a conformation in which the urea molecule is tilted by 90◦ around the x-axis
with respect to the reference molecule and can freely rotate around its z-axis (as indicated
by the long arrow in Fig. 4.3β). This conformation (“β”) has weak hydrogen bonds be-
tween donor N and acceptors O and N. Due to the free rotability, it is the entropically
most favorable one, and its population does not decline at higher temperatures.

Finally, position σz (Fig. 4.3σz) shows three curved density clouds for the orientational
degrees of freedom. The most populated one also corresponds to conformation β, but here
with the other molecule as reference molecule. The other two density clouds represent a
third conformation (“γ”) in which the urea molecule is rotated by 90◦ around the y-axis
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Figure 4.3: Three dominant urea pair conformations are seen in the simulations. Panels x, y,
z show the orientational density distribution at the respective positions, x, y, z, in axis-angle
representation. Panels α, β, γ illustrate the three different urea pair conformations obtained
from the respective orientational density distributions. The length of the arrows in panels α, β,
γ depicts the rotability of the molecule in the cyan plane. Hydrogen bonds are marked by black
dotted lines. In conformation β, the smaller dots depict weak electrostatic interactions.
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Figure 4.4: Spatial density distribution of water with respect to the reference water molecule, a)
first hydration shell (isosurface enclosing 15% of all molecules in a 0.5 nm distance), b) second
hydration shell (isosurface enclosing 40% of all molecules in a 0.5 nm distance).

and then inclined by a few degrees around its new z-axis so that a hydrogen bond between
N as donor and O as acceptor can form (Fig. 4.3γ). Urea molecules in this conformation
are seen to rotate in a range from -90◦ to 90◦ around the hydrogen bond. In terms of
enthalpy and entropy it falls between conformations α and β. There is one relatively
strong hydrogen bond with O as acceptor, and the rotational entropy is larger than for α
but smaller than for β. As expected, the population of this conformation also decreased
at higher temperatures, but not as strongly as for conformation α.

Now, the positions of water molecules with respect to other water molecules are discussed.
Two hydration shells can be identified in the respective density distribution (Fig. 4.4).
The first, inner hydration shell contains the four tetrahedrally arranged sites for hydrogen
bonding. As a result of the single point charge representing the two free electron pairs
on the oxygen atom in the TIP4P model, the region between the two acceptor positions
is also populated. A perfectly tetrahedral density distribution was observed in a test
simulation using TIP5P water,176 where each of the two free electron clouds of the oxygen
is represented by a dummy atom (results not shown).

As a measure for short-range order in the water structure, the relative population of the
first solvation shell was used. This property was defined as the fraction of water molecules
whose center of mass is enclosed in the volume shown in Fig. 4.4, out of all water molecules
which are within 0.5 nm center of mass distance. For illustration, this property is expected
to be maximal in ice due to the perfectly tetrahedral arrangement of the molecules. This
property was found to increase with decreasing temperature as well as increasing urea
concentration (Fig. 4.5). In this regard, urea was found to strengthen water structure and
make it more ice-like. The hydrogen bond analysis further below will corroborate this
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Figure 4.5: Relative population of the first hydration shell around water molecules (normalized
to the total number of water molecules within 0.5 nm distance).

finding.

Finally, the density distributions of urea and water with respect to each other are discussed,
which are shown in Fig. 4.6a) and b). As can be seen, the preferred coordination positions
of urea and water widely overlap. Because of the larger size of the urea molecule, the urea
density maxima are located a bit farther away from the reference center.

The large overlap between the coordination geometries of urea and water, together with
the aforementioned only minor perturbations in the water structure even at high urea
concentrations likely contributes to the high solubility of urea in water.

4.3.2 Hydrogen bonds

Figure 4.7 shows the number of hydrogen bonds per molecule for different urea concentra-
tions. As expected, for all concentrations a decrease of the number of hydrogen bonds with
increasing temperature is observed due to the enthalpic nature of the hydrogen bonds.

The number of hydrogen bonds per urea molecule increases with urea concentration (Fig. 4.7a)
since urea gains more hydrogen bonds to urea than it loses hydrogen bonds to water.
For water, however, the average number of hydrogen bonds per molecule increases only
marginally with increasing urea concentration from 3.53 in pure water to 3.56 in 11.3 M
urea solution at 300 K (Fig. 4.7b). In this respect, urea substitutes well for water and
perturbs the hydrogen bond network only slightly.

Considering not only the numbers, but also the energetics of the hydrogen bonds, a signif-
icant effect of urea concentration becomes evident. Fig. 4.8a shows that the water-water
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Figure 4.6: Spatial density distributions of urea (green) and water (blue) with respect to a) urea
and b) water, displayed as isosurfaces enclosing 15% of all molecules within a 0.5 nm distance.

Figure 4.7: Average number of hydrogen bonds, normalized a) per urea molecule, b) per water
molecule. Blue: hydrogen bonds to water, green: hydrogen bonds to urea, black: sum.
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hydrogen bonds become stronger with increasing urea concentration. This is in line with
the aforementioned strengthening of the water structure (see Fig. 4.5) and supports the
view of urea being structure-maker rather than structure-breaker for water.

However, despite the strengthening of single water-water hydrogen bonds with increasing
urea concentration, the total hydrogen bond energy per volume of the solution decreases
significantly (Fig. 4.8b).

An analysis of the individual hydrogen bond energies between all donor-acceptor pairs
(Fig. 4.8c) provides further insight and also explains this effect. The strongest hydrogen
bonds were formed between water molecules with an average energy of 27.6 kJ/mol (300 K,
8.9 M). Between water and urea, the strongest hydrogen bonds were those formed between
the water oxygen atom (OW ) as donor and the urea oxygen atom (OU) as acceptor with a
mean energy of 24.1 kJ/mol. The weakest hydrogen bonds existed between OW as donor
and the urea nitrogen atom (NU) as acceptor (5.9 kJ/mol), and between NU as donor and
acceptor (6.2 kJ/mol).

This progression water-water, urea-water, urea-urea from strongest to weakest hydrogen
bonds has two consequences. First, due to the decreasing number of water-water hydrogen
bonds in favor of the less energetic water-urea and urea-urea hydrogen bonds with increas-
ing urea concentration (compare also Fig. 4.7), the total hydrogen bond energy per volume
decreases, as shown in Fig. 4.8b. Second, urea self-aggregation due to the hydrophobic
effect is expected. The latter will be analyzed in more detail below.

4.3.3 Urea aggregation

Urea self-aggregation was quantified by measuring the interface surface area between water
and urea, as described in the Methods section. Figure 4.9a shows the mean interface surface
area between urea and water for different hypothetical partial charges.

The lower limit for aggregation (0%) was calculated with both, urea and water completely
uncharged and exhibits the largest interface surface area (dotted line in Fig. 4.9a). In
the absence of any contacts between urea molecules, the interface surface area is expected
to increase linearly, by 1.41 nm2 per urea molecule. However, due to the limited volume,
random contacts (“stochastic clustering”) between urea molecules occur, and thus the
interface surface area increases less than linearly with the concentration. Beyond the
mole fraction of 0.2, the interface surface area decreases. This effect becomes obvious by
considering that a system with pure urea would not have any interface surface at all. The
upper limit for aggregation (100%) was defined using a set of simulations with completely
uncharged urea, but water with regular charges (dashed line in Fig. 4.9a).

The two extremes of purely stochastic clustering (dotted line in Fig. 4.9a) and maximal
aggregation for uncharged urea (dashed line) are subsequently used to define a scale to
quantify the degree of urea aggregation. Maximal aggregation was taken as 100% urea
aggregation, and purely stochastic clustering as 0%.
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Figure 4.8: a) Water-water hydrogen bond energies. b) Total hydrogen bond energy per volume.
c) Mean energy per hydrogen bond for all donor-acceptor combinations (at 0.21 mole fraction).
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Figure 4.9: Interface surface area a) with regular charges (solid line) within the range of minimal
aggregation (uncharged system, dotted line) and maximal aggregation (uncharged urea, dashed
line) at 300 K. The lower, dash-dotted line displays the degree of aggregation in percent (right
axis). b) for 8.9 M at different temperatures. The statistical error for the surface areas is about
3 nm2.

The degree of urea aggregation within this scale is depicted by the lower (dash-dotted) line
in Fig. 4.9a. At typical concentrations used for protein denaturation (about 8–9 M, mole
fraction of 0.2), an aggregation of ca. 20% is seen. At these concentrations, the difference
in surface area was 5.6 nm2, corresponding to the surface of 4 urea molecules.

Figure 4.9b shows that urea aggregation decreases with temperature, which corresponds
to higher solubility. It is noted that part of the surface area increase also resulted from the
increase of volume with temperature, as seen from test simulations with constant volume
conditions. This effect, however, was found to be small (data not shown).

In the light of the denaturing effect of urea on proteins, this tendency to self-aggregate
might point towards and explain preferential binding to the peptide backbone and less
polar parts of the protein which are more exposed in the denatured state.
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Figure 4.10: Radial distribution functions between atoms involved in hydrogen bonds. Solid lines:
simulation data, dotted lines: refined data from neutron scattering experiments (Ref. 144).

4.3.4 Comparisons to experiments, controls

To assess the accuracy of the force field, the simulation data were compared to measured
mass densities and radial distribution functions.

The mass densities ρ of the simulations at 300 K deviated by less than 1% from the ex-
perimental data using the fit function154 ρ = 0.9972 + 0.0158curea + 0.00009681c2

urea for all
urea concentrations curea given in mol

l
(data not shown). Radial distribution functions for

various atom pairs involved in hydrogen bonding were calculated and compared to neutron
scattering data (Fig. 4.10) from Soper and coworkers obtained with empirical potential
structure refinement.144 As can be seen, the positions of the peaks are well reproduced.
In some cases, the heights of the peaks deviate. However, the peak heights are of minor
relevance for the conclusions here since they are based on the energies of the hydrogen
bonds, which correlate with the respective peak positions.

To test if the results are affected by possible periodic boundary or finite size artifacts, a
larger system size of (6 nm)3 with 4.2 M urea at 300 K was simulated and yielded virtually
identical structural and energetic properties as compared to the corresponding simulation
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with the smaller system size. Therefore, such artifacts can safely be exclude for the present
study.

Despite the good agreement with experimental data, it is noted that the choice of force field
is critical. In particular, the extent of urea aggregation has been found to be sensitive to
force field details.168 The OPLS urea model in combination with the TIP3P and SPC/E177

water models has been found to overestimate urea aggregation.168 In the present study,
the combination of TIP4P water model with the refined OPLS urea127 was used, which has
not been investigated in the study of Weerasinghe et al.168 However, since the urea model
used in the present work is based on the OPLS model, the numbers given here might be
somewhat too large.

4.4 Summary and Conclusion

This study of structure and energetics of urea-water systems aimed at a deeper understand-
ing of the special properties of these systems with a special focus on the ability of urea to
denature proteins. The aggregation tendency of urea was quantified to ca. 20% on a scale
ranging from purely stochastic clustering to full aggregation. Three different pair confor-
mations for urea have been identified. As a result of the respective entropic and enthalpic
contributions, the relative population of each conformation depends on temperature to a
different extent.

An analysis of the hydrogen bond energies between urea and water revealed that the water-
water hydrogen bonds are considerably stronger than those between water and urea, or
those between urea and urea. These differences in hydrogen bond energies suggest that
urea self-aggregation might be driven mainly by the hydrophobic effect.

Even at high urea concentrations, the mutual density distribution of water molecules was
found to be changed surprisingly little. Furthermore, the coordination position distribution
between urea surrounding water and water surrounding urea, respectively, was found to be
very similar. This finding, together with an almost concentration-independent number of
hydrogen bonds per water molecule shows that urea is able to substitute for water in the
hydrogen bond network very well in geometric and sterical terms.

Taken together, these results indicate that the effect of urea on the water structure is only
small. A slightly kosmotropic effect of urea is indicated by stronger water-water hydrogen
bonds and a more rigid occupation of the tetrahedral coordination positions with increasing
urea concentration. This strengthening of the water structure might facilitate protein
denaturation by a mechanism resembling cold denaturation, i.e., the entropic penalty to
solvate hydrophobic groups, and thus the hydrophobic effect, is reduced for higher ordered
water. However, the structural perturbations were found to be only very small and do not
seem sufficient to drive protein denaturation by urea. Instead, since urea is structurally
very similar to the peptide backbone, urea self-aggregation might point towards relevant
direct interactions of urea with the protein. These will be investigated in the next Chapter.
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Figure 4.11: Interface area for strong aggregation with periodic boundaries as predicted by the-
oretical model (green: sphere, blue: cylinder, red: layer, gray: minimum surface, dark yellow:
transition concentrations, black crosses: simulation data for 50% regular charges with offset cor-
rection). The yellow bars depict the transition concentrations between the shapes observed in
the simulation.

4.5 Appendix: Quantification of aggregation under peri-
odic boundary conditions

When studying urea aggregation, the use of a simulation box with periodic boundary
conditions, together with a high degree of aggregation led to an artifact which has to be
accounted for, and which is described in this Appendix. A sphere has the smallest surface
area (4π · r2, where r denotes the radius) for a given volume and hence is the preferential
shape for a strongly aggregating substance. Above a certain concentration, however, a
cylinder spanning the box width (see illustration in Fig. 4.11) exhibits an even smaller
surface (2π · r · b, where r is the radius and b the boxsize, hence the height of the cylinder),
since its caps touch each other at the periodic image and thus effectively vanish. Along
similar lines, a planar layer offers the smallest surface area (2 · b2, where b is the boxsize)
at even higher concentrations.

This behavior was observed in the simulations with reduced urea partial charges, which
were performed to quantify the degree of urea self-aggregation. Figure 4.11 shows the
calculated surface areas for the three shapes sphere (green line), cylinder (blue line) and
layer (red line). The points where the lines intersect mark the transition points from one
shape to another (dark yellow lines) and define the minimal surface area (gray line).
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A simulation set was performed with only 50% regular urea charges to obtain increased
aggregation. These simulations exhibited the described geometric transitions from sphere
to cylinder to layer with increasing urea concentration. The observed transition regions are
marked as light yellow bars in Figure 4.11 and are in good agreement with the calculated
transition points. The interface surface area (black crosses in Fig. 4.11) follows the minimal
surface after an offset correction to account for the roughness of the surface, deviations
from ideal shapes, partly solvated urea, and box volume fluctuations.

For the situation at hand, this change in “ideal” surface area due to periodic boundary
conditions would distort the aggregation scale. Therefore, those urea-clusters that had
formed cylinders or layers, which occurred at mole fractions larger than 0.1 in the (3 nm)3

box, were simulated in a larger box of size (5 nm)3 with additional water, such that a
spherical shape was retained in the simulation. Solvated urea molecules remote from the
sphere were excluded from the calculation of interface surface area, and the concentration
was corrected accordingly. This procedure allowed accurate determination of the urea-
water surface also above the critical concentration of about 0.1 mole fraction.
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5.1 Introduction

The results of the previous Chapter have suggested that indirect interactions of urea with
the protein are of only minor relevance for urea-induced denaturation. In this Chapter,
therefore, the direct interactions of urea with all 20 natural amino acids are investigated.

While many recent studies support the direct interaction model for urea-induced denatu-
ration,17,156,16,27,28,29 it is controversially discussed whether polar or apolar residues or the
peptide backbone constitute the main interaction sites for urea. That the peptide back-
bone is an important interaction site for urea is now widely accepted.178,179,180 However,
some studies21,15,26,16,27,29 stress the importance of urea–protein hydrogen bonds to polar
residues. Other studies8,30,181,19,20,22,23,24,25,182,28 support the importance of apolar urea–
protein contacts weakening the hydrophobic effect. Hence, more detailed insight into the
interactions of a denaturant with amino acids is imperative to understand how denaturants
work.

This study aims to elucidate and quantify by extended molecular dynamics simulations
the interactions of urea with each of the natural 20 amino acids. To this aim, interaction
frequencies between urea and the individual amino acids are investigated to decide whether
urea interacts preferentially with polar or apolar residues or with the peptide backbone. To
quantify residue interaction with urea, a contact coefficient CUW is introduced as a measure
for preferential interaction with urea relative to that with water. The CUW analysis will also
provide detailed insight into urea–peptide interactions on the atomic level. Additionally,
the role of hydrogen bonds between urea or water and the peptide residues is investigated,
and hydrogen bond energies are estimated.

To separate sequence dependence and secondary or tertiary structure effects from the
immediate interaction between urea and the respective amino acids, all 20 amino acids
were investigated by simulations of glycine-capped tripeptides (GXG). The influence of
sequence and structure on the immediate or direct interactions of the amino acids are
discussed in the conclusions.

5.2 Methods

5.2.1 Simulation setup

Each of the 20 natural amino acids (X) was simulated in a glycine-capped tripeptide
(GXG). The glycine-termini with NH2 and COOH were kept uncharged. For histidine, all
three protonation states were considered, resulting in 22 simulations in total, each of 100 ns
length. The initial backbone angles of the tripeptides were set to β-sheet conformation
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(φ = −135◦, ψ = 128◦). Since the autocorrelation time of (φ, ψ) was found to be below 1 ns
in the simulations, these starting conditions did not impose significant bias. All tripeptides
were simulated individually in aqueous urea solution with 1250 water molecules and 250
urea molecules. An appropriate counterion (Na+ or Cl−) was added for each charged
amino acid. Additionally, a second set of simulations was performed with all electrostatic
interactions switched off to estimate steric effects on the calculated contact coefficients,
which may arise from different volumes of urea and water molecules.

To set-up the simulation systems, the initial size of the periodic cubic box was set to
(3.9 nm)3 to accommodate 1250 water and 250 urea molecules in addition to the tripep-
tide. 250 (non-overlapping) urea molecules were placed at random positions into the sim-
ulation box containing the tripeptide. Subsequently, the box was filled up with 1250 water
molecules. The total simulation time for data collecting was 4.4µs.

5.2.2 Force field energies

Force field energies (Lennard-Jones and Coulomb) between amino acid X and urea (EX−U)
or water (EX−W ) were calculated for all atoms in atomic contact using the same distance
cutoff criterium as for the contact coefficients. Energies per atom were then defined as:

Enorm
X =

EX−W
NX

− EX−U
NU

, (5.1)

where NX and NU denote the number of atomic contacts of residue X with water or urea,
respectively.

5.3 Results

5.3.1 Contact coefficients

First, contact coefficients CUW (Fig. 5.1) are discussed. As can be seen, CUW is higher
than one, indicating preferential contacts to urea, for all amino acids except the anionic
ASP and GLU, which have a significantly lower CUW of about 0.89 each. The cationic
ARG and LYS have the second lowest CUW with 1.26 each. The other amino acids exhibit
a CUW between 1.44 (THR, SER) and 1.82 (CYS). For each amino acid the CUW of the
backbone alone is higher than for the complete amino acid. The CUW of the backbone
alone, averaged over all residues, is 1.78±0.18.

In summary, urea interacts mainly with aromatic and nonpolar residues, as well as with
the protein backbone. Polar and especially charged residues interact less frequently with
urea, the charged amino acids ASP and GLU show even more interactions with water than
with urea. Note that CUW < 1 does not necessarily imply a positive free energy of transfer
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Figure 5.1: Contact coefficient CUW for each amino acid as well as the backbone average (“bb”).
Crosses denote the CUW of the backbone alone. High values above one indicate preferential
interactions with urea; a value of one corresponds to equal probability to interact with urea or
with water. The color characterizes the amino acids; red: charged, yellow: polar, gray: aliphatic,
blue: aromatic, green: apolar.

from water to urea solution, which has been found to be negative for hydrophobic as well
as for hydrophilic residues.183,184,185,10

To elucidate which parts of the amino acids show contact preferences for either urea or
water, CUW was calculated atomwise. This in-depth analysis was further motivated by the
difference in average CUW for the backbones and the complete residues. Figure 5.2 shows
atomic interaction sites for urea and water for all amino acids. Blue indicates preferential
interaction with water (low CUW ), green indicates preferential interaction with urea (high
CUW ), white corresponds to no interaction preference (CUW=1).

Again, clear differences in the CUW are seen for the different the amino acids. In particular,
the carboxyl groups of ASP and GLU have very low CUW values and represent the main
interaction sites for water. For both amino acids, also the sidechain CH2 groups and
even the backbone show reduced interactions with urea due to the charge of the carboxyl
group. This effect is slightly more pronounced for ASP than for GLU, since the backbone
is separated from the carboxyl group by one CH2 group less in ASP. ARG and LYS show
both, preferential interaction sites for water as well as for urea. The amino groups are the
main interaction sites for water, whereas the backbones exhibit high CUW values and are
not significantly affected by the charged amino groups due to the long apolar sidechains of
both amino acids. Further interaction sites for water are the hydroxyl group of TYR and
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the two nitrogen atoms in the HISδε-ring.

Pronounced interactions with urea are seen for the aromatic rings of PHE, TRP, and TYR
as well as for the whole CYS, and the Cβ and Cγ atoms of ILE, LEU, and MET. These
atoms have been assigned a small charge (between -0.06e and -0.12e) in the OPLS-AA
force field. The peptide backbone shows preferential interaction with urea for all amino
acids.

Overall, it is found for the residue as well as for the atomic level that polar parts (with
large partial charges) mainly interact with water, while less polar parts (with small partial
charges) interact mainly with urea.

5.3.2 Hydrogen bonding

Hydrogen bonds between water, urea, and the amino acids were analyzed, and their
strength was estimated via the Espinosa-formula.131 The average hydrogen bond ener-
gies are given in Fig. 5.2 for all sidechain donors and acceptors. As can be seen, all
hydrogen bonds to water (blue numbers) are stronger than the corresponding hydrogen
bonds to urea (green numbers). Therefore, hydrogen bond sites on the sidechains are pref-
erentially solvated by water rather than by urea molecules. The strongest hydrogen bonds
(≈ 46 kJ/mol) are seen between the carboxyl groups of ASP or GLU and water. Since the
energies of hydrogen bonds to the backbone do not significantly vary between the amino
acids, their average energies is given in Fig. 5.3 and they are not shown individually in
Fig. 5.2. Figure 5.3 shows the hydrogen bond energies between protein (backbone), water,
and urea. The larger numbers in Fig. 5.3a denote the average hydrogen bond energies
for all donor/acceptor combinations. The small number pairs next to the arrows in panel
a) refer to hydrogen bonds with donor/acceptor in the direction of the respective arrow.
For instance, hydrogen bonds between water and the peptide backbone have an energy of
18.0 kJ/mol with the peptide as donor and water as acceptor, and an energy of 29.8 kJ/mol
with water as donor and the peptide backbone as acceptor. On average, intra-water hy-
drogen bonds are the strongest with an energy of 27.8 kJ/mol, followed by hydrogen bonds
between water and the peptide backbone with an energy of 25.8 kJ/mol. For urea, the en-
ergy difference between hydrogen bonds to protein or water is very small. Judging from the
hydrogen bond energies alone, water seems to be a significantly more favorable hydrogen
bond partner than urea for the peptide backbone. That this difference in hydrogen bond
energies between protein-urea and protein-water does not lead to preferential solvation of
the backbone by water, as one might expect, shows that optimization of peptide-solvent
hydrogen bonds is not the determinant for backbone solvation by water or urea in this
simple view. This issue will be discussed further below.

Statistical errors are below 0.1 kJ/mol (not to be confused with the accuracy of the empir-
ical formula used to estimate the hydrogen bond energies). Intra-protein hydrogen bond
energies were calculated from simulations of the CI2 protein (Chap. 6).
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Figure 5.2: Atomic interaction sites for urea and water. Blue indicates low CUW , green high
CUW , white corresponds to CUW=1. The numbers denote average energies of hydrogen bonds to
water (blue) or urea (green) for the respective atoms in kJ/mol.
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Figure 5.3: Average hydrogen bond energies (in kJ/mol) between the protein backbone, urea,
and water. Errors are below 0.1 kJ/mol. The small number pairs next to the arrows in panel a)
refer to hydrogen bonds with donor/acceptor in the direction of the respective arrow. The large
numbers denote the weighted average. The energy of protein-protein hydrogen bonds was taken
from simulations with the CI2 protein (Chap. 6).

5.3.3 Driving forces for preferential interactions

In order to explore the driving forces of the preferential interactions, the force field energies
(Coulomb + Lennard-Jones) between the amino acids X and urea/water were calculated
(Fig. 5.4a). Charged and polar residues (low CUW ) have the largest force field energies with
both, water and urea. The Lennard-Jones contributions to the potential energies were all
positive and much smaller than the respective Coulomb part.

The enthalpy gain upon substituting urea with water in the solvation shell, measured by
the energy difference between X-water and X-urea, is largest for these residues. For residues
with a high CUW , the enthalpy gain is much smaller.

Figure 5.4b correlates the potential energy differences Enorm
X (Eq. 5.2.2) between X-water

and X-urea with the contact coefficients CUW . Indeed, the linear fit indicates a significant
correlation (regression coefficient r2 = 0.8). In particular, more negative (i.e. stronger)
interaction energies imply low CUW values. This correlation offers the conclusion that the
interaction of water molecules with charged and polar residues (low CUW ) is dominated by
enthalpy contributions, in particular electrostatic ones. Those residues with only a small
enthalpy gain are solvated preferentially by urea (high CUW ) because displacement of water
from less polar protein surface into bulk is enthalpically and entropically favorable. This
picture agrees with the results from the hydrogen bond energies discussed above.

Further, a set of 22 simulations was carried out with all electrostatic interactions switched
off to estimate the contribution of Coulomb and Lennard-Jones energies to the contact
preferences and to extract purely steric contributions. Contact coefficients from these
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Figure 5.4: Force field energies between urea and water. (a) Total potential energy within cutoff
radius (blue: water, green: urea). (b) Energy difference between residue–water and residue–urea
per atom versus contact coefficient CUW . The linear fit with a regression coefficient of r2 = 0.8
is drawn in red.

simulations were all quite similar to each other (1.25±0.06). This result further supports
the view that electrostatic interactions are — directly via enthalpy or indirectly via the
hydrophobic effect — the main determinants of the observed contact preference profile.

5.4 Discussion

These simulations suggest that polarity/apolarity is the main determinant of the interaction
preference CUW of amino acids with urea or water. One would therefore expect that
CUW correlates to hydrophobicity scales. Indeed, qualitative agreement is found with
common scales.186,187,188,189,190,191 In particular, amino acids ranked very hydrophobic by
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these scales (CYS, PHE, TRP, etc) interact preferentially with urea in the simulations
(high CUW ), whereas amino acids ranked as very hydrophilic (ASP, GLU, ARG, LYS, etc)
interact preferentially with water (low CUW ). On the atomic level, good agreement is found
with atomic hydrophilicities reported by Kuhn et al.,191 who found oxygen atoms to be
most hydrophilic, followed by nitrogen, followed by carbon and sulfur (O ≈ O− > N+ >
N � C ≈ S). As the correlations between these different hydrophobicity scales are in
the range of r2 = 0.69 − 0.95 (problems involved in defining and interpreting such scales
are well known192,193), one would not expect correlations with CUW higher than this value.
The observed correlation coefficient of r2 = 0.35 − 0.53 between CUW and the different
hydrophobicity scales therefore suggests that the hydrophobic effect is a key determinant
for the contact preferences CUW , but certainly not the only one.

Indeed, comparison with free energies of transfer from water to urea solution (∆GW→U)
shows a similar correlation. The CUW values reported here agree with main features from
the early study of Nozaki and Tanford,8 and from more recent studies by Auton and
Bolen.179 In particular, less polar residues like PHE, TRP, TYR have a large ∆GW→U
as well as a high CUW . The correlation of CUW with all ∆GW→U reported in Ref. 8 is
r2 = 0.32, and r2 = 0.31 for the data reported in Ref. 179. Hence, transfer free energies
∆GW→U are obviously also related to CUW . Although it can not be excluded that further
effects contribute to the observed CUW , these results suggest these two to be the main
determinants for the observed contact preferences.

Also investigated was the relation of CUW to m-value contributions, which measure the vari-
ation of the free energy of unfolding with denaturant concentration.194 Indeed, very good
agreement is seen with the m-value contributions reported by Auton and Bolen.179 Their
data are particularly suitable for comparison with CUW values, since both are normalized
to size or surface area. The regression coefficient with their data (Fig. 2a in Ref. 179) is
r2 = 0.57. It is noted, however, that CYS is a unique and puzzling outlier, with completely
opposite tendencies, and was excluded from the regression fit. Large m-value contributions
are reported for less polar residues like TRP, PHE, and LEU, as well as for the backbone,
while the contribution of ASP, GLU, ARG, and LYS is very small. This large correlation
shows that the contact coefficient CUW introduced here can obviously be related to the
m-value contribution per surface reported in Ref. 179.

By determining contact coefficients from tripeptides (GXG) with neutralized termini, val-
ues were provided for individual amino acids. In particular, this approach excludes effects
from sequence, secondary or tertiary structure interactions, as well as effects from the N-
and C-termini. In a protein, in contrast, the interaction of each amino acid with the sur-
rounding water and urea solvent will additionally depend on local neighboring residues.
For example, CUW is expected to be lower than in the GXG tripeptides when X is flanked
by a polar residue like GLU, or higher when X is flanked by an apolar residue like TRP.
The influence of flanking peptide bonds on hydrophilicity has previously been discussed by
Roseman et al.195
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5.5 Conclusions

Aiming at a comprehensive characterization of the interactions of amino acids with aqueous
urea solutions, contact preferences for urea with individual amino acids were calculated
from molecular dynamics simulations of 22 tripeptides. All amino acids (except ASP
and GLU) were found to interact preferentially with urea. A clear spectrum of contact
preferences has emerged, ranging from slight preferences for water contacts (ASP and
GLU), to high preferences for urea contacts (TRP and CYS). In summary, urea was found
to preferentially solvate apolar and aromatic residues as well as the peptide backbone.

These findings suggest a number of important implications for the mechanism of protein
denaturation by urea. Under native conditions in water, and mainly due to the hydrophobic
effect, apolar and aromatic residues are typically buried within the hydrophobic core of
the folded state and not exposed to the solvent. Further, the protein backbone is largely
shielded from solvent contact via formation of secondary structure elements. In aqueous
urea solution, the contact analysis shows that urea molecules are located at the protein
surface, in particular accumulating close to less polar residues and the backbone. The
resulting displacement of water molecules from the solvation shell of less polar residues
and the backbone into bulk water is favorable both, entropically and enthalpically. The
former, because the translational and rotational entropy is increased, as one urea molecule
frees about three water molecules; the latter, because these three water molecules can form
strong water–water hydrogen bonds.

The resulting overall weakening of the hydrophobic effect renders unfolding of the protein
by exposure of the hydrophobic core and dissociation of secondary structure elements
energetically favorable. Taken together, these results, as discussed so far, strongly support
the view that hydrophobic interactions are the main determinant of urea-induced protein
denaturation8,24 rather than interactions with polar residues.21,15,26,16,27

This result seems to be at variance with previous findings,26,15,9 however, which reported
hydrogen bonds to be essential. The results of the hydrogen bond energy analysis now allow
to resolve this puzzle by quantifying the different contributions discussed controversially
by different authors. In particular, in the simulations at hand, urea was seen to form hy-
drogen bonds to the peptide backbone which are of similar strength as backbone-backbone
hydrogen bonds, but are significantly weaker than backbone-water or water-water hydro-
gen bonds. Thus, these results confirm the widely held view that hydrogen bonds between
urea and the protein backbone are essential,9,15,26,16 but do not support the suggestion15

that a competition of urea with native interactions is the driving force for urea-induced
protein denaturation. In particular, it has already been argued,39 that in such competi-
tion between native protein-protein hydrogen bonds and protein-solvent hydrogen bonds,
protein-urea hydrogen bonds would have to be stronger than protein-water hydrogen bonds
to explain denaturation. Indeed, the opposite was found here. Therefore, rather than being
the driving force, it is suggested here that urea-protein hydrogen bonds only serve to avoid
highly unfavorable unsatisfied hydrogen bond sites of the backbone,60,61 while at the same
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time shielding it from entropically unfavorable water contact. Note that this finding is not
at variance with the result that the weaker urea-protein hydrogen bonds actually tend to
replace the stronger water-protein hydrogen bonds, which is suggested here to be due to
the entropic effect described above.

The suggested dominance of the entropic effect leads to the speculation that the mere fact
that urea molecules are significantly larger than water molecules substantially contributes
to its denaturation power.

In summary, this Chapter suggests a synthesis of seemingly opposing viewpoints. Whereas
urea-protein hydrogen bonds do not seem to drive the denaturation, they do contribute to
the overall energetics. According to the mechanism proposed here, the denaturation power
of urea rests on its trade-off between two essential but conflicting features. First, it is
apolar enough to solvate apolar groups; second, it is polar enough to form weak hydrogen
bonds to the backbone and to incorporate well into the water hydrogen bond network, as
found in Chap. 4. Hence, urea can be regarded to denature proteins by interfacing between
water and natively buried parts of the protein.
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6.1 Introduction

Based on the results of the previous Chapter, it was suggested that direct apolar interactions
of urea with less polar residues are the driving force for denaturation, as opposed to polar
interactions.

Now, this suggestion will be tested, and the relevance of direct polar and apolar contacts
critically probed. For this purpose, a Gedankenexperiment is performed, in which urea
polarity is varied. If polar contacts like hydrogen bonds between urea and the protein
constituted the determinant interaction for denaturation, one would expect urea with in-
creased polarity (hyperpolar urea) to be an even stronger denaturant than real urea. If,
in contrast, apolar contacts played the major role for denaturation, one would expect urea
with decreased polarity (hypopolar urea) to be the stronger denaturant.

Molecular dynamics simulations offer the unique possibility to perform simulations accord-
ing to this Gedankenexperiment, and to compare the denaturation strengths of hyperpolar
or hypopolar urea to that of “real” urea. By scaling the atomic partial charges of the urea
force field, urea polarity is effectively modified, and hyper- or hypo-polar urea obtained.
To investigate the effect of urea polarity on its denaturation strength, extensive simula-
tions of the chymotrypsin inhibitor 2 protein196 were performed in urea with six different
partial charge scalings, and the respective effects on the protein stability analyzed. For
comparison, additional simulations were performed in water.

6.2 Methods

Chymotrypsin inhibitor 2 (CI2, Fig. 6.1) is one of the best-characterized two-state fold-
ers. Its small size of 64 residues, fast (≈3µs) and two-state folding process,197,198 content
of α- as well as β-structure, and the amount of existing data on it make it a common
test system for folding and unfolding studies in experiments197,199,200,201,202,203 as well as
simulations204,205,206,15,207 or theoretical studies.208,209

Of particular interest here is an MD study about urea-induced denaturation of the CI2
protein (Ref. 15), where unfolding was observed within 3 ns — six orders of magnitude
faster than in experiments. A secondary objective of the simulations presented here was
to test whether the surprisingly fast unfolding reported in Ref. 15 can be reproduced.

6.2.1 Simulation setup

To allow comparison with the simulations reported in Ref. 15, the same CI2 mutant (E33A,
E34A) was used and the simulation temperature was set to 333 K, except for one simulation
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Figure 6.1: The CI2 protein.

at 300 K.

The structure of the CI2 protein was obtained from the Protein Data Bank,97 PDB-code
1YPC.98 Unresolved side chain atoms for residue MET40 (residue number 59 in the pdb file)
were added using the program WHAT IF.210 The box-size was chosen such that a minimum
distance of 1.5 nm between protein atoms and the box was kept in each direction. For the
solvation of the protein, pre-equilibrated structures of water and 8M urea were used (taken
from the simulations reported in Chap. 4). Sodium and chloride ions were added to yield
a physiological 150 mM ion concentration.

To avoid over-interpretation of possibly anecdotal events, multiple simulation runs were
carried out for each parameter set (Tab. 6.1). Two simulations of CI2 in water (physiolog-
ical solution), three simulations with regular urea charges, two simulations with 25 % urea
charges, five simulations with 50 % urea charges, four simulations with 75 % urea charges,
two simulations with 150 % urea charges, and two simulations with 200 % urea charges were
performed, each at 333 K. In addition, one simulation in water at 300 K was performed to
define native contacts and native secondary structure. The total simulation time of all
simulations was ca. 7µs.
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scaling factor for
label solvent urea partial charges simulation time [ns]

W300K water (300 K) 100 ns
W1 water 285 ns
W2 water 500 ns

U1
25% 8 M Urea 25 % 378 ns

U2
25% 8 M Urea 25 % 300 ns

U3
25% 8 M Urea 25 % 435 ns

U1
50% 8 M Urea 50 % 176 ns

U2
50% 8 M Urea 50 % 357 ns

U3
50% 8 M Urea 50 % 395 ns

U4
50% 8 M Urea 50 % 296 ns

U5
50% 8 M Urea 50 % 289 ns

U1
75% 8 M Urea 75 % 332 ns

U2
75% 8 M Urea 75 % 225 ns

U3
75% 8 M Urea 75 % 250 ns

U4
75% 8 M Urea 75 % 250 ns

U1
100% 8 M Urea 100 % 402 ns

U2
100% 8 M Urea 100 % 285 ns

U3
100% 8 M Urea 100 % 522 ns

U1
150% 8 M Urea 150 % 461 ns

U2
150% 8 M Urea 150 % 500 ns

U1
200% 8 M Urea 200 % 277 ns

U2
200% 8 M Urea 200 % 234 ns

Table 6.1: Summary of all 22 simulation runs performed for the CI2 protein.

6.3 Results and Discussion

6.3.1 Dynamics of the native state in water/urea

As two measures for unfolding, Fig. 6.2 a and b show the Cα root-mean-square-deviation
(rmsd) and the solvent accessible hydrophobic surface area (SAS), respectively, for the
simulations in water (W1,2, blue) and 8M urea solution (U1,2

100%, green). As can be seen,
the Cα-rmsd fluctuates around an average value of 0.3 nm for both, the simulations in
water as well as in aqueous urea. No significant differences between the effects of both
solvents on protein structure and dynamics can be seen in the rmsd. Clearly, no unfolding
of the protein is observed in the simulations, which has to be expected from the measured
millisecond time scale for CI2 denaturation.201

Nevertheless, and perhaps unexpectedly, the SAS in aqueous urea is, on average, about
2 nm2 larger than in water. As can be seen in Fig. 6.2, this difference is larger than
the variance of the SAS for the single simulations. Closer inspection reveals that this
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Figure 6.2: CI2 in native conformation; a) Cα rmsd, b) SAS for the two simulations in water
(blue) and the 3 simulations in aqueous urea with regular charges (green). The solid bold lines
show traces smoothed by a running average over 500 ps; dim lines show raw data.

difference results from few specific residues whose side chains are more solvent-exposed in
aqueous urea than in water. In particular, MET1, LEU32, ILE44, and PHE50 contribute
dominantly to this difference (0.22 nm2, 0.17 nm2, 0.30 nm2, and 0.29 nm2, respectively).
Since these amino acids are among those which were found to have particularly strong
contact preferences for urea (Chap. 5), it is expected that the higher exposure of these side
chains is due to favorable interactions with urea molecules.

The contact coefficient CUW was calculated for each amino acid type in the CI2 protein.
Figure 6.3 shows the CUW values averaged over time and over the three simulations in
aqueous urea solution (U1,2,3

100%). Contact coefficients for the CI2 are largely similar to those
calculated for tripeptides in Chap. 5. In particular, apolar and aromatic amino acids, as
well as the backbone, are again found to have contact preferences for urea, whereas charged
amino acids have preferences for water contact. This finding confirms that (a)polarity
is clearly a determining factor for the specific interactions of urea with the CI2 protein
residues, as expected from the contact preferences of the individual amino acids (Chap. 5).
Further, the quantitative differences between both sets of contact coefficients can be used to
quantify the influence of sequence and structure on the contact preferences. The correlation
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Figure 6.3: Interaction coefficient CUW for each amino acid type in the CI2 and the backbone
average (“bb”). Values above 1.0 indicate preferential interaction with urea, values below 1.0
indicate preferential interaction with water.

between both sets is r2 = 0.69, indicating that effects from sequence and structure of the
folded CI2 protein make up ca. 30 % of the contact preferences.

6.3.2 Protein stability in hypo- and hyperpolar urea

To investigate the denaturation strengths of hyper- or hypopolar urea, the CI2 protein
was simulated in urea with partial charges scaled to values of 25 %, 50 %, 75 %, 150 %,
and 200 %. Urea with partial charge scaling of x% will be denoted as “ureax%”. Fig. 6.4
shows the SAS of the CI2 for these simulations. As can be seen from the SAS, the protein
unfolds in all nine simulations with hypopolar urea (urea75% and urea50%, magenta and
orange lines, respectively). In contrast, with urea150%, the SAS remains close to the native
value and the protein stays stable during all simulations (black lines).

What is the reason for the observed strong denaturation power of hypopolar urea with
75 % and 50 % partial charges? It was expected that decreasing polarity by down-scaling
the partial charges should imply stronger interactions with apolar residues of the protein.
This is indeed the case, as seen in the interaction coefficient CUW for urea with different
partial charge scalings (Fig. 6.5); urea with reduced partial charges shows increased inter-
action coefficients with certain amino acids, mainly PHE, ILE, LEU, PRO, VAL, TRP,
and TYR. Urea100% preferentially interacts with these amino acids, and this preference
is enhanced for hypopolar urea. Furthermore, interactions of certain other amino acids,
mainly ASP, GLU, LYS, and ARG, are even less favored with hypopolar urea. Overall,
lowering urea polarity increases the contrast of the interaction profile with respect to the
one of urea100%, and enhances the preferential interactions: preferred interactions become
even more frequent, less preferred interactions even less frequent. Obviously, this effect
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Figure 6.4: Solvent accessible surface area of the protein in all simulations. Blue: water, orange:
urea50%, magenta: urea75%, green: urea100%, black: urea150%. The lines show traces smoothed
by a running average over 500 ps. The numbers in the legend denote the number of respective
simulations.

accelerates and facilitates unfolding of the protein.

Hyperpolar urea150%, in contrast, exhibits fewer interactions with those amino acids pref-
erentially interacting with “regular” urea100%. Interactions with charged residues is even
preferred by urea150% over interactions with less polar residues. This inversion of the prefer-
ential interaction profile leads to a compactification of the folded state, as indicated by the
smaller SAS (Fig. 6.4), rather than to destabilization and unfolding. This results suggests
that urea150% would be a weaker denaturant than urea100% in sufficiently long simulations
on the millisecond-timescale, or none at all.

The effects of the different solvent environments on protein stability are also reflected in the
estimated free energy profiles with the SAS as reaction coordinate (Fig. 6.6). In particular,
they show that the minimum of the free energy of the native state in urea100% (green line)
is shifted towards higher SAS values with respect to that in water (blue line), and to
lower SAS values in urea150% (black line). Since the free energy profiles for the multiple
simulations in water (W1,2), urea100% (U1,2,3

100%), or urea150% (U1,2
150%), respectively, were very

similar to each other, the free energy profiles were calculated from all simulations together
in the respective solvent. For the unfolding simulations in hyperpolar urea, however, the
free energy profiles of the individual trajectories were very heterogeneous. Therefore, the
averaged free energy profiles of urea50% (orange line) and urea75% (magenta line) provide
only limited information, which is indicated by their dashed lines. The free energy profiles
of these unfolding simulations will be addressed further below in the discussion of the



72 6. POLAR OR APOLAR? — THE ROLE OF POLARITY FOR THE DENATURATION POWER OF UREA

Figure 6.5: Interaction coefficient CUW for all amino acids types in the CI2 protein, as well as the
backbone average (“bb”). The four panels show CUW for the different urea partial charge scalings
(50 %, 75 %, 100 %, 150 %). The color characterizes the amino acids; red: charged, yellow: polar,
gray: aliphatic, blue: aromatic, green: apolar. For better comparability, all CUW are sorted
according to CUW in urea50%.
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Figure 6.6: Estimated free energy profiles for the CI2 protein in the different solvents, with the
SAS as reaction coordinate. Blue: water, orange: urea50%, magenta: urea75%, green: urea100%,
black: urea150%. The dashed lines of urea50% and urea75% indicate that these profiles provide only
limited information here, since they represent averages calculated from heterogeneous unfolding
trajectories.

unfolding trajectories.

Also performed were simulations with “extreme” urea25% and urea200%. However, these
simulations exhibit artifacts which render them irrelevant for the present purpose. For
partial charges scaled down to 25 %, on the one hand, urea shows a strong tendency to
self-aggregate to a hydrophobic layer in the periodic simulation box, which does not any
more interact with the protein. Urea200%, on the other hand, induces a glass transition in
the solvent, with drastically reduced urea diffusion coefficients (from ≈ 2.2 · 10−5 cm2

s
to

< 0.001 ·10−5 cm2

s
). As a result of the vanishing mobility, the urea molecules do not interact

with the protein either. Underestimation of diffusion coefficients in common force-fields
has previously been observed for high ion concentrations.211

Both effects, urea aggregation and reduced diffusion coefficients, were also observed for
the simulations with urea50% and urea150%, respectively, but to significantly lesser extents.
Nevertheless, it has to be addressed whether the conclusions drawn here hold despite of
these side-effects of urea partial charge scaling.

In particular, one might argue that protein unfolding in urea50% is not a direct consequence
of reduced urea polarity, but rather an effect of urea aggregation, for instance due to large
differences in local urea concentrations. However, since unfolding is also observed in the
simulations with urea75%, where no significant degree of aggregation is seen, all conclusions
regarding hypopolar urea — in particular that it is a stronger denaturant than regular
urea — can simply be based on the observations with urea75%, and thus hold.

With respect to hyperpolar urea, one might argue that the reduced urea diffusion coefficient
for urea150% (from ≈ 2.2 ·10−5 cm2

s
to ≈ 0.1 ·10−5 cm2

s
) is the reason that no unfolding occurs
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in hyperpolar urea. Two effects of reduced urea mobility have to be considered. First, the
reduced mobility of urea molecules might prevent their “correct” placement on the protein
surface within the simulation time. Due to the high urea concentration, however, the
average diffusion time for a urea molecule to cross the average distance between two urea
molecules is only ≈0.6 ns for urea150% (for urea200%, it is ≈90 ns). Hence, this effect can
safely be excluded from consideration. Second, the reduced mobility of urea molecules
might slow down conformational changes of the protein due to higher solvent viscosity.
This concern is more critical. While the inversion of the interaction profile in conjunction
with the compactifying effect of urea150% on the folded protein suggest that hyperpolar urea
has no significant destabilizing effect on the protein, these findings do not satisfactorily rule
out that the protein might be only seemingly stable in urea150% due to slowed down kinetics.
The proof that this is not the case, and that even large conformational changes of a protein
can occur in urea150% within these simulation time scales, will follow in Chapter 7.2.

6.3.3 Unfolding pathways in hypopolar urea

In the simulations, the CI2 protein unfolds reproducibly in urea75% (four simulations) and
urea50% (five simulations). Figures 6.7 and 6.8 show the unfolding pathways for urea50% and
urea75%, respectively, in a representation of fraction of native secondary structure versus
fraction of native contacts, as a measure for native tertiary structure. Starting from the
folded state (top right), the protein undergoes several conformational changes, eventually
leading to denaturation and unfolding in all nine trajectories.

One unfolding pathway (U1
75%) will be described in detail, then common features and differ-

ences of the nine unfolding events are discussed. In simulation U1
75% (Fig. 6.8a), reversible

fluctuations of the secondary-structure (β-strand 3, ILE57–ARG62) mark the beginning of
unfolding. After 29 ns, a part of the coil region between β-strand 1 and β-strand 2 twists.
In particular, THR36, ILE37, and VAL38 flip their sidechain orientation by about 180◦.
This is immediately followed, at 30 ns, by a flip of the turn region of residues 22–25. This
irreversible and fast unfolding step with loss of native contacts is succeeded by a longer
phase with reversible fluctuations again: the α-helix (Res. 13–22) looses stability and de-
cays within the next 80 ns. The ALA-rich region (ALA14, ALA15, ALA16) is destroyed
last at 110 ns. After this slow phase from 30 ns to 110 ns, the turn (and former α-) region
between residues 18–25 flips further away, while the ALA-end of the helix partly rebuilds
and decays again several times. At 140 ns, the tertiary structure unfolds further before at
150 ns, finally, the last secondary structure is lost when β-strands 2 (Res. 46–52) and 3
(Res. 56–62) decay.

Now, common features or differences in the individual unfolding trajectories are addressed.
Interestingly, a similar stepwise process with alternating phases of loss of secondary and
tertiary structure is also observed in most other simulations, as opposed to either a si-
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multaneous loss of both structure levels, or, alternatively, complete loss of one structure
level ahead of the other. In many cases, fast transitions (roughly 5 ns for a step) due to
irreversible loss of native contacts are seen between two regions in the unfolding map that
are each sampled for a longer time (20–100 ns and above). These regions represent re-
versible fluctuations and eventually loss of secondary structure. A step-by-step process for
unfolding such as described here is consistent with the nucleation-condensation mechanism
of folding for the CI2 protein.202,203

It was investigated whether common transient structures or putative intermediates exist
in the unfolding pathways. To this end, for every unfolding trajectory i, the rmsd was
calculated with respect to every structure Xj(t) (with a time resolution of ∆t = 100 ps) of
each of the other unfolding trajectories j (data not shown). In this analysis, conformations
which occur in trajectory i as well as in trajectory j, would be revealed by a minimum in
the respective rmsd. Unexpectedly, no pronounced minimum was found, which indicates
that no pair of trajectories shares common structures, and that unfolding proceeds struc-
turally different in all nine cases. During unfolding as well as after complete denaturation,
the protein explores quite different regions of phase space. This is consistent with the
observation that the CI2 protein is a two-state folder without intermediates in the folding
process.197

The differences in the unfolding trajectories are also reflected in the heterogeneity of the
respective estimated free energy profiles, as shown in Fig. 6.9 for the SAS as reaction
coordinate. In particular, the positions of free energy barriers between folded and unfolded
state differ between the different unfolding trajectories. Note that a local minimum in this
free energy landscapes does not indicate a metastable (un)folding intermediate, since in
this one-dimensional reaction coordinate each SAS value corresponds to a whole ensemble
of structurally different conformations. From these free energy profiles, it can also be seen
that this method to estimate free energy profiles provides only a rough approximation for
the shape of free energy profile, rather than giving accurate numbers. Particularly, one
would expect the free energy of the unfolded state to be lower than that of the folded state.
For this accuracy, however, longer simulations and more extensive sampling of unfolded
conformations would be needed.

Despite different pathways of unfolding, there might be regions of the protein where un-
folding is likely to begin. To investigate whether such unfolding “hot-spots” are present
in the simulations, the rmsd per residue was calculated for the initial phase of unfolding
for each of the simulations U75% and U50% (Fig. 6.10). The top row shows the root-mean-
square-fluctuations per residue in the native state (simulation W300K), for comparison. As
can be seen, unfolding often starts in regions that exhibit large fluctuations already in the
native state under physiological conditions. In particular, the C-terminal end of the α-helix
(res. Q22) and the adjacent turn-region (res. D23–E26) start to unfold first in some simu-
lations (U1

75%,U2
75%,U3

75%,U4
50%). Also the coil- and turn-regions between β-strands 2 and

3 show marked increase of rmsd in some simulations (U1
75%,U3

75%,U3
50%,U4

50%,U5
50%). Other

unfolding events start in the N-terminal region (U3
75%,U2

50%) or in the α-helix (U3
50%,U5

50%).
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Figure 6.7: Unfolding pathways of the CI2 for the simulations in urea50%, displayed as native
secondary structure content versus native contact content. The numbers next to the protein
structures denote the respective time of the snapshot in ns.
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Figure 6.8: Unfolding pathways of the CI2 for the simulations in urea75%, displayed as native
secondary structure content versus native contact content. The numbers next to the protein
structures denote the respective time of the snapshot in ns.
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Figure 6.9: Estimated free energy profiles for the unfolding pathways of the CI2 protein in urea50%

(orange lines, left) and in urea75% (magenta lines, right), with the SAS as reaction coordinate.

In summary, no unique unfolding “hot-spot” is found but rather several regions where
unfolding likely begins.
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Figure 6.10: Per-residue Cα rmsd in the initial unfolding phases. Blue corresponds to low, red to
high rmsd. The numbers on the left denote the start and end times of the respective displayed
segment in ns. Top row: root-mean-square-fluctuations per residue in the native state. In the
one-letter sequence code below, red marks the α-helix and blue the β-strands.
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6.3.4 Residual structure in the denatured state

Figure 6.11 shows the frequency of several secondary structure elements as a function of
solvent-accessible surface area, which is used here as reaction coordinate. In the simulations
in water, SAS-fluctuations in the native state of the protein are, on average, accompanied
by conversion of β-structure (blue lines), mostly into random coil (black lines). The sim-
ulations in urea100% show a qualitatively similar behavior, with the SAS shifted by a few
nm2 to larger values, as discussed above. As in the simulations in water, increases in SAS
correlate primarily with even more pronounced loss of β-structure and gain of random coil.
Also, loss of helix structure is visible for SAS values of above 30 nm2. The SAS of the
protein in urea150% is lower than in the simulations with urea100%, and comparable to the
simulations in water (W). Interestingly, the β-structure content is systematically larger for
urea150% than for water. This finding is consistent with the view that hyperpolar urea in
fact stabilizes the native state of the protein.

Figure 6.11: Population of secondary structure elements versus solvent-accessible surface area in
the different solvents. From top to bottom: water, urea100%, urea150%, urea75%, urea50%. black:
coil, blue: β-sheet, red: α-Helix

During unfolding in the simulations with urea75% and urea50%, helical (red lines) and β-
structure turn into random coil, and, to some degree, bends. For urea75%, there is less
helical and more coil structure than for urea50%. Almost all residual secondary structure
in the denatured ensemble is bend according to the DSSP classification scheme.62 The
presence of only little residual secondary structure in the denatured state of the CI2 protein
agrees with experimental results.212
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Figure 6.12: Ramachandran plots for a) CI2 in urea100% (folded state), b) CI2 in urea75% (unfolded
state).

For the denatured ensemble, polyproline II helix structure (PII) has been suggested, on the
basis of CD-spectroscopy,213 as prevalent backbone-configuration (φ = −75◦, ψ = 145◦).
Recently, this suggestion has gained considerable attention due to accumulating evidence
for residual structure of denatured proteins.32,34,35,36

To address this issue, the fraction of peptide bond angles in PII configuration, defined by
(φ, ψ) = (−75 ± 10◦, 145 ± 10◦), was calculated. On average, about 6 % of the protein
was found to be in PII configuration in the simulations in water at 333 K and an almost
identical number (7 %) for the simulations of the native protein in urea100%. The maximal
PII content of the denatured protein in the simulations with urea75% and urea50% was about
13 %. In particular, the PII population was large when the SAS of the denatured protein
was very high (>40 nm2).

Fig. 6.12 shows the Ramachandran-plot for the folded protein in urea100% (panel a) and
the denatured protein in urea75% (panel b). These two (φ, ψ) distributions are representa-
tive for the folded and denatured protein, respectively, and the distributions in the other
simulations (native state: water, urea150%; denatured state: urea50%) were mostly similar
(data not shown). As expected, the native state predominantly occupies two regions in
(φ, ψ) space; the α region around (-70◦, -27◦), and the β-sheet region around (-83◦, 128◦,
parallel) and (-142◦, 149◦, antiparallel).

For the denatured protein, the PII region was found to be the most populated one, as can be
seen in Fig. 6.12b. However, other regions were also significantly populated (mainly helix,
φ ≈ −143◦, ψ ≈ 152◦ and anti-parallel β-sheet, φ ≈ −72◦, ψ ≈ −18◦). This presence but
not clear prevalence of the PII configuration corroborates recent results from Scheraga et
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al.,36 who argued PII to be one of several possible backbone conformations in the denatured
state.

6.4 Summary and conclusion

To elucidate whether polar or, in contrast, apolar interactions of urea with proteins are the
key driving force for urea-induced denaturation, Gedankenexperiment-simulations were per-
formed, in which the respective denaturation strengths of hyperpolar urea (with strength-
ened polar interactions) or hypopolar urea (with strengthened apolar interactions) were
compared. To this end, the CI2 protein was simulated in water, in regular urea, and in
hypo- and hyperpolar urea, which was realized by scaling the partial charges of the urea
force field.

In all nine simulations with reduced urea polarity, the protein unfolded. In contrast,
it remained stable in the simulations with increased urea polarity, and the folded state
was found to be even slightly more compact than in water. These results provide strong
evidence that interactions with less polar parts are the main driving force for urea-induced
protein denaturation, rather than polar interactions.

For regular urea, the preferences of the individual amino acids for contact with either urea
or water were largely similar to those found in Chapter 5 for tripeptides. In particular, less
polar residues interacted preferentially with urea, whereas polar and particularly charged
residues had larger preferences for interaction with water. As expected, this characteristic
interaction profile was amplified for hypopolar urea, and inverted for hyperpolar urea.

The results for urea with regular charges, particularly that the CI2 protein does not un-
fold within several hundred nanoseconds, agrees with the measured millisecond unfolding
time.201 Thus, the simulation results from Ref. 15, where complete unfolding was reported
to occur within several nanoseconds, could not be reproduced here. Future work might
address the discrepancies with systematical variation of the force-field and the treatment
of the electrostatics, which are the main differences in the simulation setups.

With respect to the question whether denaturation proceeds via specific pathways or in
a structurally rather heterogeneous way, these simulation results suggest the latter. Un-
folding of the CI2 was seen to begin in several regions rather than one specific. However,
regions with large structural fluctuations under physiological conditions seemed to be par-
ticularly likely for the onset of unfolding. Moreover, the nine unfolding pathways in the
simulations with urea75% and urea50% turned out to share no common conformations during
unfolding, which is in agreement with the fact that CI2 is a two-state-folder without meta-
stable folding intermediates. This heterogeneity of unfolding pathways might give rise to
the idea of an “inverse funnel”-like energy landscape for unfolding: the energy-landscape
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of the denatured state is relatively flat, and multiple pathways lead from the folded state
down to the denatured ensemble.

While no shared conformations were found in the different unfolding pathways, more gen-
eral common features of the unfolding process were found. In particular, unfolding was
observed to proceed with alternating loss of secondary and tertiary structure, often step-
wise. This finding is consistent with the coupling between secondary and tertiary structure
formation in the nucleation-condensation folding process of the CI2,212,202,203 which might
suggest that the processes of structure-formation during folding and structure-loss during
denaturation can be related to each other.

Finally, regarding residual structure in the denatured state, these simulations confirm that
the denatured state of CI2 contains only little residual secondary structure.212 Polypro-
line II helix structure was found here in the denatured CI2, but not to a large extent.
This finding supports the recent suggestion that polyproline II is one of several possible
backbone conformations in the denatured state.36
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7.1 Regular urea — Hydrophobic collapse lost.

7.1.1 Introduction

The previous Chapters have investigated the molecular driving force of urea-induced pro-
tein denaturation, and substantial evidence was found that direct apolar contacts between
urea and less polar residues or the peptide backbone are the determinant.

This Chapter now addresses the question how urea affects protein conformations at dif-
ferent states of folding/unfolding. In particular, does urea actively destabilize the folded
state, or rather stabilize the denatured state? Calorimetric studies point towards a stabi-
lization of the denatured state,30 but processes are unclear at the molecular level. Per se,
MD simulations are perfectly suited to provide insight at the molecular level. However,
simulations of the CI2 protein in Chapter 6 have shown that urea has only little effect on
the native state even within several hundred nanoseconds, and urea-induced denaturation
usually occurs on timescales still orders of magnitude out of reach of state-of-the art com-
puter simulations at atomic detail. To circumvent this problem, here, a number of partially
unfolded structures of the Cold Shock protein Bc-Csp from bacillus caldolyticus are gen-
erated by a high-temperature unfolding simulation. Subsequently, the dynamics of these
partially unfolded structures are investigated in water and in urea at room temperature.
This approach allows to study the effect of urea on different states of folding/unfolding
with atomic detail within feasible simulation times.

7.1.2 Methods

Simulation setup. The crystal structure of the Cold Shock protein (Fig. 7.1) was obtained
from the Protein Data Bank,97 PDB-code 1C9O.99 The size of the rectangular simulation
box was chosen such that a minimum distance of 1.5 nm between protein atoms and the
box was kept in each direction. For the solvation of the protein, pre-equilibrated structures
of water and 8 M urea were used (Chap. 4). Sodium and chloride ions were added to obtain
a physiological ion concentration of 150 mM.

A high-temperature unfolding simulation at 700 K in water was performed to generate
a number of partially unfolded conformations. Here, constant volume (NVT ensemble)
conditions were applied to prevent solvent evaporation, and the timestep was set to 1 fs to
account for the increased velocities of the particles. Figure 7.2 shows the SAS of the pre-
unfolding simulation as well as four partially unfolded structures (I–IV) and one completely
unfolded structure (D). Together with the native structure (N) and the unfolded structure
(D), structures I–IV, were used as starting structures for the actual simulations in water
or urea at 300 K, which are listed in Table 7.1. To avoid over-interpretation of possibly
anecdotal events, multiple simulation runs were carried out for the starting structures III
and IV, on which the main conclusions are based. The total simulation time was ≈ 4.4µs.
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Figure 7.1: The Cold Shock protein Bc-Csp.

starting structure solvent number of simulation time
simulations

N (0 ps) water 1 219 ns
N (0 ps) 8 M urea 1 453 ns
I (750 ps) water 1 209 ns
I (750 ps) 8 M urea 1 151 ns
II (1000 ps) water 1 167 ns
II (1000 ps) 8 M urea 1 143 ns
III (1250 ps) water 3 139 ns / 250 ns / 244 ns
III (1250 ps) 8 M urea 3 119 ns / 254 ns / 255 ns
IV (1500 ps) water 3 196 ns / 138 ns / 230 ns
IV (1500 ps) 8 M urea 3 142 ns / 274 ns / 276 ns
D (3000 ps) water 1 308 ns
D (3000 ps) 8 M urea 1 314 ns

Table 7.1: Summary of all 20 simulations performed for the Cold Shock protein, starting from
the native structure (N), the partially unfolded structures (I–IV), or the completely unfolded
structure (D).
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Figure 7.2: SAS of the protein in the high-temperature unfolding simulation. The bold line shows
the running average over 250 ps, the dim line shows raw data. Also shown are the snapshots of the
four partially unfolded structures (I–IV) selected for subsequent room temperature simulations,
together with the native state (N) and the selected completely unfolded structure (D). The dotted
line denotes the initial SAS of the folded protein.
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Figure 7.3: Solvent accessible hydrophobic surface area (SAS) of the protein; blue: in water,
green: in 8 M urea.

7.1.3 Results and discussion

Dynamics of the native state

Subsequently, the solvent accessible hydrophobic surface area (SAS) of the protein is used as
reaction coordinate for the transition from the folded state to the unfolded state. Figure 7.3
shows the SAS for the simulations of the native state, starting from the crystal structure.
As can be seen, the SAS of the protein does not increase significantly in the simulation
with water (blue lines) or with 8 M urea as solvent (green lines). Thus, the folded state of
the protein is stable within the simulation times, as is also confirmed by other measures
for conformational changes, such as radius of gyration or root-mean-square-deviation of
the backbone atoms (data not shown). As expected from the experimental timescale for
denaturation of Cold Shock proteins,214,215 no unfolding is observed.

Nevertheless, an effect of urea on the folded protein is seen. As had been observed for the
CI2 protein in Chapter 6, the SAS of the protein is higher in urea than in water. Here, for
the Cold Shock protein, this difference is on average much smaller (≈0.3 nm2) than for the
CI2 protein (≈2.0 nm2), and the SAS fluctuations are larger. Further analysis reveals that
this SAS difference is mainly caused by transient exposure of PHE27 and ARG56, and the
fluctuations in the total SAS correspond to formation and disruption of contact between
these residues, which have stacking interaction with each other (Fig. 7.4). Whereas this
stacking contact between PHE27 and apolar parts of ARG56 is persistent in the simulation
with water (Fig. 7.4a), it is destabilized in urea (Fig. 7.4b), where urea molecules disrupt
the stacking interaction, as can be seen from the snapshots in (Fig. 7.4c). Most notably,
this stacking contact is also disrupted several times in the simulation in water (note the
shorter time scale of the water simulation), but the contact reforms again after a few
nanoseconds. This suggests that urea here stabilizes a more open conformation which was
adopted due to thermal fluctuations. This destabilization of less polar contacts by urea
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Figure 7.4: The apolar contact between PHE27 and ARG56 is disrupted in urea, which gives rise
to the fluctuations in the total SAS. (a) SAS of PHE27 and ARG56 in water, (b) SAS of PHE27
and ARG56 in urea, (c) snapshots of the protein, (1): with PHE27 (magenta) and ARG56 (blue)
in contact, (2): with PHE27 and ARG56 not in contact, (3): same as (2) with adjacent urea
molecules displayed (green).

might be the first step of unfolding. However, no further destabilizing effects of urea on
the protein were observed within the simulation time of ≈450 ns.

Dynamics of partially unfolded structures

To investigate the effect of urea at different states of folding/unfolding, partially unfolded
structures (I–IV, D) of the Cold Shock protein were generated in a high-temperature un-
folding simulation, and subsequently simulated in water and in urea at room temperature.

Solvent accessible surface. The SAS of structures I and II (Fig. 7.5a,b) do not show
significant differences between water (blue lines) and aqueous urea solution (green lines).
For structure I, the SAS decreases for both solvents during the first 40 ns from the initial
value of ≈26 nm2 (upper dashed line) and then fluctuates around constant averages which
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starting structure ∆UWSAS [nm2]
N (0 ps) 0.3 ± 0.1
I (750 ps) 1.7 ± 0.2
II (1000 ps) 1.7 ± 0.2
III (1250 ps) 5.4 ± 0.2
IV (1500 ps) 5.8 ± 0.2
D (3000 ps) 8.8 ± 0.3

Table 7.2: Average SAS differences of the protein in the simulations with urea or with water.

differ from each other by ∆UWSAS=1.7±0.2 nm2. Structure II shows a similar behavior of
the SAS, except that the initial decrease in SAS is less pronounced for both solvents.

Whereas for structures I and II the ∆UWSAS is rather small, a pronounced differential
effect of the solvent on the SAS is seen for the more unfolded structures III, IV, and D
(Fig. 7.5c–e, respectively). Here, the SAS of the protein stays constant or even increases
for most of the simulations with urea, while a significant decrease of the SAS occurs is
observed for all simulations with water. Correspondingly, as summarized in Tab. 7.2, the
average ∆UWSAS is quite large for the later unfolding stages. In all of these simulations,
a hydrophobic collapse is seen for the protein in water, which apparently is prevented by
the urea solvent.

Native structure formation. As must be expected, the protein collapse does not lead
back to the native state during the few 100 ns simulation time, which is still much shorter
than the folding time. However, for certain structures, partial formation of native contacts
(left panel in Fig. 7.6) and native secondary structure elements (right panel in Fig. 7.6) is
observed. For structures I and II, native contacts form to some extent in water but not in
urea (Fig. 7.6a,b), or at least at a slower rate. Hence, the reduction of SAS is caused by
partial refolding of the protein, which is more pronounced for conformation I, which is closer
to the native conformation, than for conformation II. Interestingly, more native contacts
form in the simulations with water than in those with urea. For structures III, IV, and D
(Fig. 7.6c–e, respectively), no significant differences between the native contact formation
for the two different solvents are seen. Regarding native secondary structure formation,
a difference between water and urea is observed for structure III (Fig. 7.6c), and, less
pronounced, for structure IV (Fig. 7.6d). In these cases, native secondary structure is
partially formed in water but not in urea. For the structures I, II, and D (Fig. 7.6a,b,e), no
significant difference between both solvents is seen. However, these results are not as clear
or statistically certain as those regarding the hydrophobic collapses. Hence, it is focussed
here on the effect of urea on the hydrophobic collapse.

These results are supported by experimental findings. CD-spectroscopic measurements
showed that no native state topology is present in collapsed unfolded Csp.216 Moreover,
a similar collapse to a disordered state as seen here was observed to precede folding of
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Figure 7.5: SAS for the partially unfolded structures I–IV, and D (a–e, respectively). Left panel:
snapshots of the respective structure. Right panel: SAS. The lower dotted lines indicate the
SAS of the protein in the crystal structure. The upper dotted lines show the initial SAS of the
respective starting structure.
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Figure 7.6: Native structure content for the partially unfolded structures I–IV, and D (a–e,
respectively). Left panel: fraction of native contacts. Right panel: fraction of native secondary
structure. The dotted lines show the initial values of the respective starting structure.
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Cold Shock proteins in kinetic experiments.217,218 In particular, as in these simulations,
the collapse was found to be faster than secondary structure formation.219 The timescale
of the hydrophobic collapses observed here (20–70 ns) is in excellent agreement with the
timescales between 50 and 70 ns found in experiments for the Cold Shock protein220 or
some other proteins of similar size.219,221

Collapses at the residue-level. Further detailed analysis of the hydrophobic collapse
events mentioned above revealed that local collapses of parts of the protein are the reason
for the decrease in SAS. For illustration, an example is given in Fig. 7.7. Panel a shows the
SAS of TRP8 and SER24 of conformation IV from simulations W1500

1 and U1500
1 . As can

be seen, in the simulation with water (blue), the SAS of both residues decreases, whereas
it increases or remains constant in the simulation with urea (green). In Fig. 7.7b, which
highlights the SAS of both residues in the simulation with water for the time between 40
and 60 ns, a rapid decrease of the SAS to low values is seen between 40 and 55 ns. Fig. 7.7c
shows three snapshots of these two residues and the surrounding protein during this fast
local hydrophobic collapse. At the start of the collapse, (40 ns, left panel), TRP8 (dark
blue) and SER24 (magenta) are separated and largely exposed to the solvent, with the
adjacent residues (light gray) being flexible and loosely packed. After 48 ns, this initially
open pocket has started closing (middle panel), thereby shielding hydrophobic areas from
the solvent, and thus reducing the SAS. At 56 ns, the pocket is nearly closed, and TRP8
and SER24, as well as neighboring residues, are almost completely buried from the solvent.
Similar events are seen in all of the simulations in water and represent the main contribution
to the observed total SAS decrease. For urea as solvent, no or only rare collapses of this
kind are seen.

Interactions between urea and the protein

With the results of the previous chapters in mind, the molecular cause for the impediment
of hydrophobic collapses by urea is at hand. Favorable apolar contacts of urea with less
polar residues were found to be the driving force of denaturation, and it was suggested
that these apolar contacts reduce the hydrophobic effect for less polar residues. Here, the
absence of hydrophobic collapses can immediately be explained by a reduced hydrophobic
effect. It remains to be checked now, if those preferential contacts between urea and less
polar residues are also present in the simulations of the Cold Shock protein presented
here. For the folded state, the disruption of an apolar contact between PHE27 and the
apolar part of ARG56 was already qualitatively related to the presence of urea molecules
around these residues. Now, a quantitative analysis of the interactions between urea and
the residues of the Cold Shock protein is performed.

For this purpose, the urea/water contact coefficient CUW was calculated for all residues
of the Cold Shock protein. Since the focus here is on the interaction of urea with open,
non-collapsed, conformations, contact coefficients were calculated from the trajectory of
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Figure 7.7: a) SAS of TRP8 and SER24 in simulations of structure IV in water (blue lines) and
urea (green lines). b) SAS for both residues in water (dark blue: TRP8, magenta: SER24). c)
The snapshots show the local hydrophobic collapse event with TRP8 highlighted in dark blue
and SER24 highlighted in magenta. Residues in the collapse region are highlighted in light gray.

the unfolded structure (D). Additionally, they were also calculated from the trajectory of
the folded structure (N), to assess the influence of structure on the contact coefficients.

The contact coefficients for the unfolded state (C
(D)
UW , Fig. 7.8a) largely agree with those

presented in Chapter 5 for glycine-capped tripeptides. In particular, as was expected,
less polar residues have strong contact preferences for urea. Also the backbone shows
strong preference for urea contact, whereas the preference for urea contacts is lower for
charged and also for polar residues. Interestingly, the contact coefficients calculated for
the unfolded Cold Shock protein are on average ≈16 % higher than those calculated for
the tripeptides, which is obviously an effect of the sequence. Other sequence effects on
the contact coefficients were also observed. For instance, GLY44 has a significantly lower
contact coefficient (1.5) than GLY on average (2.1) in the Cold Shock protein, which is
an effect of adjacent GLU42, GLU43, and GLU46. A linear regression of the contact
coefficients for the unfolded Cold Shock protein with those for the tripeptides shows a
correlation coefficient of r2 ≈ 0.71. This suggests that effects from sequence and residual
structure in the Cold Shock protein make up about 30 % of the residue contact preferences
in the unfolded Cold Shock protein.

In contrast, the correlation between the contact coefficients calculated for the folded Cold
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Figure 7.8: Contact coefficient CUW for each residue type and the backbone average (“bb”). (a)
for the unfolded state (C(D)

UW ), (b) for the folded state (C(N)
UW ). (c) difference between unfolded

state and folded state (∆C(D)−(N)
UW ).

Shock protein (Fig. 7.8b) and those of the tripeptides is only r2 ≈ 0.56; and further, the
correlation between the contact coefficients calculated from the folded or from the unfolded
Cold Shock protein is r2 ≈ 0.74. These correlations suggest that not only sequence, but also
the native structure significantly affects the contact coefficients of the individual residues.

Markov model for urea-induced unfolding

Urea was found to impede hydrophobic collapse events of partially unfolded proteins, in
particular of more unfolded structures. To further quantify this effect of urea, a Markov
model was derived from all simulations of structures N, I–IV, and D, using the SAS as
reaction coordinate. Subsequently, the respective free energy profile was calculated as de-
scribed in the Methods Chapter. Note, however, that this procedure only gives a rough
estimate of the free energy profile, rather than accurate numbers. Figure 7.9 shows the
estimated free energy profile of the Cold Shock protein in water (blue line), and in urea
(green line). As can be seen, open conformations with a high SAS are energetically unfa-
vorable in water. Hydrophobic collapses reduce the SAS, and, hence, lead to energetically
more favorable states. In contrast, no such gradient of the free energy is seen with urea as
solvent. Instead, the free energy landscape of the protein in urea is almost flat. Therefore,
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Figure 7.9: The free energy profile of the Cold Shock protein in the two solvents was estimated
from a Markov model, with the SAS as reaction coordinate. Shown is the estimated free energy
of the Cold Shock protein in water (blue), and in urea (green).

hydrophobic collapses would not lead to a decrease of the free energy, and hence do not or
only rarely occur.

7.1.4 Summary and conclusion

To investigate the effect of urea on proteins at different stages in the folding/unfolding
process, partially unfolded structures of the Cold Shock protein Bc-Csp were simulated in
water and in aqueous urea solution.

Simulations of the native state up to 450 ns showed no unfolding in water or in urea. The
main differential effect of the two solvents on the protein was the slightly higher SAS of the
protein in urea. On the molecular level, this was caused by a disruption of residue contacts.
In total, however, the difference in structure and dynamics of the protein in water or urea
were found to be only small.

In the simulations of the partially unfolded conformations, in contrast, significant differ-
ential effects of the two solvents on the protein dynamics were observed. While the SAS
of the protein decreased clearly in all simulations with water, the changes in SAS were
much smaller in aqueous urea. These differences were more pronounced the more unfolded
the starting structure was. In the two most unfolded structures investigated, the SAS
even increased in urea, indicating further unfolding of the protein. This SAS decrease in
water resulted from hydrophobic collapses of the protein, which constitute the first step of



98 7. THE EFFECT OF UREA ON PARTIALLY UNFOLDED PROTEINS

refolding. On the residue level, collapse events correspond to contact formation between
residues, which thereby reduce their solvent exposed surface and thus the total SAS of the
protein. For urea as solvent, no or only rare collapses of this kind are seen.

Regarding the stage of folding/unfolding where urea acts, these results suggest that urea
impedes refolding of partially unfolded proteins rather than that it actively destabilizes the
native state. Effectively, however, this shifts the equilibrium towards the denatured state
in the same manner as active destabilization of the native state. This interpretation is sup-
ported by experimental data for the folding and unfolding kinetics of Cold Shock proteins,
which show that the (re)folding rate is strongly dependent on denaturant concentration,
whereas the unfolding rate is almost constant.222,214,215

Apart from the impediment of hydrophobic collapses at later stages of unfolding, these
simulation results give indications for effects of urea on less unfolded structures. While the
impediment of hydrophobic collapses by urea is predominantly observed for more unfolded
structures, urea also seemed to impede the re-formation of native secondary structure in
medium unfolded structures. Further, urea was found to have the largest influence on the
re-formation of native contacts in structures unfolded to a low or medium degree. This
sequence of prior hydrophobic collapse, followed by secondary structure formation, and
finally the formation of native contacts, is in line with previous suggestions about the
sequence of folding steps.223

To investigate the molecular cause for the absence of hydrophobic collapses in aqueous urea,
interactions between urea molecules and the protein residues were analyzed via calculation
of contact coefficients. As expected from the results of the previous chapters, almost
all amino acids were found to have contact preferences for urea, and this preference was
particularly pronounced for less polar residues as well as for the peptide backbone. This
result suggests that favorable direct interactions of urea with less polar residues weaken
the hydrophobic effect, and hence the driving force for hydrophobic collapse.

This explanation for the impediment of hydrophobic collapses by urea seems intuitive,
and is in line with the view that has emerged from the previous chapters. So far, how-
ever, this explanation is only a suggestion. In particular, it has not been shown that the
correlated observation of preferential apolar contacts and impeded hydrophobic collapses
actually implies a causality — i.e., that the impediment of hydrophobic collapses depends
on preferential apolar contacts. This issue will be addressed in the second part of this
chapter.
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7.2 Hyperpolar urea — Hydrophobic collapse regained

7.2.1 Introduction

In Chapter 5, a broad spectrum of preferences for contact with either urea or water was
found for the 20 individual amino acids. Based on this result, it was suggested that it is the
apolar contacts between urea and the protein — rather than the polar contacts — which
are the key determinant for the denaturation. Indeed, Gedankenexperiment-simulations of
the CI2 protein in urea with artificially increased or decreased polarity have shown that the
latter is an even stronger denaturant than “real” urea, because favorable interactions of
urea with apolar residues are even more favorable in hypopolar urea (Chap. 6). Hyperpolar
urea, in contrast, did not destabilize the CI2 protein, and the native state was found to
be even slightly more compact than in urea with realistic polarity. These results provided
strong evidence that apolar contacts are indeed the driving force for denaturation. Further,
these results motivated the prediction that hyperpolar urea might in fact be a weaker
denaturant than real urea. With the results of Chapter 7.1, particularly the impediment of
hydrophobic collapse events in urea, this prediction will now be tested. In particular, it will
be checked if hyperpolar urea (150 % partial charges) actually is a weaker denaturant than
regular urea, in which case hydrophobic collapses should be impeded less in hyperpolar urea
than in regular urea as solvent. In addition, this approach also tests whether hydrophobic
collapses actually depend on apolar urea-protein contacts, as was suggested in Chapter 7.1.

7.2.2 Simulation setup

Combining the approaches of Chapters 6 and 7.1, partially unfolded structures of the Cold
Shock protein were simulated in hyperpolar urea (150 % partial charges). To allow direct
comparison with the results presented in Chapter 7.1, similar simulation system setups
were used. Intermediate structures III and IV from Chap. 7.1 (see Fig. 7.2), for which
urea showed the largest effect on the hydrophobic collapse, were both simulated three
times, 300 ns each. Urea polarity was increased by scaling the partial charges to 150 %, as
described in Chap. 6.

7.2.3 Results

Solvent accessible surface area. Figure 7.10a shows the SAS of the protein in the simu-
lations with hyperpolar urea (red lines), in comparison to those with water (blue lines), and
with regular urea (green lines). As can be seen, for all simulations starting from structure
III (panel a), the SAS decreases significantly within in the first ≈25 ns in hyperpolar urea,
similarly as it does in water. Further, the average SAS in hyperpolar urea is almost similar
to that in water, as summarized in Tab. 7.3. In the simulations of structure IV, the SAS
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starting structure ∆U100WSAS [nm2] ∆U150WSAS [nm2] ∆U150W SAS

∆U100W SAS

III (1250 ps) 5.4 ± 0.2 0.2 ± 0.1 4 %
IV (1500 ps) 5.8 ± 0.2 2.1 ± 0.2 36 %

Table 7.3: Average SAS differences between the simulations in regular urea and in water (∆U100W ),
as well as in hyperpolar urea and in water (∆U150W ), and the ratio between the differences.

of the protein increases in regular urea, but decreases in hyperpolar urea and in water.
However, the decrease of the SAS in hyperpolar urea is rather small, and the average SAS
in hyperpolar urea is 2.1 nm2 larger than it is in water (36 % of ∆U100W , see Tab. 7.3).
These results clearly show that hydrophobic collapses do occur in hyperpolar urea. For
starting structure III, the collapse is even as complete and as fast as it is in water. For
starting structure IV, the collapse in hyperpolar is less complete than in water, but the
difference to regular urea is nevertheless significant.

Markov model for the effects of regular and hyperpolar urea. To quantify the differ-
ential effect of the three solvents on the hydrophobic collapse, a Markov model was derived
with the SAS as reaction coordinate. Fig. 7.11 shows the estimated free energy profile, as
calculated from the transition rates between the (pseudo) Markov states. The free energy
of the protein in water (blue line) has a minimum at ≈23nm2, and states with large SAS
are energetically very unfavorable. In comparison, the free energy “well” of the protein
in urea (green line) is shifted significantly towards more open conformations (larger SAS),
and it is almost flat. The free energy of the protein in hyperpolar urea (red line) resembles
that of the protein in water. In particular, non-collapsed states with a large SAS have a
very high free energy in both solvents, and are significantly less favorable than in regular
urea. Compact states with a small SAS, in contrast, have a low free energy in water and
in hyperpolar urea, and are significantly more favorable than in regular urea. In summary,
a large agreement of the free energy profile for hyperpolar urea is seen with that for water,
but not with that for regular urea. However, differences are also seen between the two free
energy profiles. Mainly, the energy barrier between compact states (small SAS) and more
exposed states (medium SAS) is much larger in hyperpolar urea than in water.

Taken together, these findings illustrate that the driving force for hydrophobic collapses,
which was found to be significantly reduced in urea as compared to water, is found to
be strong again in hyperpolar urea. In other words, hyperpolar urea does not, or only
insignificantly, reduce the hydrophobic effect for apolar residues.

Native structure. While the main focus of this chapter is the hydrophobic collapse in
different solvents, the influence of hyperpolar urea on the re-formation of native structure
has also been investigated. Indeed, the fraction of native contacts (Fig. 7.10b) increases in
one simulation of structure III simultaneously while the protein collapses (first 40 ns). In
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Figure 7.10: Solvent accessible surface area (SAS) and fraction of native structure of the Cold
Shock protein in water (blue), regular urea (green), and hyperpolar urea (red) for starting struc-
tures III (left) and IV (right). (a) SAS, (b) fraction of native contacts, (c) fraction of native
secondary structure. The bold solid lines show traces smoothed with a running average over
500 ps; the dim lines show raw data. In panel a, the upper dashed lines show the initial SAS, and
the lower dashed lines show the SAS of the crystal structure, for comparison. The dashed lines
in panels b and c show the initial values of the respective starting structures.
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Figure 7.11: The estimated free energy ∆G of the partially unfolded Cold Shock protein, as
calculated from a Markov model with the SAS as reaction coordinate. Blue: in water, green: in
regular urea, red: in hyperpolar urea.

another simulation of structure III, few native contacts are re-formed at a later stage after
the hydrophobic collapse (≈ 170 ns). However, the most significant observation regarding
the re-formation of native contacts in hyperpolar is that for both starting structures, the
fraction of native contacts is larger in hyperpolar urea than in regular urea. The fraction
of native secondary structure (Fig. 7.10c) is, on average, smaller for structure III in hy-
perpolar urea than in water, although the SAS of structure III is similar for both solvents.
Hence, the collapsed structure in hyperpolar urea is equally compact to that in water, but
structurally less native. For structure IV, the average fraction of native secondary struc-
ture in hyperpolar urea is larger than in regular urea and smaller than in water, but the
differences are rather small. In summary, the effect of hyperpolar on the re-formation of
native structure is not significant.

Residue interactions with hyperpolar urea. In Chap. 7.1, it was suggested that favorable
interactions between urea molecules and apolar residues inhibit hydrophobic collapses of
the Cold Shock protein in regular urea. In contrast, here, it was found that hyperpolar
urea does not impede the hydrophobic collapse of the protein. It remains to be checked
now if hyperpolar urea indeed has reduced contact preferences to apolar residues, as was
found for the CI2 protein (Chap. 6). To this end, the contact coefficient of hyperpolar urea
was calculated for the partially unfolded Cold Shock protein.

Figure 7.12 shows the average contact coefficient CUW for each amino acid in the Cold
Shock protein, averaged for all six simulations of structures III and IV. The contact coef-
ficients confirms that increasing urea polarity has indeed increased the contact preference
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Figure 7.12: Contact coefficients CUW of hyperpolar urea, averaged for each amino acid type in
the Cold Shock protein, as well as the backbone (“bb”).

for charged and polar amino acids, and decreased the contact preference for apolar amino
acids, as was expected.

Further, the average CUW (0.69) is significantly lower than for regular urea in the folded
(1.51) or the unfolded state (1.76). Comparison with the CUW values of urea150% for the
CI2 protein (Chap. 6) shows large agreement between both data sets, with a regression
coefficient of r2 = 0.68. This correlation is significantly larger than that between CUW for
the CI2 protein and the Cold Shock protein in regular urea (r2 = 0.33). Hence, the contact
preferences of urea150% seem to be less sensitive to structure and sequence than those of
regular urea. Nevertheless, effects from sequence are also seen for hyperpolar urea. In
particular, the average contact coefficient of MET is surprisingly high here. The reason for
this high contact coefficient is that the only MET in the Cold Shock protein (MET1) is
adjacent to the charged ARG3, LYS5, and LYS7, which all have high contact coefficients
and thus are expected to effectively increase the contact coefficients of adjacent residues.

7.2.4 Conclusion

The main aim of this chapter was to test the hypothesis that increasing the interaction
preference of urea for polar residues, and decreasing it for apolar residues, reduces the
denaturation power of urea. The partially unfolded structures of the Cold Shock protein
were an ideal test system, as urea was found to hinder its refolding by impeding hydrophobic
collapses due to favorable interactions with less polar residues (Chap. 7.1). Indeed, these
hydrophobic collapses were found to re-occur in hyperpolar urea. Hence, hyperpolar urea
actually is a weaker denaturant than urea.

The occurrence of hydrophobic collapses in hyperpolar urea also allows an important con-
clusion for the simulations of the CI2 protein (Chap. 6). One might argue that the apparent
stabilization of the CI2 was just kinetically due to decreased self-diffusion coefficients of
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urea150%. However, the hydrophobic collapses observed here for urea150% show that confor-
mational dynamics of the protein in urea150% can occur on timescales an order of magnitude
below the simulation times, such that this artifact can be ruled out.

Analysis of contact coefficients confirmed that increasing urea polarity increased the contact
preference for polar residues and decreased the contact preference for apolar residues, as
expected. Thus, the favorable contacts between urea and apolar residues, which were found
to impede hydrophobic collapses and stabilize the denatured state, are eliminated here.
Hence, the denatured state is stabilized to significantly lesser extent. Taken together, these
results provide independent confirmation that not the polar, but rather the hydrophobic
contacts, are the key determinant of the protein denaturation power of urea.
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8.1 Introduction

The previous chapters have suggested a mechanism for urea-induced protein denaturation.
While the suggested view has consistently emerged from several different approaches, it
is based on indirect approaches rather than direct observation of urea-induced protein
denaturation under experimental conditions. In fact, simulation of chemical denaturation
has never been achieved without additional destabilization (e.g., by elevated temperature
or bias-potentials) on realistic time scales. Therefore, it is not known if current force fields,
and also those employed in this thesis, are even able to describe protein denaturation.
However, this ability is crucial for the validity of all results and conclusions in this work.

Instead of introducing further aspects to the suggested view, therefore, this final chapter
about urea-induced denaturation serves to critically test the ability of the force fields
to describe protein denaturation. To this end, microsecond simulations of the Trp-Cage
protein100 in water and in aqueous urea solution were performed.

The Trp-Cage is 20-residue mini protein, which has recently been designed in the search for
ultrafast folding proteins.100 With its small size and a folding time of only ≈4µs224 under
physiological conditions, it is an excellent system to gap the bridge between experiment
and simulation.70,225 Despite its simple structure, the Trp-Cage possesses a fully built hy-
drophobic core, consisting of TYR3, TRP6, LEU7, PRO12, PRO17, PRO18, and PRO19.
Although no data about the unfolding kinetics of the Trp-Cage in high molar urea concen-
tration have been published yet, its microsecond folding time suggests an unfolding time
roughly in the same order of magnitude. Hence, denaturation in high urea concentrations
might occur in some of the simulations.

8.2 Simulation setup

The structure of the Trp-Cage protein (Fig. 8.1) was obtained from the PDB databank,97PDB-
code 1L2Y.100 For all simulations, the first of the 38 structures of the NMR ensemble was
used. Five simulations were performed in water with a physiological ion concentration,
and five simulations were performed in 8M urea solution, all at 300 K. Each simulation had
a length of 1µs.

8.3 Results and Discussion

8.3.1 Denaturation of the Trp-Cage

Figure 8.2 shows the SAS of the protein in the five simulations in water (blue lines) as
well as in urea (green lines). For four simulations in urea, a significant increase of the SAS
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Figure 8.1: The Trp-Cage protein.

is seen from ≈10 nm2 to final values of 13–15 nm2. Hence, the Trp-Cage protein indeed
unfolds in these simulations. In the fifth simulation in urea, the SAS remains at the native
level of 10–11 nm2. The reference simulations in water show no unfolding of the Trp-Cage
protein, as indicated by the SAS which remains between 10–11 nm2. In one simulation,
however, the SAS increases temporarily to 12 nm2. This observation will be addressed
further below.

8.3.2 Characterization of unfolding processes.

Due to the simple structure and small size of the Trp-Cage, only limited insight into
unfolding pathways can be obtained here, and the aim of this chapter is to test whether
denaturation is seen in the simulations. Therefore, only one of the unfolding trajectories
will be discussed briefly. Figure 8.3a shows the SAS (red line) and the Cα-rmsd (black
line) of the protein for this simulation. The first step of denaturation (at about 300 ns)
can be seen in an increase of rmsd rather than SAS (Fig. 8.3b). This rmsd increase results
from conformational rearrangement of the turn-region, as displayed in Fig. 8.3c. Next, the
α-helical structure is lost and the SAS increases significantly. Then, a transient β-hairpin
is formed for ≈150 ns before, finally, all structure is lost and denaturation complete at
about 900 ns.

Structurally, the pathways of the other three unfolding events were different. These vari-
eties are also reflected in the estimated free energy profiles. Figure 8.4 shows these profiles,
as calculated from a Markov model with the SAS as reaction coordinate, for the unfolding
simulation which was described in detail (solid green line), and the other three unfolding
simulations in urea (dashed green lines). For comparison, the estimated free energy profile
for one simulation in water is also shown (blue line). As has been noted, these profiles are
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Figure 8.2: SAS of the Trp-Cage protein for simulations in water (blue lines, five simulations) and
in 8M urea (green lines, five simulations). The lines show traces smoothed by a running average
over 50 ns.

only rough estimates for the free energy landscape, and in particular the free energy of
the denatured state is probably inaccurate due to insufficient sampling. Indeed, the free
energy of the denatured state in urea is higher than that of the native state, different from
what would be expected. Nevertheless, some interesting features can be discerned from
this estimate. In particular, a free energy barrier between folded and unfolded state is be
seen for all unfolding simulations. The heights, as well as the positions of the individual
barriers are different from each other, which results from different unfolding pathways in
the four simulations. The maximum of each barrier corresponds to the transition state of
the respective unfolding reaction. Hence, its location can be used to separate the folded
and the unfolded state, and to define unfolding times. The average of the four unfolding
times, defined as the time to reach the respective transition state, is τunf = 602 ± 109 ns.
This average, however, does not take into account that one of the simulations in urea has
an unfolding time of > 1µs, and thus presents a lower limit for the unfolding time.

8.3.3 Interactions of urea with the Trp-Cage.

With this discrimination between folded and unfolded structures, urea contact coefficients
were calculated separately for the folded and the unfolded state (Fig. 8.5). Two main
features are observed for the contact coefficients of the Trp-Cage. First, the CUW values
of the folded and the unfolded state show only small differences to each other. This large
similarity indicates that structural effects on the CUW are only minor for the Trp-Cage;
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Figure 8.3: The Trp-Cage is denatured by urea in four out of five simulations. (a) SAS (red line)
and Cα-rmsd (black line) of the protein for one of these simulations. (b) SAS versus Cα-rmsd,
color encodes time. Also shown are the initial folded structure (0 ns) and the final denatured
structure (1000 ns). (c) Snapshots of the Trp-Cage during unfolding in this simulation.
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Figure 8.4: Free energy profiles were estimated with the SAS as reaction coordinate. The solid
green line shows the free energy profile for the unfolding simulation in urea which has been
described, dotted green lines those for the other unfolding simulations in urea. For comparison,
the free energy profile of a simulation in water is also shown (blue line).

due to the small size of the protein, most residues are accessible to urea already in the
folded state. Second, the CUW values are very high. In particular, the CUW values of the
unfolded state are on average 20 % higher than the reference CUW values calculated for
GXG tripeptides (Chap. 5). This high preference of most residues for interaction with urea
probably results from cooperative sequence-effects, since the Trp-Cage contains a relatively
large fraction of apolar and aromatic residues. It is expected that both, the accessibility
for urea in the folded state, as well as the cooperative sequence-effects, contribute to the
sensitivity of the Trp-Cage protein to urea-induced denaturation.

8.3.4 Observation of a folding intermediate.

In one of the simulations in water, an unexpected increase of the SAS was observed.
As shown in Fig. 8.6a, the SAS (red line) increases after 200 ns to ≈12 nm2, decreases
50 ns later to ≈11 nm2, and increases again at 750 ns. The rmsd (black line in Fig. 8.6a)
provides further insight into these structural changes. It increases simultaneously with the
SAS, but instead of decreasing at 250 ns, it remains at a constant level of ≈0.7 nm. The
rmsd plateau indicates that the protein has adopted a non-native conformation, in which it
remains for about 500 ns. This conformation is a metastable folding intermediate which is
stabilized by a salt-bridge between ASP9 and ARG16, as has previously been reported226

from replica-exchange MD simulations.227 During the conformational transition from the
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Figure 8.5: Contact coefficients for all residues of the Trp-Cage protein, averaged over all five
simulations in urea. (a) for the folded state, (b) for the unfolded state, (c) difference between
both. The dashed line at CUW = 1 in panels (a) and (b) indicates equal interaction preference
for either urea or water. The bars have been color coded according to the classification of the
respective amino acid (red: charged, yellow: polar, gray: aliphatic, blue: aromatic, green: apolar).
Error bars for the individual amino acids show the statistical error estimate of the average contact
coefficient the respective amino acid. The error bars for the backbone show the standard deviation
of the average backbone CUW over all residues.
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native state to this metastable intermediate, the Trp-Cage transiently increases its SAS
before it adopts the compact intermediate state with β-sheet structure (Fig. 8.6d). After
500 ns, refolding towards the native state begins (see Fig. 8.6b). However, the native state
is not reached again within the simulation time, and the salt-bridge is still present in the
native-like structure, as can be seen from the center-of-mass distance between ASP9 and
ARG16 (Fig. 8.6c). This intermediate structure was not populated in the other simulations
with water or the simulations with urea.

8.4 Conclusions

The main aim of this chapter was to test if the methods employed in this thesis are
able to describe protein denaturation by urea on realistic time scales. For this purpose,
microsecond simulations of the ultrafast folding Trp-Cage mini protein were performed
in urea, as well as in water as reference. Denaturation was observed in four out of five
simulations in urea, whereas the protein did not unfold in water. The estimated average
unfolding time of ≈0.6µs for the four simulations probably presents a lower limit for the
unfolding time, particularly because the unfolding time in the fifth simulation with urea is
longer than 1µs.

These results are reassuring and provide a validation for the employed methods. In partic-
ular, it would have raised serious doubts about the suitability of the methods if the folded
state had been found to be instable in water, or if unfolding in urea had been observed
several orders of magnitude faster than in experiments — as had previously been reported
for simulations of the CI2 protein in Ref. 15.

For the mechanism of urea-induced denaturation, not much further insight has been gained
over that of the previous chapters. Rather, various aspects of the suggested mechanism
are confirmed from the simulations of the Trp-Cage. In particular, almost all residues
were found to have strong preference for contact with urea rather than with water, and
especially those residues forming the hydrophobic core were solvated preferentially by urea.
This finding accords with the suggested view that favorable direct contacts of urea with
less polar residues weaken the hydrophobic effect for natively buried residues, and thus
drive unfolding.

Further, the similarity of the contact coefficients for the folded and the unfolded state
suggests that structure effects play only a minor role for the contact coefficients of the
Trp-Cage, and that most residues are well accessible to urea already in the native state.
This large accessibility for urea might contribute to the sensitivity of the Trp-Cage to
urea-induced denaturation.

Finally, the unfolding simulations presented here represent the first observation of urea-
induced protein denaturation in molecular dynamics simulations on realistic time scales.
They demonstrate not only the capability of MD simulations to describe denaturation
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Figure 8.6: A metastable folding intermediate was populated in one simulation with water; this
conformation is stabilized by a salt-bridge between ASP9 and ARG16. (a) SAS (red lines) and
Cα-rmsd of the protein. (b) SAS versus Cα-rmsd, color encodes time. Also shown are the
native state (0 ns), the transition state to the intermediate state (250 ns), the folding intermediate
(350 ns), and a native-like state (900 ns) during refolding to the native state. (c) the center-of-mass
distance between the ASP9 and ARG16, which form the salt-bridge of the folding intermediate.
(d) representation of the folding intermediate, ASP9 and ARG16 are shown in blue and red,
respectively.
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processes, but also the general progress with has been achieved in the last few years to
successfully bridge the gap between experimental time scales and simulation time scales.
For combined studies, ultrafast folding proteins like the Trp-Cage are an ideal test system.
Further investigation of the processes described here is planned. In particular, comparison
with results from recent NMR experiments228 on residual structure of the denatured state
will give instructive insight on the structural and dynamic properties of the denatured
state.
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Figure 9.1: Four osmolytes were compared here. The three denaturants urea, DMSO, and the
guanidinium ion, as well as the stabilizing osmolyte TMAO. Shown are the chemical structure
formulas and the three-dimensional structures of the molecules. The numbers at the bottom
denote the assigned partial charges of the respective atoms in the force field.

9.1 Introduction

The denaturation mechanism of urea has been the focus of all previous chapters. While the
extensive effort on this subject in the past decades and the ongoing controversial discussions
justify the exclusive role urea has been given in this thesis, still, the question arises how
other denaturants or even counter-denaturants work. Is the mechanism found for urea
transferable to other denaturants? Can common traits of osmolytes with stabilizing or
destabilizing effect on proteins be found? To address these questions, and to put the results
obtained for urea into a more general frame, this chapter investigates the interactions of
the individual amino acids with two other denaturants, DMSO and guanidinium, as well
as one counter-denaturant, TMAO.

The chemical structures and three-dimensional representations of the four osmolytes are
shown in Fig. 9.1, where also the assigned force field partial charges of the respective
osmolyte are listed.

DMSO (dimethylsulfoxide) is commonly used as organic solvent,229 rather than as protein
denaturant. Therefore, the mechanism of DMSO-induced protein denaturation has not
received much attention and only little is known. Nevertheless, DMSO is known to dena-
ture proteins at high concentrations230 and it is sometimes employed for this use.231,232,233

Here, comparison of DMSO with urea provides insight into common aspects of denaturing
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osmolytes.

Guanidinium (Gdm) is, along with urea, the most-frequently used denaturant.234,194 Its
chemical structure is similar to that of urea, but a third amino group instead of an oxygen
atom is bonded to the carbon atom. With the resulting positive charge, guanidinium
is a monovalent cation. Hence, it is always accompanied by an anion in an electrically
neutral salt. Because ions themselves are known to have a significant effect on protein
stability,80,235 the ionic character of guanidinium itself as well as the presence of additional
anions render the total effect of guanidinium salts on proteins very complex. For instance,
at high concentrations GdmCl is an ever stronger denaturant than urea,236 whereas it
has a stabilizing effect on proteins at low concentrations.237 Further, the denaturation
strength of different guanidinium salts differ from each other; for example, GdmSCN is
a stronger denaturant than GdmCl, and (Gdm)2SO4 has no denaturing effect at all.80,81

Due to this complex mixture of single effects, not much is known about the origin of the
denaturing effect of guanidinium or even if it is similar to that of urea. While some works
suggest that the mechanism of these two denaturants is similar,234,238 other findings support
the view that the mechanisms differ from each other.239,240,241 A promising approach
which is supported by several results240,242 is to separate the effect of the guanidinium ion
into contributions of denaturant-effects and salt-effects. For a detailed understanding of
guanidinium-induced denaturation, therefore, a prior understanding of denaturant-effects
as well as salt-effects alone is imperative. Nevertheless, the comparison of guanidinium
with urea in this work might contribute to the understanding of both denaturants and set
the direction for future studies.

TMAO (trimethylamine N-oxide) is, in contrast to the other osmolytes investigated here,
not a denaturant but a counter-denaturant. It stabilizes the folded state of proteins against
unfolding by denaturants or temperature243 and even induces folding of some natively un-
folded proteins.244 In cells with high stress, TMAO serves as protective osmolyte for
proteins.245 The molecular basis for the stabilization of proteins by TMAO is still subject
of ongoing research. It has been suggested that the interaction of TMAO with the protein
surface, and in particular with the peptide backbone, is unfavorable, and that thus the pres-
ence of TMAO forces the protein to reduce its solvent accessible surface by folding. In the
past years, much evidence in support of this suggestion has been accumulated.246,247,179,248

But also different suggestions exist, for instance, that “an aquated form of this molecule
interacts rather strongly” with the protein surface.249 Here, interactions of TMAO with
amino acids are investigated at the atomic level. First, this approach addresses the ques-
tion whether TMAO indeed shows unfavorable interactions with the protein which could
explain stabilization of the folded state. Second, the comparison of a counter-denaturant
with denaturants will give instructive insight into essential differences between stabilizing
and destabilizing osmolytes in general.
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9.2 Methods and simulation setup

Since the analysis of contact frequencies between urea and the amino acids turned out to be
very instructive, it is employed here as well for the other osmolytes. This analysis has also
further advantages: first, the contact coefficients CXW do not only characterize denaturing
interactions with the protein, but all kinds of (direct) interactions. Therefore, this analysis
is applicable to denaturants as well as counter-denaturants and the results from different
osmolytes are directly comparable to each other. Second, the results are independent of
sequence and structure, and thus not limited to certain proteins only. Third, high statis-
tical significance is attainable within feasible computation time. However, there are also
limitations to this analysis. Mainly, only direct interactions are captured in the analysis.
Indirect effects of osmolytes on the protein via alteration of the water structure are outside
its scope. For urea, however, indirect effects were found to be of only minor importance
(Chap. 4), and the relevance of these indirect effects for osmolyte-protein interactions in
general is found to be insignificant by many recent studies.24,178,150,148,17,18,156,29 An inter-
esting summary of this emerging view has been made by Chitra and Smith: “While effects
on water association are obviously important for determining the properties of cosolvent
solutions, using water structure making or breaking arguments to explain the effects of
cosolvents on protein stabilization and solubility appears to be too simple and should be
avoided in all but a few cases.”17 Therefore, despite its inability to capture indirect inter-
actions, the contact analysis seems appropriate to investigate osmolyte-protein interactions
here.

To allow direct comparison with the results presented in Chap. 5 for urea, the setup for
the simulations of guanidinium, DMSO, and TMAO was similar. For DMSO and TMAO,
each amino acid was simulated for 100 ns in an aqueous solution of 250 of the respective
osmolyte molecules and 1250 water molecules, corresponding to a mole fraction of 0.2 and
a concentration of roughly 8 M. For the guanidinium ion, simulations had to be performed
at a lower mole fraction, since the high ion concentration at a mole fraction of 0.2 caused
an artificial over-stabilization of the systems which led to a glass transition of the solvent.
This effect has previously been observed for urea with 200 % partial charge scaling in
Chap. 6 and is a known inability of common force fields to correctly describe high ion
concentrations.211 Therefore, the simulations with guanidinium were performed with 125
guanidinium and 125 Cl− ions, corresponding to a mole fraction of 0.1.

It is not clear that CXW values calculated from simulations at different concentrations are
comparable to each other. By definition, the contact coefficient CXW should be independent
of the concentration of the osmolyte X. However, the intrinsic contact preferences of the
amino acids with either osmolyte X or water might dependent on the concentration of
X, for instance, because of multi-particle or saturation effects. To check whether CXW

really is concentration-independent, an additional simulation of one amino acid (TRP)
was performed in an even lower concentration of guanidinium chloride (mole fraction 0.05).
The CGW calculated from this simulation was within 5 % of the CGW from the simulation
at a mole fraction of 0.1. This agreement suggests that CXW is indeed independent of
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concentration and legitimates comparison of CXW obtained at different concentrations.

The four sets of contact coefficients CXW for urea, DMSO, guanidinium, and TMAO are
compared to each other, and also to selected common hydrophobicity scales with linear
regression fits. In addition to the experimental hydrophobicity scales from the literature,
the correlation with the standard deviation of all atomic partial charges (“std(pc)”) is
investigated, which can be regarded as an approximation for the hydrophobicity of each
amino acid in the force field.

Force field parameters for DMSO and guanidinium were taken from the OPLS-AA force
field.124 Since TMAO is not parameterized in the OPLS-AA force field, the parameters
were taken from Ref. 150, where a united-atom TMAO model, with each of the CH3 groups
represented by one united atom, has been developed for use in conjunction with TIP4P
water and the OPLS force field. The assigned partial charges in the force field of the
respective osmolyte are listed in Fig. 9.1. The force field parameters of these molecules
are not as extensively verified as those used for urea, and hence the results presented here
might be less accurate than those presented for urea.

9.3 Results and discussion

Figure 9.2 shows the contact coefficients CXW of the four osmolytes investigated. The
interaction profile of urea has already been described in Chap. 5 and will serve as reference
for the comparison with DMSO, guanidinium, and TMAO. To facilitate the detection of
systematic trends in the CXW profiles, the bars in Fig. 9.2 have been color coded accord-
ing to the classification of the respective amino acid (red: charged, yellow: polar, gray:
aliphatic, blue: aromatic, green: apolar). Error bars for the individual amino acids show
the statistical error estimate of the average contact coefficient of the respective amino acid.
In contrast, the error bars for the backbone show the standard deviation of the average
backbone CXW over all amino acids. Atomic CXW values are shown in Fig. 9.4 (urea),
Fig. 9.5 (DMSO), Fig. 9.6 (Gdm), and Fig. 9.7 (TMAO) to illustrate contact preferences
at the atomic level. To improve comparability, the same color scale has been used for all
of these four Figures.

9.3.1 DMSO

The contact coefficients CDW of all amino acids with DMSO show a very wide spectrum,
ranging from ASP and GLU with strong interaction preference for water (CDW = 0.26, and
CDW = 0.37, respectively), to TRP and PHE with strong interaction preference for DMSO
(CDW = 1.89, and CDW = 2.10, respectively). The general trend of the contact preferences
is obvious for DMSO; charged and polar residues have strong preferences for solvation by
water, whereas aromatic and apolar residues have strong preference for solvation by DMSO.
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Figure 9.2: Contact coefficients CXW for each amino acid and the backbone average (“bb”). High
values above one indicate preferential interactions with the respective osmolyte; a value of one
corresponds to equal probabilities to interact with osmolyte X or water molecules. The color
characterizes the amino acids; red: charged, yellow: polar, gray: aliphatic, blue: aromatic, green:
apolar. Crosses denote the CXW of the backbone alone. Error bars for the individual amino acids
show the statistical error estimate of the average contact coefficient the respective amino acid.
The error bars of the backbone (“bb”) shows the standard deviation of the average backbone
CXW over all amino acids.
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In this respect, the interaction profile of DMSO is similar to that of urea. The correlation
coefficient of between CUW and CDW is r2 = 0.60 (see Tab. 9.1). However, two main
differences are observable:

First, DMSO has a much more heterogeneous spectrum of contact preferences than urea.
In particular, charged and polar amino acids show significant preferences for contact with
water rather than DMSO. Accordingly, the average CDW over all amino acids is slightly
lower than for urea, and the standard deviation is twice as large (see Tab. 9.2). This
clear dependence of CDW on amino acid polarity is also reflected in the correlation with
hydrophobicity scales (Tab. 9.1), which is very large (max. r2 = 0.66) for DMSO.

Second, the average CDW of the backbone is significantly lower for DMSO than it is for
urea. In fact, the backbone shows no contact preference for either water or DMSO (CDW =
1.04±0.21), whereas in urea a strong preference of the backbone for urea contact over water
contact was observed (CUW = 1.77± 0.18).

These observations are also evident in the atomic CDW (Fig. 9.5); the charged groups of
ARG, ASP, GLU, HISδε, and LYS have contacts almost exclusively with water molecules,
whereas the aromatic rings of PHE, TRP, and TYR show very strong preference for DMSO
contact. Interestingly, in some amino acids (ARG, LEU, TRP, and TYR, e.g.) large
differences in the atomic CDW are seen between neighboring atoms. These local differences
suggest that specific interaction sites for DMSO exist in some amino acids.

The main reason for the differences in the interaction preferences of urea and DMSO is,
probably, that DMSO has two apolar methyl groups (CH3) where urea has two amino
groups (NH2) which are able to form hydrogen bonds. In particular, the reduced number
of hydrogen sites of DMSO might explain the lower contact preference for polar residues
or the peptide backbone, as compared to urea.

9.3.2 Guanidinium

For guanidinium, the spectrum of contact coefficients CGW (Fig. 9.2) shows some qualita-
tive differences to those of urea or DMSO . As expected due to the positive charge of the
guanidinium cation, the acidic amino acids ASP and GLU have strong interaction prefer-
ences with guanidinium (high CGW ), whereas the basic amino acids HISδε, LYS, and ARG
have strong interaction preferences for water (low CGW ). Apart from these particularly
high or low CGW values, only small trends are seen. Most amino acids, and in particular
the polar ones, have a small interaction preference for water, whereas a small interaction
preference for guanidinium is seen for PRO, ILE, LEU, and VAL. In general, however, the
CGW spectrum is rather homogeneous aside from the acidic and basic amino acids. The
average CGW over all amino acids is 0.88 ± 0.29, and the average CGW of the backbone
alone is 0.70± 0.12.
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At the atomic level, the carboxyl-groups of ASP and GLU can be identified as preferential
interaction sites for guanidinium (Fig. 9.6), and an effect on the CGW of neighboring atoms
can be seen for the backbones of these residues. While the charged groups of ARG, LYS,
and HISδε show pronounced contact preference for water, the central carbon-atom (CZ)
in the guanidine group of ARG has a significantly larger CGW than its adjacent atoms.
This interaction accords with π-stacking interactions which have been discussed for the
guanidinium ion and ARG.250 Similar local differences are also found in ILE, LEU, and
PRO, which, together with the aromatic rings of TRP and TYR, have atomic sites with
contact preference for guanidinium.

Correlation of CGW with CUW , CDW , or some common hydrophobicity scales yields linear
regression coefficients of r2 ≈ 0. Thus, seemingly no systematic trend in the interaction
preferences of amino acids with guanidinium can be found. However, the low correlations
are mainly due to the systematic outliers ASP and GLU. As discussed above, the strong
preference of these amino acids for interaction with guanidinium is due to the cationic na-
ture of the guanidinium ion. While this salt-effect is significant, it is certainly not the only
driving force for interactions between guanidinium and amino acids, and it might obscure
other systematics in the correlations. It has been suggested previously to separate the
effect of guanidinium into denaturant- and salt-effects.242 Along this line, ASP and GLU
have been excluded from the correlation analysis. Indeed, this exclusion reveals systematic
trends in the CGW , and all correlation coefficients are increased drastically. The correlation
of CGW with CDW , for instance, is increased from r2 ≈ 0 to r2 = 0.47, as illustrated in
Fig. 9.3. Certainly, the high CGW of ASP and GLU is not the only result of salt-effects of
guanidinium, but they obviously contribute dominantly to the correlation deviations. The
average correlation of this reduced CGW set with some common hydrophobicity scales is
r2 = 0.32± 0.14, and the maximum correlation with one scale is r2 = 0.49 (see Tab. 9.1).
While these correlation coefficients are similar to those found for urea, the correlation with
the contact coefficients CUW for urea is small (r2 = 0.14) even for the reduced set.

9.3.3 TMAO

The contact coefficients CTW of TMAO, which is a counter-denaturant, are shown in the
bottom panel of Fig. 9.2. All amino acids show extraordinarily low contact coefficients with
TMAO. The average CTW is 0.37±0.11, and the backbone average is even lower (0.22±0.03)
and outside the standard deviation of the average CTW . Hence, direct interaction of TMAO
with all amino acids, and in particular with the peptide backbone, is obviously highly
unfavorable.

Deviations in the CTW spectrum are small, but some trends are discernible. The acidic
ASP and GLU show the lowest CTW values (0.11 and 0.14, respectively), corresponding to
very strong preference for water contacts. As for the other osmolytes, polar amino acids
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Figure 9.3: Correlation of contact coefficients for guanidinium (CGW ) and DMSO (CDW ). The
dashed line shows a linear fit (r2 ≈ 0) of the complete set, the solid line shows the linear fit
(r2 = 0.47) with exclusion of ASP and GLU (red circles).

CUW CDW CGW CTW

CUW 0.60 0.14 0.23
CDW 0.60 0.47 0.39
CGW 0.14 0.47 0.03
CTW 0.23 0.39 0.03
std(p.c.) 0.35 0.60 0.39 0.39
hydrophobicity (Ref. 186) 0.34 0.39 0.48 0.04
hydrophobicity (Ref. 187) 0.37 0.34 0.16 0.07
hydrophobicity (Ref. 188) 0.33 0.66 0.22 0.19
hydrophobicity (Ref. 189) 0.36 0.66 0.25 0.18
hydrophobicity (Ref. 190) 0.31 0.55 0.32 0.16
hydrophobicity (Ref. 191) 0.53 0.64 0.49 0.14
average 0.36±0.09 0.54±0.14 0.32±0.14 0.13±0.06

Table 9.1: Linear regression coefficients r2 of correlations of the CXW sets with each other and
with selected common hydrophobicity scales. std(pc) denotes the correlation with the standard
deviation of the atomic partial charges for each amino acid, which can be regarded as an approxi-
mation for the hydrophobicity of the amino acids implemented in the force field. For guanidinium
(CGW ), ASP and GLU were excluded to separate salt and denaturant effects (see text).
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total average backbone average
CUW 1.53±0.25 1.77±0.18
CDW 1.21±0.49 1.04±0.21
CGW 0.88±0.29 0.70±0.12
CTW 0.37±0.11 0.22±0.03

Table 9.2: Contact coefficients averaged over all amino acids or over the backbone only.

also show lower contact coefficients than aliphatic, aromatic, or apolar ones. Interestingly,
ARG shows the highest CTW of all amino acids. As can be seen from the atomic CTW values
(Fig. 9.7), the CZ carbon of the guanidine group in ARG, which also showed high contact
coefficients for guanidinium and DMSO, contributes significantly to the high average CTW

of ARG.

The correlation of CTW with hydrophobicity scales (average r2 = 0.13 ± 0.06) is very
low, which might be interpreted to suggest that hydrophobicity is not a determinant for
the contact coefficients. However, since all amino acids have very low CTW values and
show no qualitative differences, trends in the CTW are certainly less relevant than the
absolute values. Therefore, the correlation analysis is probably not very instructive for
CTW . Notably, for CTW , the correlation with std(pc) is significantly higher than the
correlation with the hydrophobicity scales. This could suggest that the parametrization of
the TMAO molecule is inaccurate, but it could also be irrelevant due to the homogeneity
of the CTW values.

9.4 Conclusions

Aiming to shed light on the different effects of DMSO, guanidinium, and TMAO on protein
stability, contact coefficients were calculated for these osmolytes. The contact coefficients
of urea (Chap. 5) were used as a reference to deduce similarities or differences to the
denaturation mechanism of urea, which was found to be dominated by favorable direct
interactions of urea with the peptide backbone as well as with less polar residues.

DMSO shows contact coefficients relatively similar to those of urea, but contact preferences
are more pronounced for DMSO than for urea. In particular, DMSO interacts favorably
with hydrophobic amino acids, but charged amino acids prefer solvation by water rather
than DMSO. Hence, hydrophobicity seems to be the determinant of the interactions of
DMSO with amino acids. Further, the solvation preference of the peptide backbone is the
second significant difference between the interactions of the two osmolytes; while urea was
found to be a particularly good solvent for the peptide backbone, the backbone shows no
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Figure 9.4: Contact coefficients CUW for all amino acids with urea at the atomic level. The
color of each atom denotes its CUW value, as shown in the color bar. CUW = 1 (white) means
no interaction preference for urea or water, CUW < 1 and CUW > 1 correspond to interaction
preferences for water or urea, respectively.
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Figure 9.5: Contact coefficients CDW for all amino acids with DMSO at the atomic level. The
color of each atom denotes its CDW value, as shown in the color bar. CDW = 1 (white) means
no interaction preference for DMSO or water, CDW < 1 and CDW > 1 correspond to interaction
preferences for water or DMSO, respectively.
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Figure 9.6: Contact coefficients CGW for all amino acids with guanidinium at the atomic level.
The color of each atom denotes its CGW value, as shown in the color bar. CGW = 1 (white)
means no interaction preference for guanidinium or water, CGW < 1 and CGW > 1 correspond
to interaction preferences for water or guanidinium, respectively.
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Figure 9.7: Contact coefficients CTW for all amino acids with TMAO at the atomic level. The
color of each atom denotes its CTW value, as shown in the color bar. CTW = 1 (white) means
no interaction preference for TMAO or water, CTW < 1 or CTW > 1 correspond to interaction
preferences for water or TMAO, respectively.
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preference for solvation by either water or DMSO. These results suggest that the denatur-
ing effect of DMSO on proteins is based on favorable hydrophobic contacts with less polar
residues, rather than preferential solvation of the peptide backbone. In particular, the
ability of DMSO to solvate less polar residues reduces the hydrophobic effect and leads to
the exposure of residues natively buried in the hydrophobic core. This mechanism would
be generally similar to that found for urea, but without favorable backbone interactions.
An interesting implication of this difference is that more residual secondary structure el-
ements, which shield the backbone from unfavorable solvent interactions, might exist in
DMSO-denatured proteins than in those denatured by urea. Future work could address
the verification of this prediction.

Guanidinium, due to its positive charge, shows contact preferences for acidic amino acids,
whereas electrostatic repulsion leads to only few contacts with basic amino acids. Aside
from these salt-effects, a similar trend in the profile of interaction preferences is found
as for DMSO, but it is significantly less pronounced. Further, the backbone shows con-
tact preference for water rather than for guanidinium. It seems that the interaction of
guanidinium with amino acids can roughly be decomposed into a contribution from di-
rect electrostatic interaction and a contribution from hydrophobicity. The latter, however,
is less pronounced than for urea and DMSO and does not seem sufficient to explain de-
naturation. Further, the relevance of the strong charge interactions for denaturation is
unclear. For proteins which are stabilized by favorable electrostatic interactions between
charged or polar residues (salt bridges), guanidinium might interrupt these salt bridges
by substituting for the positively charged residue of the salt bridge, and hence destabi-
lize the protein. However, this effect is unlikely to be the basis for guanidinium-induced
denaturation, since this mechanism would limit the effectiveness of guanidinium to only
few proteins, and other salts (e.g., NaCl) with similar interaction preferences for charged
residues do not cause denaturation. Also, indirect effects via alteration of the water struc-
ture, which for urea have been found to be not relevant, might play a role for guanidinium
due to the polarizing effect of the charge on the water shell. Indirect effects, however, are
not captured in the analysis of contact coefficients performed here. Taken together, the
results are not conclusive enough to make solid suggestions about the molecular basis for
guanidinium-induced denaturation. It seems, however, unlikely that the mechanism is the
same as for urea-induced unfolding, as had been suggested.234,238 Rather, the mechanism
could be a complex combination of different contributions. In the future, more insight will
probably be gained when the individual effects of denaturants and salts on proteins are
better understood, and when improved force fields are able to accurately describe systems
with high ion concentrations.

TMAO, as a counter-denaturant, exhibits an interaction profile which is very conclusive not
only for the mechanism of protein-stabilization by TMAO, but also protein-stabilization
and -destabilization by osmolytes in general. All amino acids show significant preference
for contact with water rather than TMAO. Hence, contact with TMAO is obviously ener-
getically unfavorable for all amino acids, and in particular for the peptide backbone. These
results strongly support the view that protein stabilization by TMAO is due to unfavorable
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direct interactions of TMAO with the protein, which force it to reduce its solvent accessible
surface and thus to fold.

Which common features of denaturants or counter-denaturants can be identified from the
comparison of these results? For urea, favorable direct interactions with less polar residues
as well as the peptide backbone have been suggested as the driving force for denaturation.
Direct interaction of TMAO with amino acids, and in particular with the backbone, was
found to be unfavorable. This extreme difference in the interactions of urea and TMAO
with amino acids strongly suggests that the effect of an osmolyte on protein stability is
dictated by its direct interactions — favorable for a denaturant, unfavorable for a protective
osmolyte — with those parts of the protein which are buried in the native state. These
parts include less polar residues, which are typically buried in the hydrophobic core of the
protein, and the peptide backbone, which is typically protected from solvent contact by
formation of secondary structure elements. The determining role of the peptide backbone
for the stabilizing or destabilizing effect of an osmolyte is also suggested by other very
recent studies.251,179,180,248 The results presented here for DMSO, however, suggest that
a high preference for hydrophobic contacts without significant contact preference for the
backbone can also suffice for a denaturing agent. For urea, the results of the previous
chapters suggested that the favorable contacts with less polar residues and the backbone
lead to a weakening of the hydrophobic effect for these parts, and it seems plausible that
DMSO might have the same effect for hydrophobic residues.

In summary, these results suggest that the ability of cosolvents to enhance solubility for
natively buried parts determines their exposure or burial and thus unfolding or folding of
the protein. Further, this simple determinant would explain why denaturants and counter-
denaturants exert their destabilizing or stabilizing effect on almost all proteins, independent
of structure and sequence.



10

Summary, Conclusion, and Outlook

131



132 10. SUMMARY, CONCLUSION, AND OUTLOOK

The primary aim of this thesis was to elucidate the molecular basis for urea-induced protein
denaturation. In particular, the central question was addressed whether indirect interac-
tions, direct polar interactions, or direct apolar interactions between urea and the protein
are the driving force for denaturation. Several different approaches were developed.

The first step aimed to examine the influence of urea the on water structure, and thus
to assess the relevance of indirect effects of urea on proteins. To this end, structure and
energetics of aqueous urea solutions were investigated for a wide range of temperatures
and urea concentrations. Urea was found to show a small tendency to self-aggregate,
and three distinct urea pair conformations were identified. Analysis of hydrogen bond
energies revealed that water-water hydrogen bonds are significantly stronger than those
between urea and water or urea and urea. This result suggested the hydrophobic effect as
possible cause for urea self-aggregation. The influence of urea on water structure, however,
was found to be surprisingly small. In particular, with increasing urea concentration, the
strength of water-water hydrogen bonds increased, and the tetrahedral arrangement of
water molecules became more rigid — but both effects were only small. Taken together,
these results suggest that the effects of urea on water structure are generally small, and
thus should not contribute significantly to the denaturation power of urea on proteins.

The next step focussed on the role of direct interactions. To this end, a comprehensive
characterization of the direct interactions between urea and all 20 amino acids was under-
taken. To characterize the interactions between the solvent and the individual amino acids,
and to separate those from effects due to sequence or structure, glycine-capped tripeptides
were studied in aqueous urea solution. A contact coefficient was developed and calculated
to quantify interaction preferences of the amino acids for either urea or water. All amino
acids, except ASP and GLU, were found to interact preferentially with urea. A particularly
pronounced preference for urea interaction was observed for aromatic and apolar amino
acids as well as for the backbone, and not — as might be expected — for charged or polar
amino acids. Further, whereas urea was found to form hydrogen bonds to the backbone,
these hydrogen bonds were weaker than those between water and the backbone. This re-
sult indicates that the favorable interactions between urea and the backbone are mainly
entropically driven. Taken together, these findings suggest that favorable direct contacts
between urea and less polar residues as well as the backbone weaken the hydrophobic effect,
that stabilizes the folded state, and thus promote protein unfolding.

This suggestion was tested by a Gedankenexperiment. If apolar contacts are indeed the
driving force for denaturation, then urea with artificially decreased polarity should be an
even stronger denaturant than “real” urea. Accordingly, simulations of the CI2 protein in
urea with decreased and also with increased polarity were performed to test this hypothesis.
Indeed, unfolding of the CI2 was observed for all simulations in hypopolar urea, but not in
regular or hyperpolar urea. This finding confirmed that urea drives protein denaturation
by favorable hydrophobic contacts. Further, these results motivated the prediction that
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hyperpolar urea might actually be a weaker denaturant than regular urea.

In addition to this main issue, these simulations also allowed to address the question
whether specific unfolding pathways exist. All nine unfolding events were found to be
structurally different from each other and shared no common conformations during unfold-
ing, suggesting a large amount of structural heterogeneity during unfolding. However, on a
more general level, the different pathways shared similar features. In particular, unfolding
was found to proceed often step-wise with alternating phases of loss of secondary, or, re-
spectively, tertiary structure — as opposed to either a simultaneous loss of both structure
levels, or, alternatively, complete loss of one structure level ahead of the other. These re-
sults suggest that denaturation of the CI2 protein does not proceed via unique pathways,
but in a rather stochastic sequence of events. Further, in the simulations unfolding was
observed to start at several different positions of the CI2 protein, with flexible parts being
more frequently an unfolding nucleus. With regard to the question of residual structure
in denatured proteins, polyproline II conformations were seen, which have recently been
suggested as one of several possible backbone conformations of the denatured state.36

Chapter 7 addressed the question of how urea affects proteins at different stages of the
folding/unfolding process. To this end, partially unfolded structures of the Cold Shock
protein Bc-Csp were simulated in water and in urea. While the effect of urea on less
unfolded structures was only small, a significant effect of urea on more unfolded structures
was observed. In particular, hydrophobic collapse events of the protein were found to
occur in water, but not in urea. At the molecular level, this observation was explained
by favorable interactions between urea molecules and less polar residues. Since urea is a
better solvent for these residues than water, the hydrophobic effect, and hence the driving
force for the hydrophobic collapse, is reduced in urea. These findings support that urea
stabilizes denatured and open conformations of proteins, as had been suggested on the
basis of calorimetric experiments.30 Moreover, these results provide a molecular picture
for the underlying mechanism.

In the second part of Chapter 7, the combination of this approach with that of Chapter 6
offered a further possibility to verify the determinant role of apolar contacts, as opposed
to polar contacts — and to finally test the prediction that hyperpolar urea is a weaker
denaturant than regular urea. To this end, simulations of partially unfolded structures of
the Cold Shock protein were performed with hyperpolar urea. The hydrophobic collapse
events which occurred in water, but were impeded in urea, were found to occur again
in hyperpolar urea. Hence, the stabilizing effect of urea on denatured conformations is
reduced when urea polarity is increased. This result provides further and independent
evidence that apolar rather than polar interactions between urea and the protein constitute
the key determinant for urea-induced denaturation.

Necessarily, all conclusions described so far rest on the assumption that the molecular
dynamics simulations, and, in particular, the employed force fields, describe urea-induced
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protein denaturation sufficiently accurately. Therefore, the main aim of Chapter 8 was to
test this assumption. For this purpose, several microsecond simulations of the Trp-Cage
miniprotein were performed in water as well as in urea. Indeed, urea-induced denaturation
was observed in four out of five simulations in urea, whereas the protein remained folded
in all simulations with water. Apart from validating the methods applied in this thesis,
these results also represent the first simulations of denaturant-induced protein unfolding
on experimental time scales.

Finally, Chapter 9 set the results obtained for urea into a wider context, and thus also
contributed to an understanding of other denaturants or protective osmolytes. To this end,
interactions of all 20 amino acids with DMSO, guanidinium, and TMAO were investigated
and compared to those of urea as a reference. For DMSO, interaction preferences were
found to be largely similar to those for urea. Interestingly, the differences between the
amino acids were even more pronounced than for urea. In particular, apolar and aromatic
amino acids showed interaction preference for DMSO, whereas charged and polar amino
acids showed preference for interaction with water rather than DMSO. In contrast to urea,
however, no preference of the backbone to interact with DMSO was seen.

While these results suggest that the denaturation mechanisms of urea and DMSO are
largely similar, the results for guanidinium were less conclusive. Neither the backbone nor
less polar amino acids were found to have particular interaction preference for guanidinium.
It is speculated here that the main reason for these discrepancies is the fact that guani-
dinium is positively charged, whereas urea and DMSO are both neutral. Because of its
ionic nature, the interactions between guanidinium and all 20 amino acids are likely to be
a complex combination of denaturant-effects and salt-effects,242 governed by entropic and
electrostatic forces. Therefore, a deeper understanding of ion effects on protein stability,
and in particular of the Hofmeister-effect,79 has to be obtained before the guanidinium ion
can successfully be addressed.

Analysis of the protective osmolyte TMAO, in contrast, has provided very conclusive re-
sults. All amino acids showed strong interaction preferences for water over TMAO. This
result suggests that TMAO reduces the peptide solubility through unfavorable direct inter-
actions with the amino acids, and in particular with the peptide backbone. Thus, unfolding
becomes energetically less favorable and the folded state is stabilized. In general, direct
interactions with natively buried parts of the protein seem to determine the positive or
negative effect of an osmolyte on protein stability. This simple determinant would explain
why denaturants and counter-denaturants exert their destabilizing or stabilizing effect on
almost all proteins, independent of structure and sequence.

A comprehensive picture of urea-induced protein denaturation has emerged from the dif-
ferent approaches of this work. Apart from the more specific conclusions described so far,
more general conclusions can be drawn. In particular, this work suggests a synthesis of
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seemingly opposing viewpoints. Whereas urea-protein hydrogen bonds do not seem to drive
the denaturation, they do contribute to the overall energetics. According to the mechanism
proposed here, the denaturation power of urea rests on its trade-off between two essential
but conflicting features. First, it is apolar enough to solvate apolar groups; second, it is
polar enough to form weak hydrogen bonds to the backbone and to incorporate well into
the water hydrogen bond network. With these ambivalent characteristics, urea can be
regarded to denature proteins by interfacing between water and natively buried parts of
the protein, which effectively reduces the hydrophobic effect and promotes unfolding.

With this primary question about the driving force for denaturation answered, the mech-
anism can be addressed. Does urea actively destabilize the folded state or rather stabilize
the unfolded state? What “picture” should one have in mind of the dynamics of denatu-
ration? Taken together, the results of this work offer a suggestion. Since apolar contacts
are the determinant for denaturation, one would expect the effect of urea on the protein
to be strongest when many apolar contacts are possible, i.e., when hydrophobic residues
are exposed — that is to say, in the unfolded state. Indeed, this was found here for the
Cold Shock protein. In particular, hydrophobic collapse events were seen to be impeded
in urea, and the differential effects of water and urea on the protein dynamics were more
pronounced for more unfolded structures. For the Cold Shock protein, this observation
accords with the experimental finding that the unfolding rate is nearly independent of
denaturant concentration, whereas the refolding rate decreases exponentially with denat-
urant concentration. But what about other proteins for which a strong dependence of the
unfolding rate on denaturant concentration is observed? Here, the observed effect of urea
on the folded state of the CI2 or the Cold Shock protein can contribute to offer a possible
explanation. For both proteins, although no unfolding was seen, the SAS of the native
state was systematically larger in urea than in water. In particular, it was observed that
urea stabilizes a slightly more open conformation of the protein which was adopted due
to thermal fluctuations. It is suggested here, that a consecutive stabilization of such sub-
sequent slightly more open conformations might lead to denaturation. This suggestion is
supported by the observation that unfolding of the CI2 in hyperpolar urea started prefer-
ably in regions which have high fluctuations already under physiological conditions. Taken
together, the picture emerges that urea binds to apolar residues when they are transiently
exposed due to thermal fluctuations. Because of the reduced hydrophobic effect under
direct interaction with urea molecules, the rate of contact re-formation is decreased, and
the protein unfolds step-wise.

While this suggested mechanism accords with various individual results of this work, sig-
nificantly more statistics are required to assess the validity of this suggestion. But as the
Irish author George Bernard Shaw said, “Science is always wrong. It never never solves
a problem without creating ten more”. And indeed, this is only one of several interesting
new questions that arise from the results of this work and pose attractive challenges for
future projects.
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Probably one of the most striking questions concerns the denaturation mechanism of guani-
dinium. Can the effect of guanidinium on protein stability be explained by a “simple”
combination of denaturant- and salt-effects? And, if this is possible, is the underlying
denaturant-effect similar to the one found here for urea? To successfully address the mech-
anism of guanidinium-induced denaturation, however, more comprehensive insight into the
effects of ions on proteins, and in particular the Hofmeister-effect,79 is required. This might
be achieved with improved force fields with a better ability to correctly describe systems
with high ion concentrations.

Further, the comparison of urea with other osmolytes performed here was only one step
towards a general understanding of common traits of denaturants or protective osmolytes.
In particular, future projects might investigate the reason for the different interaction
preferences of DMSO and TMAO. To this end, similarly detailed analyses of the energetics
as performed here for urea, might provide further insight.

The residual structure of denatured states is another exciting topic which is currently
debated and closely-linked to this work. Here, a combination of simulation approaches
and experiments will be most instructive. While molecular dynamics simulations offer the
ability to investigate structure and dynamics of the denatured state on an atomistic level,
comparison to experimental data from FRET experiments217 or NMR-spectroscopy252,228

will provide a conclusive picture.

Finally, an extension and refinement of the contact coefficient analysis introduced here
seems tempting. In this work, this method has been key to advance the understanding of
the interactions between proteins and denaturants or counter-denaturants. However, the
effects of sequence and structure on the interaction preferences of the individual amino acids
are only poorly understood so far. In particular, could the effect of structure on the contact
coefficients, and thus the “accessibility” of residues for urea in the folded state, be related
to the sensitivity of the protein to urea-induced denaturation? Might this even allow to
predict the sensitivity to urea on the basis of sequence and structure? To investigate these
possibilities, far more statistics are required. In particular, the investigation of proteins
which are resistant to urea or denaturants in general will give instructive insight into these
open questions.
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Amino acid One-letter-code Three-letter-code
Alanine A ALA
Arginine R ARG
Asparagine N ASN
Aspartic acid D ASP
Cysteine C CYS
Glutamine Q GLN
Glutamic acid E GLU
Glycine G GLY
Histidine H HIS
Isoleucine I ILE
Leucine L LEU
Lysine K LYS
Methionine M MET
Phenylalanine F PHE
Proline P PRO
Serine S SER
Threonine T THR
Tryptophan W TRP
Tyrosine Y TYR
Valine V VAL

Table A.1: The 20 natural amino acids with their common one-letter-code and three-letter-code
abbreviations.
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Figure A.1: Atomic partial charges assigned in the OPLS-AA force field to the 20 amino acids
(including three protonation states for HIS).
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[212] Bengt Nölting, Ralph Golbik, José L. Neira, Andrés S. Soler-Gonzalez, Gideon
Schreiber, and Alan R. Fersht. The folding pathway of a protein at high resolu-
tion from microseconds to seconds. Proc. Natl. Acad. Sci. USA, 94(3):826–830, 1997.

[213] M. Lois Tiffany and S. Krimm. New chain conformations of poly(glutamic acid) and
polylysine. Biopolymers, 6(9):1379–1382, 1968.

[214] K. L. Reid, H. M. Rodriguez, B. J. Hillier, and L. M. Gregoret. Stability and folding
properties of a model β-sheet protein, escherichia coli cspa. Protein Science, 7:470–
479, 1998.

[215] Benjamin Schuler, Werner Kremer, Hans Robert Kalbitzer, and Rainer Jaenicke.
Role of entropy in protein thermostability: Folding kinetics of a hyperthermophilic
cold shock protein at high temperatures using 19F NMR. Biochemistry, 41:11670–
11680, 2002.

[216] Armin Hoffmann, Avinash Kane, Daniel Nettels, David E. Hertzog, Peter
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