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On Broca, Brain, and Binding 

Peter Hagoort 

Not all brain areas are equal. Some have triggered the 
attention and fascination of mankind more than oth­
ers. Few have even seen books devoted to them or en­
tered the domain of general awareness. Broca's area 
is one of these areas. No doubt, one of the main rea­
sons is that this area is often seen as distinctly human. 
After all, isn't it Broca's area that is connected to the 
faculty that makes us uniquely human, the faculty of 
language? However, sometimes fascination breeds 
confusion. In this case, our fascination makes us be­
lieve that "Broca's area" is a coherent notion. Closer 
inspection reveals that it stands for a family of con­
cepts that are loosely connected at best. We thus need 
to begin by deconstructing the concept of Broca's 
area. Only then we can see it more clearly. 

Broca's area has different interpretations across dif­
ferent domains of research. We should at least dis­
tinguish between Broca's area in neuroanatomicah 
neuropsychological, and functional terms. At all these 
levels one can ask the question: Is Broca's area a nat­
ural kind? That is, does it carve brain and mind at its 

joints? We discuss these issues in the first part of this 
chapter. The second part presents a proposal about 
the role of the left inferior frontal cortex, which con­
tains Broca's area as classically defined. 

DECONSTRUCTING BROCA'S AREA 

The Xeuroanatomical Perspective 

Despite some disagreement in the literature i.sse 
Uylings et ah, 1999), most authors agree that Broca's 
area comprises Brodmann's areas 44 and 45 of the left 
hemisphere, in the classic textbooks, these areas co­
incide at the macroscopic level with the pars ope:cpi­
laris (BA 44) and the pars triangularis ;BA 45 i of the 
third frontal eonvolution. However, given anatoimcai 
variability, in many brains these two part; are not easy 
to identify (Uylings et al., 1999), and clear mi-
croanatomical differences {see Arnunts and Zilles, this 
volume, Chapter 2) have been missed when macro-



anatomical landmarks are used (Tomaiuolo et al., 
1:999), Furthermore, cytoarchitectonic analysis [Amunts 
e! ah, 2003} shows that areas 44 and 45 do not neatly 
coincide; with the sulci that have been assumed to 
form their boundaries in gross anatomical terms. 
More fundamentally, one has to question the justifi­
cation for subsuming these two cytoarchitectonic ar­
eas under the overarching heading of Broca, rather 
than, say, areas 45 and 47. Areas 44 and 45 show a 
number of clear cytoarchitectonic differences, one of 
which is that 45 has a granular layer IV, whereas 44 
is dysgranular. in contrast, like area 45, area 47 is part 
of the heteromodal component of the frontal lobe, 
known as the granular cortex (see Fig. 15-1) (Mesu-
lam, 2002':. In addition, areas 44 and 45 have clearly-
distinct postnatal developmental trajectories and show 
a difference in their patterns of lateral asymmetry 
(Uylings et al., 1999). Using an observer-independent 
method for delineating cortical areas, Amunts et al. 
;1999) analyzed histological sections of 10 human 
brains. They found a significant left-over-right asym­
metry in cell density for area 44, whereas no signifi­
cant left-right differences were observed for area 45. 
However, areas 44 and 45 are cytoarchitectonicaDy 
more similar to each other than 44 and 6 or than 45 
and 6 (Amunts and Zilles, 2001). 

Studies on corresponding regions in the macaque 
biain (Petrides and Pandya, 2002) have shown that 
area 44 receives projections from mainly somatosen­
sory and motor-related regions like SII, the rostral in­
terior parietal lobule, supplementary, and cingulate 
motor areas. There is input from portions of the ven­

tral prefrontal cortex but only sparse projections from 
inferotemporal cortex (Pandva and Yeterian, 1.996). 
Conversely, area 45 receives massive projections from 
most parts of prefrontal cortex, from auditory areas of 
the superotemporal gyrus, and visually related areas 
in the posterior superior temporal sulcus. In other 
words, the connectivity patterns of macaque BA 44 
and 45 suggest clear functional differences between 
these areas. 

Finally, studies on the receptorarchitecture of left 
inferofrontal areas indicate that functionally relevant 
subdivisions within BA 44 and 45 might be necessary 
(for more details, see Amunts and Zilles, this volume, 
Chapter 2). For instance, there is a difference within 
BA 44 of the receptor densities, for example, of the 5-
HT; receptor for serotonin, with relatively low den­
sity in dorsal BA 44 and relatively high density in ven­
tral BA 44. 

In short, from a cytoarchitectonic and receptor-
architectonic point of view, Broca's area, comprising 
BA 44 and BA 45, is a heterogeneous patch of cortex 
and not a uniform cortical entity. However, the de­
gree of uniformity required for an inference of func­
tional unity is not known. 

With respect to language areas in prefrontal cor­
tex, it has become clear that, in addition to BA 44 and 
45, at least BA 47 and the ventral part of BA 6 should 
be included in the left frontal language network. 
Recent neuroimaging studies indicate that the pars or-
bitalis of the third frontal convolution (roughly cor­
responding to BA47) is involved in language process­
ing (e.g., Devlin et al., 2005; Hagoort et al., 2004). 

FIGURE 15-1. Lateral view of the 
frontal lobes. The numbers refer to 
Brodmann areas. Dark grey markings, 
motor-premoter cortex; dotted markings, 
heteromodal association cortex. SF, 
Sylvian fissure, i After Mesulam, 2002. 
Used by permission of Oxford University 
Press.) 
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From a functional anatomical perspective, it thus 
makes sense to use the term Brow's complex tor this 
set of areas. Broca's complex is used here to distin­
guish it from Broca's area as classically defined. The 
latter definition of Broca's area is both too broad, be­
cause it comprises anatomically and functionally dis­
tinct areas, and too narrow, because it leaves out ad­
jacent areas that are shown to be crucial for language 
processing. Broca's complex as here defined is the set 
of anatomical areas in left inferior frontal cortex that 
are known to play a crucial, but by no means exclu­
sive, role in language processing. 

The Neuropsychological Perspective 

The name and fame ot Broca's area can be traced 
back to 1861, when Paul Broca presented a detailed 
case history of a patient with a restricted brain lesion 
and a language disorder, which he referred to as 
aphemia isce Schiller, 1992';. In fact, the autopsy of 
this patient (l.eborgne. better known as Tan, since the 
syllable "tan" was the only utterance the patient could 
produce': demonstrated an extensive lesion in the left 
hemisphere encompassing the frontal, parietal, and 
temporal cortex. Broca's conclusion that the third in­
ferior frontal part of the lesion caused the aphemia 
was inferred from the degree of necrosis and an analy­
sis of the patient's medical history AVhitaker, 1*598). 
What Broca referred to as aphemia is now known as 
aphasia, a term introduced by Trousseau in 1864 to 
refer to brain-related language disorders (Ryalls, 
1984). In the decades following Broca's influential pa­
pers, other types of aphasia were described as well, 
pointing out that disorders might involve not only-
speech production but also comprehension. The pub­
lication by Carl Wernicke of "Dcr Aphasischc Symp­
tom cue on ip lex'" :. 187-4) was a further hallmark in this 
initial era of aphasia research. 

The history of neuropsychological research since 
Broca has resulted in the description of a series of 
aphasic syndromes, including Broca's aphasia and 
Wernicke's aphasia. Although these aphasias were de­
scribed in terms of their symptoms, they were -also as­
sociated with particular lesions, wiih their focus in 
what we now re lei to as Broca's area and Wernicke's 
area, respectively. Although it is certainly true that the 
field of aphasiology has contributed, enormously to our 
current understanding of the relation between brain 
ancl language, certainly the implicit link between 

functional symptom complexes of Broca's and Wer­
nicke's aphasia and particular brain areas has also re­
sulted in some contusion. I focus here particularly on 
the problematic relationship between Broca's aphasia 
and Broca s area. To do so, 1 first have to clarity what 
is commonly referred to as Broca's aphasia (e.g., 
Caplan, 1992). 

Despite substantia] individual variation in severity, 
characteristic features of Broca's aphasia are the non-
fluent speech and the reduced syntactic complexity 
of the utterances, sometimes resulting in telegraphic-
speech in which function words and grammatical 
morphemes are omitted (agrammatism). In contrast 
to what is often used as a defining characteristic of 
Broca's aphasia, this type of aphasia is not restricted 
to language production but also comprises syntactic 
and other deficits in comprehension : Cararnazza and 
Zurif, 1976; Kolk and Friedcrici, 1985; Zurif ct al., 
1972:. Only in very rare cases does one find an im­
pairment of language production with an intact lan­
guage comprehension (Kolk and Friedcrici, 19S3: 
Mieeli et al , 19S3; Nespoulous et al , 19SS). On the 
basis of the neurolinguistic studies in the 1970s. 
Broca's area came to be seen as crucially involved in 
both grammatical encoding and parsing operations. 
Modality-independent grammatical knowledge was 
also thought to be represented in this area (Zurif, 
1998). However, since then the pivotal role of Broca's 
area in syntactic processing has faced a number of se­
rious challenges. Studies that correlated aphasic svn-
dromes with site of lesion led to the conclusion that 
the relation between Broca's area and Broca's apha­
sia is not as straightforward as once believed, for a 
number of reasons. 

First, lesions restricted to Broca's area otteu GO not 
seem to result in lasting aphasic (including agraui-
matic: svmptoms (Mobs' et al , 1978'. In other words. 
a lesion in Broca's area is not a sufficient condition 
for a Broca's aphasia. 

Second, large-scale correlational studies have 
tound a substantial number of exceptions to the gen­
eral rule that left frontal lesions go together with 
Broca's aphasia (Basso et al , )9Bil Will rues and 
Pocck, 199?;. Basso et al. (1985) correlated corneal 
legions as reveale d by computed tomography scans 
with aphasiological symptomatology for a group ct 
207 patients. They reported a substantial n inn bee or 
exceptions (17%; to the classic associations between 
lesion site and aphasia svndromcs. Among these ex-
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cessions were patients with lesions restricted to left 
anterior areas, but with a fluent aphasia ol the Wer­
nicke type (seven cases), as well as nonfluent Broca's 
sp'nas-ics with posterior lesions and sparing of Broca's 
ares (six cases). Willmes and Poeck (1993) investi-
gaied. the computed tomography lesion localization 
ior a group of 221 aphasic patients with a vascular le­
sion in the territory of the middle cerebral artery. 
Their results were even more dramatic, "the condi-
nonal probability of an anterior lesion given a Broca's 
;nhasia was no higher than 59%, whereas the proha­
hilih- that an anterior lesion resulted in a Broca's apha­
sia Was only 35%. 

hi addition, later studies indicate that the syntac­
tic deficit in Broca's aphasics is probably more lim­
ited than was believed in the 1970s. Many agrammatic 
patients with Broca's aphasia show a relatively high 
sensitivity to syntactic structure in tasks such as judg­
ing the grammaticality of sentences (Linebarger etal., 
I'->83). With respect to language output, other analy­
ses indicate that the telegraphic stylo of agrammatic 
aphasics follows the syntactic regularities of elliptic ut­
terances, and therefore these patients show syntactic 
competence at least to some degree (Kolk and 
fleeschen, 1992':. 

In summary, the view that a central syntactic 
deficit is the distinguishing feature of Broca's aphasia, 
and therefore that Broca's area is crucial For gram­
matical encoding and parsing, is difficult to maintain 
in the light of more recent neurolinguistic studies and 
lesion studies correlating Broca's aphasia with the con­
comitant lesion sites. 

However, there are good reasons to consider all 
this evidence as not really decisive with respect to the 
role oi Broca's area in syntactic processing. One ma­
jor reason is that the characterization of the language 
disorder in lesion studies usually is based on clinical 
impressions (Mohr etah, 1978) or clinical aphasia test 
batteries :Basso et a!., 1985; Willmes and Poeck, 
1993), which arc often insufficient to determine the 
degree and specificity' of the syntactic impairment. 
The classification of aphasic patients in terms of a lim­
ited set of syndromes does not guarantee that core lan­
guage operations are singled out according to articu­
lated cognitive architectures for speaking, listening, or 
reading (et. Shallice, 19SS). Willmes and Poeck 
(1993) therefore rightly conclude that "localization 
studies along the traditional lines will not yield results 
that lend themselves to a meaningful interpretation of 

impaired psychological processes such as aphasia. 
Small-scale in-depth studies lend themselves better 
to characterizing the functional impairment in an 
information-processi ng model" (pp. 1538-1539). 

In one of these in-depth studies. Caplan et al. 
(1996) tested patients on a series of sentence types that 
required them to process a range of syntactic struc­
tures. 1 hese studies showed that the task performance 
ior the different sentence types did not differ between 
patients with anterior (Broca's area) lesions and those 
with posterior lesions. The size of the lesion within 
the peri-Sylvian area also did not correlate with the 
syntactic task performance. Caplan et al. (1996; gave 
two possible explanations for these results. One is that 
syntactic processing is fairly strictly localized, but the 
exact site can vary quite substantially between indi­
viduals within the borders of the left peri-Sylvian area 
including the insula (Caplan, 1987; Vanier and Ca­
plan, 1990). The other possibility is that the syntactic 
machinery is organized as a distributee! neural net­
work in which several regions of the left peri-Sylvian 
cortex are critically involved. 

Grodzinsky (2000) acknowledges the problems of 
the classic view of the relation between the syntactic 
deficit in Broca's aphasia and the role of Broca's area. 
He proposes a much more restricted role of Broca's 
area. In his view, "'Broca's area and its vicinity (oper­
culum, insula, and adjacent white matter} support re­
ceptive language mechanisms that implement some, 
but not all aspects of syntax, namely those pertaining 
to syntactic movement rules in comprehension (as 
well as limited aspects of tree building in speech pro­
duction:" (Grodzinsky, 2000, p. 7). However, one has 
to realize that BA 44 and 45, operculum, and insula 
together constitute a substantial amount of cortex, it 
would be surprising if no further functional subdivi­
sions were to be found within this large area. 

Finally, a more general problem of the lesion ap­
proach is that for some cognitive functions, alterna­
tive brain systems might be available. This is referred 
to as degeneracy (Price and Friston, 2002). In addi­
tion, one area within association cortex might be a 
node in different functional networks (Mesulam, 
1998"i. This implies, on the one hand, that the ab­
sence of a cognitive deficit after a lesion to a specific 
site does not necessarily imply that the lesioned area 
is not involved in the spared function and, on the 
other hand, that a lesion to one particular area will 
often not result in a deficit that conforms to the idea 
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that deficits can be easily parcel Sated into different 
cognitive domains. 

In conclusion, our view on Broca's area from a 
neuropsychological perspective has suffered from the 
assumption that the symptoms of a Broca's aphasia are 
related in a straightforward way to a lesion of Broca's 
urea. In fact, the contribution of Broca's area cannot 
be easily inferred from the symptoms of patients with 
a Broca's aphasia. The functional lesion of patients 
with Broca's aphasia thus cannot be directly mapped 
onto Broca's area. 

Broca's Area From a Cognitive 
Neuroscience Perspective 

In this chapter, I will not be able to review the rapidly 
increasing number of neuroimaging studies on dif­
ferent aspect of language processing and on the role 
of the left inferior frontal cortex in this context. How­
ever, what I will do is highlight several lessons to be 
learnt from this recent body of evidence that cogni­
tive neuroscience has provided. 

A first important lesson is that it would be a seri­
ous mistake to assume that Broca's area is a language-
specific area and that within the language domain it 
only subserves one very specific function. As Mesu-
lam has argued in a series of classic papers (1990, 
1995), "Many cortical nodes are likely to participate 
in the fmiction of more than one network. Conceiv­
ably, top-down connections from transmodal areas 
could din ere nii ally recruit such a cortical node into 
the service of one network or another" (199 b, p. 1 OH)}. 
hi this conception, a particular cognitive function is 
most likely served by a distributed network of areas. 
rather than by one local area alone. In addition, a lo­
cal area participates in more than one function. A one-
to-one mapping between Broca's area and a specific 
functional component of the language system would 
thus be a highly unlikelv outcome. Even for the vi­
sual system, it is claimed that the representations of, 
for example, objects and faces in ventral temporal cor­
tex are widelv distributed and overlapping fHaxl.iv et 
a]., 2001). It would indeed be highly surprising if the 
different representational domains in the lauguage 
network would behave according to a principle of lo­
calization that is less distributed than for the visual 
system. Moreover, Broca's area has been found acti­
vated in imaging studies on nonlanguage functions. 
For instance, hink et al. ;Chapter 16) found activa­
tion in Broca's area when subjects had to search for 

a target hidden within a complex geometric pattern. 
Broca's area is also activated in action recognition 
(Decety et al., 1997; Ham/.ei et ah, 2003; and move­
ment preparation (Thoenissen et al., 2002). Of course, 
all of this does not mean that cognitive functions arc 
not localized and that the brain shows eciuipoteniial-
ity. It only means that the one-area-one-function prin­
ciple is in many cases not an adequate account of how 
cognitive functions are neuronally instantiated. 

The second lesson to be learnt is that, within 
Broca's complex, there might be functionally defined 
subregions. By now, there is some indication that this 
complex shows an anterior-to-posterior gradient 
(Bookheimer, 2002'). Roughly speaking, BA 47 and 
BA 45 are involved in semantic processing, while BA 
45, 44. and 46 contribute to svntactic processing. Fi­
nally BA 44 and BA 6 have a role in phonological pro­
cessing. Broca's complex is thus involved in at least 
three different domains of language processing ise­
mantic, svntactic, phonological':, with a certain level 
of relative specialization within different subregions 
of Broca's complex. However, the overlap of activa­
tions for these three different types of processing is 
substantial. For this reason, subregional specificity 
within Broca's complex cannot (.vet) be concluded. 

Based on the neuroana ton ileal, neuropsychologi­
cal, and cognitive neuToscience perspectives, it is ev­
ident that Broca's area is not a natural kind at the level 
of either brain structure or cognitive function. Instead, 
within the left inferior prefrontal cortex, it refers to a 
grouping of related but cy roarchitec ton Seal ly distinct 
areas with a responsivity to distinct information type; 
within the domains of language comprehension and 
production. Most likely, the conglomerate contributes 
to other cognitive functions as well, hi the remainder 
of this chapter, I propose a role for Broca's complex 
in what I refer to as binding or unification of infor­
mation retrieved troni the mental lexicon. 

BROCA'S COMPLEX AS PART OF 'L'HK 
■UNIFICATION SPACE 

"1 he proposed role for Broca's complex is based on •; 1' 
an embedding of this complex in the overall func­
tional architecture of prefrontal cortex and i'i'i a §e:> 
eral distinction between memory retrieval of lingsu.'' 
tic information avid combinatorial operations on 
information retrieved trom the mental lexicon. 1 uesc 
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net/RE 15-2. The phonological, syntactic, and Used by permission of Oxford University Press.) The 
semantic/conceptual structures for the sentence "The unification operations involved are suggested to re-
little star's beside the big star." (Jackendoff, 2002. quire the contribution of Broca's complex. 

operations are referred to as unification or binding. 
The notion of binding is inspired by the visual neu-
rosciences, where one of the fundamental questions 
is: How do we get from the processing of different vi­
sual features (color, form, motion) by neurons that are 
far apart in brain space to a unified visual percept? 
This is known as the £>i7ic/ing problem. In the context 
of the language system, the binding problem refers to 
an analogous situation but now transferred to the time 
domain: How is information that is incrementally re­
trieved from the mental lexicon unified into a coher­
ent overall interpretation of a multiword utterance? 

Most likely, unification needs to take place at the con­
ceptual, syntactic, and phonological levels, as well as 
between these levels (see Fig. 1.5-2) (Jackendoff, 
2002). Binding in this context refers to a problem that 
the brain has to solve, not to a concept from a par­
ticular linguistic theory. 

Broca's Complex as Part 
of Prefrontal Cortex 

Integration is an important part of the function of the 
prefrontal cortex. This holds especially for integration 
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of information in the time domain (Foster, 1993;. To 
fulfill this role, prefrontal cortex needs to be able to 
hold information on-line (Mesulam, 2002; and to se­
lect among competing alternatives (Thompson-Schill 
et al., 1999). Electrophysiological recordings in the 
macaque monkey have shown that this area is im­
portant for sustaining information triggered bv a tran­
sient event for many seconds (.Miller, 2000). This al­
lows prefrontal cortex to establish unifications 
between pieces of information that are perceived or 
retrieved from memory at different moments in time 
Foster (1995). 

Recent neuroimaging studies indicate that Broca's 
complex contributes to the unification operations re­
quired for binding single-word information into larger 
structures. In psycholinguistics, integration and unifi­
cation refer to what is usually called postlexical pro­
cessing. These are the operations on information that 
is retrieved from the mental lexicon. It seems that pre­
frontal cortex is especially well suited to contribute to 
postlexical processing, because this includes selection 
among competing unification possibilities, so that one 
unified representation spanning the whole utterance 
remains. 

In short, the properties of neurons in the prefrontal 
cortex of macaques suggest that this part of the brain 
is suitable for integrating pieces of information that 
are made available sequentially, that is spread out over 
time, regardless of the nature of the material to be 
handled (Owen et al., 1998). Clearly, there arc inter­
species differences in terms of the complexity of the 
information binding operations T'itch and Hauser, 
2004;, possibly supported by a corresponding increase 
in the amount of frontal neural tissue from monkey 
to humans (Passingharn, 2002). With respect to lan­
guage processing in humans, different complex bind­
ing operations take place. Hereafter, I will propose that 
subregions in the Broca complex contribute to the dif­
ferent unification operations that are required for bind­
ing single-word information into larger structures. 

Broca's Complex as the Unification 
Space for Language 

Accounts of the human language system (Jackendoff, 
1999, 2002; Levelt, 1999'i generally assume a cogni­
tive architecture, which consists of separate process­
ing levels for conceptual/semantic information, or­
thographic/phonological information, and syntactic-

information. Based on this architecture, most current 
models of language processing agree that, in on-line 
sentence processing, different types of constraints are 
very quickly taken into consideration during speaking 
and listening/reading. Constraints on how words can 
be structurally combined operate alongside qualita­
tively distinct constraints on the combination of word 
meanings, on the grouping of words into phonologi­
cal phrases, and on their referential binding into a dis­
course model (see Fig. 15-i'j. 

Moreover, in recent linguistic theories, the dis­
tinction between lexical items and traditional rules of 
grammar is vanishing. For instance, jackendoff (2002: 
proposes that the onlv remaining rule of grammar is 
UNIFY PIECES, "and all the pieces arc stored in a 
common format that permits unification" (p. ISO). 
"the unification operation clips together lexicalixeci 
patterns with one or more variables in it. The opera­
tion MERGE in Chomsky's Minimalist Program 
(Chomsky, 1995) has a similar flavor. Thus, phono­
logical, syntactic, and semantic/pragmatic constraints 
determine how lexically available structures are glued 
together. In jackendoff s (2002) recent account, for all 
three levels of representation (phonological, syntactic. 
semantic/conceptual), information retrieved from the 
mental lexicon has to be unitied into larger structures. 
In addition, interface operation link these three lev­
els of analysis. The gradient observed in Broca's com­
plex can be specified in terms of the unification op­
erations at these three levels. In short, the lett interior 
frontal cortex recruits lexical information, mainly-
stored in temporal lobe structures, and i mi tie 5 them 
into overall representations that span multiword ut­
terances. Hereafter I will show in more detail how this 
could work for the syntactic level of analysis (see 
Hagoorl, 2003). The challenge for the future is to 
specify computational models with similar detail 
for the unification of conceptual and phouoU'giea1, 
information. 

According to rise Unification Model for parsing 
(sec Vosse and Kemptn, 2000). each word form in 
the mental lexicon is associated with a structural frame. 
This structural frame consists <yi a three-ticreel un­
ordered tree, specifying the possible structural envi­
ronment of the particular lexical item (see ¥'\-i. 15->j. 

The top layer of the frame consists of a single 
phrasal node (e.g., NPi. 1'his so-called root node is 
connected to one or more junctional nodes (e.g.. sub­
ject, head, direct object) in the second lavcr of the 
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RGt.'KE ] 5-3. Syntactic frames in memory. These frames are retrieved on the basis of incoming 
word form information. DP. determiner phrase-; NP, noun phrase; S, sentence; PP, prepositional 
phrase; art. article; hd, head; det, determiner; mod, modifier; subj, subject; dob), direct object. 

frame. The third layer contains, again, phrasal nodes 
to which lexical items or other frames can be attached. 

I his parsing account is "'lexicalist" in the sense that 
all syntactic nodes (e.g., S, NP, VP, N, V, etc.} are re­
trieved from the mental lexicon. In other words, 
chunks of syntactic structure are stored in memory. 
There are no syntactic rules that introduce additional 
nodes, In the on-line comprehension process, struc­
tural frames associated with the individual word fomis 
incrementally enter the unification workspace. In this 
workspace, constituent structures spanning the whole 
utterance are formed by a unification operation (see 
Fig. 15-4). This operation consists of linking up lex­
ical frames with identical root and foot nodes, and 
checking agreement features (number, gender, per­
son, etc.':. It specifies what Jackendoff (2002) refers to 
as the only remaining "grammatical rule": UNIFY 
PIECES. ' 

The resulting unification links between lexical 
frames are formed dynamically, which implies that 
the strength of the unification links varies over time 
until a state of equilibrium is reached. Due to the in­
herent ambiguity in natural language, alternative 
binding candidates will usually be available at any 
point in the parsing process. That is, a particular root 
node (.e.g., PP'i often finds more than one matching 

woman 

FIGURE 15-4. The unification operation of two lexi­
cally specified syntactic frames. The unification takes 
place by linking the root node NP to an available foot 
node of the same category- The number 2 indicates 
that this is the second link that is formed during on­
line processing of the sentence "'The woman sees the 
man with the binoculars." JSec Fig. 15_3 legend for 
abbreviations.! 

it 
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foot node (i.e. PP) with which it can form a unifica­
tion link (for examples, see Hagoort, 2003). 

Ultimately, one phrasal configuration results. This 
requires that among the alternative binding candi­
dates only one remains active. The required state of 
equilibrium is reached through a process of lateral in­
hibition between two or more alternative unification 
links. In general, due to gradual decay of activation, 
more recent foot nodes will have a higher level of ac­
tivation than the ones that entered the unification 
space earlier. In addition, strength levels of the unifi­
cation links can vary as a function of plausibility (se­
mantic) effects. For instance, if instrumental modi­
fiers under S-nodes have a slightly higher default 
activation than instrumental modifiers under an NP-
node, lateral inhibition can result in overriding a re­
cency effect. 

The unification model accounts for sentence 
complexity effects known from behavioral measures, 
such as reading times, in general, sentences are harder 
to analyze syntactically when more potential unifica­
tion links of similar strength enter into competition 
with each other. Sentences are easy when the num­
ber of minks is small and of unequal strength. In ad­
dition, the model accounts for a number of other ex­
perimental findings in psych ©linguistic research on 
sentence processing, including syntactic ambiguity 
(attachment preferences; frequency differences be­
tween attachment alternatives), and lexical ambiguity 
effects. Moreover, it accounts for breakdown patterns 
in agrammatic sentence analysis (see, for details, 
Vosse and Kempen. 2000). 

The advantage of the unification model is that it 
(1; is computationally explicit, (2; accounts for a large 
series of empirical findings in the parsing literature 
and in the neuropsychological literature on aphasia, 
and ;3) belongs to the class of lexicalist parsing mod­
els that have found increasing support in recent years 
(Bresnan. 2001; Jackendoff, 2002; Joshi and Schabes, 
1997; MacDonald et al., 1994). 

This model also nicely accounts for the two classes 
of syntax-related ERP effects that have been consis­
tently reported over recent years. One type of ERP ef­
fect related to syntactic processing is the P600/SPS 
(Hagoort etal . 1993; Osterhout and Holcomb, 1992). 
The P600/SPS is reported in relation to syntactic vi­
olations, syntactic ambiguities, and syntactic com­
plexity. Another syntax-related ERP is a left anterior 
negativity, referred to as LAN or, if earlier in latency 
than 400 ins. as ELAN ■Friederici et al , 1996:. In 

contrast to the P600/SPS, the (E)LAN has so far only 
been observed to syntactic violations. 

In the unification model, binding (unification) is 
prevented in two cases. One case is when the rool 
node of a syntactic building block (e.g., NP; docs not 
find another syntactic building block with an identi­
cal foot node (i.e. NP) to bind to. The other case is 
when the agreement check finds a serious mismatch 
in the grammatical feature specifications of the root 
and foot nodes. The claim is that the (E)LAN results 
from a failure to bind, as a result of a negative out­
come of the agreement check or a failure to find a 
matching category node. For instance, the sentence 
"The woman sees the man because with the binocu­
lars" does not result in a completed parse, because the 
syntactic frame associated with "because" does not 
find unoccupied (embedded) S-root nodes that it can 
bind to. As a result, unification fails. 

In the context of the unification model, 1 propose-
that the P600/SPS is related to the time it takes to es­
tablish unification links of sufficient strength. The 
tirne it takes to build up the unification links until the 
required strength is reached is affected by ongoing 
competition between alternative unification options 
(syntactic ambiguity), by syntactic complexity, and by 
semantic influences. The amplitude of the P600/SPS 
is modulated by the amount of competition. Compe­
tition is reduced when the number of alternative bind­
ing options is smaller or when lexical, semantic, or 
discourse context biases the strengths of the unifica­
tion links in a particular direction, thereby shortening 
the duration of the competition. Violations result in 
a P600/SPS as long as unification attempts are made. 
For instance, a mismatch in gender or agreement fea­
tures might still result in weaker binding in the ab­
sence of alternative options. However, in such cases 
the strength and build-up of U-links will be affected 
by the partial mismatch in syntactic feature specifi­
cation, Compared with less complex or syntactically 
unambiguous sentences, in more complex and syn­
tactically ambiguous sentences it takes longer to build 
up L"-links of sufficient strength. The latter sentence?. 
therefore, result in a P60D/SPS in comparison to the 
former ones. 

In summary, it seems that the unification mood 
provides an acceptable account for the collective body 
of ERP data on syntactic processing. It is the com­
putational ly most explicit account of the (E)IAN 
and P600/SPS effects that is currently available 
(Fig. 15-5). 
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HOUR!'". 15-5. The gradient in left inferior frontal cor­
tex for activations and their distribution, related to ss-
niantic, syntactic, and phonological processing;, based 
on the meta-analysis in Bootheimer (2002). The cen­
ters represent the mean coordinates of the local max­
ima, and the radii represent the standard deviations 
of die distance between the local maxima and their 
means (courtesy of Karl Magnus Petersson\ The ac­
tivation shown is from artificial grammar violations in 
Pctersson et al. (2004). 

In a recent meta-analysis of 28 neuroimaging stud­
ies, lndefrey (2005) found two areas that were critical 
for syntactic processing, independent of the input 
modality (visual in reading, auditory in speech). 
These two supramodal areas for syntactic processing 
were the left posterior superior temporal gyrus and the 
left prefrontal cortex. The left posterior temporal cor­
tex is known to be involved in lexical processing : ln­
defrey and Cutler, 2004). In connection to the unifi­
cation model, this part of the brain might be 
important for the retrieval of the syntactic frames that 
are stored in the lexicon. The unification space, where 
individual frames are connected into a phrasal con­
figuration for the whole utterance, might be localized 
in Broca's complex. Presumably, this holds for both 
language comprehension and language production 
(lndefrey et al., 20011 

However, unification operations take place not 
only at the level of syntactic processing. Comhinato-
riality is a hallmark of language across representa­
tional domains. That is, it holds equally for svntactic, 
semantic, and phonological levels of analyses. In all 
of these cases, lexical bits and pieces have to be com­
bined and integrated into larger structures. The need 
for combining independent bits and pieces into a sin­

gle coherent percept is not unique for syntax. Mod­
els for semantic/conceptual unification and phono­
logical unification could be worked out along similar 
lines as the unification mode] for syntax, with 6A 47 
and 45 involved in semantic binding, BA 45 and 44 
in syntactic binding, and BA 44 and 6 in phonologi­
cal binding (see Fig. 15-5). 

BROCA'S AREA REVISITED 

As 1 have tried to make clear, despite the large appeal 
of Broca's area, it is not a very well-defined concept. 
Instead of "Broca's area,' 1 have therefore proposed to 
use the term "Broca's complex:' to refer to a scries of 
related but distinct areas in the left prefrontal cortex, 
at least encompassing BAs 47, 45, and 44 and ventral 
BA 6. This set of areas subserves more than one func­
tion in the language domain and almost certainly 
other nonlanguage functions as well. In the context 
of language processing, the common denominator of 
Broca's complex is its role in selection and unifica­
tion operations by which individual pieces of lexical 
information are bound together into representational 
structures spanning multiword utterances. One can 
thus conclude that Broca's complex has a pivotal role 
in solving the binding problem for language. 
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