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On Broca, Brain, and Binding

Not all brain areas are equal. Some Nave trigge'rcgf the
attention and fascination of mankind more than oth-
ers. [Few have even seen books devoted to them or en-
tered the domain of general awareness. Broca's area
1s one of these areas, No doubt, onc of the main rea-
sops is that this area 15 often seen as dishinctly human.
After all, isn't it Proca’s arca that is connected to the
faculty that makes us uniquely human, the faculty of
language? However, sometimes fascination breeds
confusion. In this case, our faseination makes us be-
lieve that “Broca’s area” 1s a coherent notion. Closer
Inspection teveals that it stands for a family of con-
cepts that are loosely connected at best. We thus necd
to begin by deconstructing the concept of Broca’s
area. Only then we can see it more clearlv.

Broca’s area has different interpretations across dif-
ferent domains of research. We should at least dis-
tingnish between Broca's area in neuroanatomical,
neuropsvehological, and functional terims, At all these
levels one can ask the question: Is Broca's area a nat-
ural kind? That is, does it carve brain and mind at its
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joints? We discuss these issues in the hirsf parl of {his
chapter. The sccond part presents a proposal about
the role of the left inferior frontal cortex, which con-
tains Broca’s area as classically defined.

DECONSTRUCTING BROCA'S AREA

The Neurcanatomical Perspective

Despite some disagreement jn the literature 1see
Uylings et al,, [999;, most authors agree that Broca’s
area comprises Brodmann's areas +4 and 43 of the feft
ternisphere, [n the classic textbooks, these areas oo-
incide at the macroscopic level with the pars operuu
laris {BA 44 and the pars triangularis [BA 431 of the
third frontal convolution. However, given anatomica
varigbility, in many brains these two parls are not ¢as
to identify (Uvlings et al., 19993, and clear mi-
croanatomical differences isee Amunts and Zilles, this
volume, Chapter 27 have been missed when acro-



anatonical landmarks are used {Tomaivolo et al,
19997, Furthermore, evtoarchitectonic analysis {Amunts
et al, 20035 shows that areas 44 and 45 do not neatly
coincide with the sulel that have been assumed to
formi their boundaties in gross anatomical terrns.
\ore fundamentally, one has 1o question the justip-
eation Jor subsuming these two cytoarchitectonic ar-
zas under the overarching heading of Broca, rather
than. sav, ateas 35 and 47, Areas 44 and 45 show a
nmber of clear cytoarchitectanic differences, one of
which is that 45 has a granular laver 1V, whereas 44
s dysgranular, In contrast, like area 43, area 47 is part
af the heteromodal component of the frontal lobe,
known as the granular cortex (see Fig. 15-17 [Mesu-
lany, 20027 1n addition, areas 44 and 45 have clearly
distinet postnatal developmental trajectories and show
a difference in their patterns of Jateral asymunetry
(Urlings et al., 19991, Using an observerindependent
imethod for delineating cortical arcas, Amunts ¢t al.
1 199G% analvzed histological sections of 10 human
brains. They found a significant leftoverright asym-
melry in cell density for area 44, whereas no signifi-
cant lefiright differences were observed for area 45,
However, areas 44 and 45 are cvtoarchitectonically
more similar lo each other than 44 and 6 or than 45
and 6 {Amunts and Zilles, 20017,

Studies on corresponding regions in the macaque
brain {Petrides and Pandya, 2002} have shown that
area 44 receives projections from mainly somatosen-
sory and motor-related regions like SII, the rostral in-
ferior parietal lobule, supplementary, and cingulate
motor areas, There 1s input from portions of the ven-

tral prefrontal cortex but only sparse projections from
inferotemporal cortex {Pandva and Yeterian, [90g3,
Converscly, area 45 receives massive projections from
most parts of prefrontal cortex, from auditory aveas of
the superotemporal gyvrus, and visually related yreay
in the posterior superior temporal sulcus. In gther
words, the connectivity patterns of macaque RA 44
and 45 snggest clear functional differences bepween
these areas.

Finallv, studiss on the receptorarchiteciure of |eft
inferofrontal areas indicate that functionally velevant
subdivisions within BA 44 and 43 wight be necegsare
ifor more details, see Amunis and Zilles, this valyme,
Chapter 21 For instance, thete is a difference within
BA 44 of the receptor densities, for example, of the 3.
HT; receptor for serotonin, with relatively lov den.
sitv in dorsal BA 44 and relatively high density 1y ven-
iral Ba 44

In shorl, from a cvioarchitectonic and receptor-
architectonic point of view, Broca’s area, comprising
BA 44 and BA 45, is a heterogeneous patch of cortex
and not a unitorm cortical entity. However, the de.
gice of uniformity required for an inference of fizpe-
tional unity 13 net kiown,

With respect to language areas in prefronty] cor-
tex, it has become clear that, in addition to BA 44 and
45 at least BA 47 and the ventral part of BA 6 should
be included in the left frontal language nenyork,
Recent neuroimaging studies indicate that the pgrg or
bitalis of the third frontal convolution (xoughly cor-
responding to BA47] is involved in language process-
g ie.g., Devlin et al., 2003; Hagoort et al., 2004).

FIGURE 15-1. Lateral view of the
frontal lobes. The numbers refer tc
Brodmanm areas. Dark grey marking
motor-premolar cortex: dotted H'Idrl:fﬁgg_‘
heteromodal association cotex. SF
Svlvian fssure. {After Mesulam, 20072,
Used by permission of Oxford University
Press. ’
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Fromn a functiomal anatoinical perspective, it thus
10 use the term Broca's complex Yor this
1Red here to distin-
ouish It frem Broca's aren as classically defined. The
Lutter defimition of Broca's area is both too broad, be-

makes sense

set of arcas. Broca's complex is 1

canse it comprises anatomically and functionally dis-
tinct aveas, and too narrow, hecause 1t leaves out ad-
jacent areas that are shown to be crucial for Janguage
processing, Broca’s complex as here defined is the set
of anatomscal areas in el inferior frontal cortex that
are kiiown (o play a crucial, but by no means exclu-
sive, rols in language processing,

The Nearopsvchological Perspective

The name and fame of Broca's arez can be traced
back to 1561, when Paul Broca presented a detailed

ise history of 4 patient with a resinicted brain lesion
which he referrsd to as
L fact, the autopsy of

md o langnage disorder,

aphemia see Schiller, 19927
this patient [L.eborgne. better known as Tan, since the
syllable “tan” was the only utterance the patient could
produce! demonstrated an extensive lesion in the left
hewispliere cucampassing the hontal, parietal. and
femporal corfex. Broca's conclusion that the third in-
ferior frontal patt of the lesion cansed the aphemia
vas mferred from the degree of necrosis and an analy-
sis of the patient’s nedical histons "Whitaker, 19981
What Broca
aphasia, a termn introducad by Trousseau in 1864 1o
refrr Ryvalls.
19541, 1 the decades following Broca's influential pa-
pers, other tvpes of aphasia were desoribed us well,

referred to as aphomia s now known as

o brainerelated language  disorders

peinting cul that disorders might involve uot only
speech production bul alse comprehension. The pub-

Heattou v Carld Wernicke of “Der Aphasische Svmp-

tornenconplex” 718 a turther hallinark in this

nitial era of aplasia research.

The Tustory of neuropsvehologieal researcl since
Braca has resalted i the
aphusic syndromes. eluding Broca’s aphasia and

description of a serizs of

Werniche's aphasia. Alshough these aphasias were de-
seribed in tenms of ieir siuptoms, they were also as-
sociated with particalar Jesions, with their focus in
what we now refer to as Broca’s area and Wermicke's
arca, respectively. Althongh 1t s certainly true that the
field o aphusiclogy as contributed enonmonsly to our
currenl understanding of the relation betwecn hrain
ink hefween

and Tanguage, certainlv the implictt 1

functiondl sympiont complexes of Broca's and Wer-
nicke's aphasia and particular brain areas has also ve-
sulted in some confusion. I focus here particularly on
the problematic relatioaship between Broca's aphasia
and Broca’s arca. To do so, [ first have (o clarify what
is commonly teferred to as Broca's aphasia {e.g,
Caplan, 1992;.

Despite substantia) individual variation in severity,
charicteristic features of Broca's aphasta are the non-
flnent speech and the reduced syntactic complexity
of the utterances. sometimes resulting in telegraphic
speech in which hunction words and grammatical
moerphemes are omitted fagrammatismi. In contrast
to what 1s often wsed as a defining characteristic of
Broca’s aphasia, this type of aphasia is not restricted
to language production hut also comprises sintactic
and other deficits in comprehension {Caramazza and
Zurit, 1976; Kall and Friederier, 1953, Zunf ot al |
1072 Only in very rare cases does one find an im-
pairmenf of langnage production with an infact lan-
guage comprehension (Kolk and Friederjel, 1953;
Miceli et al., 1953; Nespoulons et ab, 19887, On the
basis of the neurolinguistic studies i the 1970,
Broca’s arca caine to be seen as cruclally imvolved in
both grammatical encoding and parsing operations.
Modalib-independent grammatical knowledge was
abso thonght to be represented in this area i Zuif,
19981, However, since then the pivotal rele of Broca's
area in syntactic processing has fuced a number of se-
rious challenges. Studies thal correlated aphasic s
drovnes with site of leston led to the conclusion it
the relation between Broca's aren and Broca's apha-
sta 15 not as straightforward as once believed, for a
nriber of rezsons.

First, lesions restricted to Broca's avea often ao st
sscvn to result i lasting aphaste {ucluding agraus

maticr svmptoms (Mobr et al., 19751 In other words,

a lesion in Broca's area is not s suffcient condition

tor a Broea's apbasia.

Second. large-scale corrslational studies have

tound a substantial nunber of exceptions to the ger
eral vuie that left frontal lesions go together with
Broca’s aphasia (Basso et al, 1983 Willes and
Pocek, 19935 Bawsa et al. ])“br correlated cortios]
lesions as revealed by computed tomography scaus
with aphasiological svmptomatologe for a gromp of
Af

207 patients. They reported a substantial psnber
% to the
lesion stte and aphasta svadromes,

classic assaciations hohweet
Anemg fhese o

exceptions (17



C--Fme were patients w ith Jesions Ft“bt[lohd to 1eft
arterior areas, but with a fuent aphasia of the Wer.
‘cke fype (seven cases), as well as nopfuegy Jpes's

sphasics with posterior lesions and sparing o5 Broea’s
see raix cases]. Willmes and Poeck 11993y 5o
gared the computed tomography lesion ooy ation

for a group of 221 aphasic patients with 4 vy ctar Jo
sign ip the teritory of the middle cerehy) artery.
Their results were even more dramatic. The condi-
romal probability of an anterior lesion givey, 4 Broeg's
zuhasia was no higher than 39%, whereas . proba-
rility thatl an antenior lesion resulted i a Bro, 7 apha-
sia was only 35%.

In addition, later studies indicate that 3. ks
tic defictt in Broca's aphasics s probably 1oe i
ited than was believed in the 19705, Many Brammatic

tients with Broea's aphasia show a rela*l\d\ hight
Jem{mrt\ to svritactic structure i lasks stcy g iudg-
ing the gramumtmaht\ of sentences (1. me,bqrc,61 etal.
19535 With sespect to Janguage output, O}her anal‘,-—
ses indicate that the telegraphite stvle of "I&rammatic
aphasics follows the syitactic regularities Of“iliptic it
ferances, and therefore these patients show, syntactic
competence at least to some degree (Wolk and
Heeschen, 19927
In smnmary, syntactic
deneit is the distinguishing feature of Brocar, s aphasia,
and therefare that Broca's area 15 crucial g, aram-
matical encoding and parsing, is ditbeult tn o gi0n
in the light of more recent neurolinguistic sy qieq and
 lesion studies correlating Broca's aphasia wity, the com-

the view that a ceniral

comitant lesion sites.

However, there are good reasons to egpdder all
this evidence as not really decisive with tesy, 4 1o the
role of Broca's area in syntactic processing, Ope ma.
jor reason s that the characterization of the language
disorder i lesion studies wsually 15 based gy clinjea)
impressions (Mohr etal, 19787 or dlinical Aphasta tost
batterics {Basso et al, 1985, Willmes ang pgeck
16931, which are often nsufheient to deterine the
degree and specificity
The classification of aphasic patients in term of 3 -
jted set of simdromes does not guarantec thay core an.

of the syntactic mlpairm ent.

guage operations are singled out according ¢ oy

Jated cognitive architectures for speaking, 11 tening, o

reading [ef. Shallice, 1988% Willmes apd Pocck
{1993} therefore tightly conclude that “lo giisution
studies along the traditional lines will not ¥ield results
that kend themselves to 4 meaningiul Interpyeration of
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mpaired psyehological processes such as aphasia.
Smallscale m-depth studies lend themsclves better
to characterizing the functional impalrmens in an
infonmution-processing model™ {pp. 1538-1534],

In one of these in-depth studies, Caplan et al,
[1996) tesied patients on a sexies of sentence trpes that
required them to process a range of syntactic struc-
tures. These studies showed that the task pesformance
jor the different sentence types did not differ berveen
patients with anterior {Broca's areaj lesions and those
with posterior lesions. "The size of the lesion within

the peri-Sylvian area also did not correlate with the
syntactic task performance. Caplan et al. 11996} gave
b peniihle ayplonsbons Jor beese resadks Dne s Dhod
syntactic processing is fairly strictly localized, but the
exacl site can vary quife substanhaily betwean indi-
viduals within the borders of the left peri-Svlvian area
inctuding the fnsula (Caplan, 1957, Vanier and Ca-
plan, 19901 Vhe other possibility 15 that the svntactic
machinery is organized as a distribuled neural net-
work i which several regions of the left peri-Sylvian

cortex are critically invalved.

Grodzinsky {2000} acknowledges the problems of
the classic view of the relation between the svntactic
deficit in Broca’s aphasia and the role of Broca's area.
He proposes 2 much more restricted role of Broca's
area. In his view, “Broca’s area and {ts vicimity {oper-
culum, insula, and adjacent white matker? support re-
cephive language mechanisms that implement some,
but not all aspects of syntax, namely those pertaining
to syntactic movement rules in comprehension {as
well as Jimited aspects of tree bmldmo in speech pro-
duction” iGrodzinsky, 2000, p. 71 However, one has
to realize that BA 44 and 45, operculum and nsula
together constitute a substantial amount of cortex. It
would be surprising if na further functionatl subdivi-
sions were to be found within this large area.

Finally, a more general problem of the lesion ap-
proach is that for some cognitive functions, alterna-
five brain systems might be available, This is referred
to as degeneracy (Price and Friston, 2002} In addi-
tion, one area within association cortex might be a
node in different functional networks {(Mesulam,
16981 This implics, on the one hand, that the ab-
sence of a cogmitive defiett atter a lesion to a specific
site does not necessarily imply that the lesioned arca
is not imvohved in the spared function and, on the
other hand, that a Jesion to one particular area will
often not result in a deficit that conforms to the idea
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that deficils can be easily parcellated into different
cognitive domains,

In conclusion, our visw on Broca’s area from a
newrapsvehological perspective has suffered from the
assuunplion that the syinptoms of 2 Broca’s aphasia are
retated in a straightforward way to a lesion of Broca's
area. {1 fact, the contnbution of Brocas area cannof
he easily inferred from the symptoms of patients with
a Broca's aphasia. The functional lesion of patients
with Broca's aphasia thus cannot be directly mapped
onte Broca's area,

Broca's Area Frem a Cognitive
Neuroscience Perspective

Iy this chapter, T will not be able to revicew the rapidly
mcreasing numbey of neuroimaging studies on dit-
terent aspect of language processing and on the role
of the left inferior frontal cortex in this context. How-
gver, what I will do is highlight several lessons to be
learnt froms this recent bodyv of evidence that cogni-
{ive nevroscience has provided,

A fist important fesson s that it would be a seti-
ous mistake to assume that Broca’s area s a fanguage-
spacific area and that within the language domain it
only subserves ane very specific function. As Mesu-
fam has argued in a series of classic papers {1990,
1995 "Many cortical nodes are likely to participate
in the function of more than one nebaork, Conceiv-
ablv top-down connections from transniodal areas
sioal ands e

i ) ah
AN ST A CEATREY ARAS ARy

ol difaaniioll
the service of one network or another™ {1995, p. 10507,
lon this canception, a particular coguitive function is
st fikely served by a distributed network of aveas,
rather than by one local arca alone, In addition, a lo-
calarca participates in more than one fonction. A one-
to-oute tmapping between Broca's area and a specthic
functional compenent of the language svstem wonld
this be a highly unlikele outcome. Even for the vi-
sual systern, it is claimed that the representations of,
for example, obiects and faces in verdral temporal cor-
tex are widely distributed and overlapping [Haxhy et
al 2001 1t would mdesd he highly surprising if the
different representational domams in the fauguage
network would behave according to a prineiple of to-
calization that is less distnibated than for the visnal
sigtennt, Mareover, Broca’s ares has been round acti-
vated in unaging studies on nonlanguage Tunchons.
(,hapfe

How i Broca's area when subjects |

VAT found activa-
ad o search for

Iror imstance, Fiok et al.

a target hidden within & compley geometric patter.
Broca’s area is also activated i aotion recognition
{Decety et al, 1997 Hamizel et g1 2003 and move-
ment preparation { Thoenissen sy o] | 20021, Of course,
all of this does not mean that ¢opnitive functions are
nat localized and that the braiy, dyouws equipotential-
ify. [tondy means that the eme-areg_anefuncton prin-
ciple is in many cases not an ﬂdgquatc aceount of how
cagnibive functions are nevreniglly instantiated.

The second lesson to be legrnt is that, within
Broca's complex, there might be functionally defined
subregions. By now, there 15 s0hng indication that this
corples shows an  anteriontg posterior gradisnt

{Bookheimer, 20021, Roughly peaking, BA 47 aud
BA 45 are involved in semantic processing, white BA
45, 44, and 46 contribute to singactic processing. T
nafly BA 44 and BA 6 have a role i phonological pro-
cessing. Broca's complex is thys {nvolved in at leasi
three different domains of language processing {ss-

of relative specialization within Jifferent subregions
of Broca's complex. However, the overlap of activa-

mantic, syntactic, phonological: with a certain level

tions for these three different tpe of processing is
substantial. For this reason, .sxibﬁ-cgl'mmi speciﬁ\::it\'
within Broea’s complex cannot ':;\_’(:'t:f-‘ be concluded,

Based on the neurpanatonijeg). acuropsyehologi-
cal, and cognitive neurosciencs perspective;, it s e
iwent that Broca's area 13 not a Dapyral kind at the level
of either braim structure or cognisive function. instead,
within the left inferior prefronty] coriex, it refers to
Ry o ealalsd St A ecaicall distinet
arcas with a responsivity Tn distinet information tepes
within the domains of language comprehension and
production. Most likely, the conglomerate contrilmies
to other cognitive functions 83 well Y the remainder
of this chapter, | propose a 1ole for Broca's complus
n what T refer to as binding o gaffication of infor
mation retrieved from the menty) [evicon.

BROCA™S CONMPLEX AS pART OF THE
UNIFICATION Ypapk

The proposcd role for Broca’s Complex is based on [
an embedding of this complex i1y e pverall furc
tional grchitecture of prefrontal oo rteg apel (21 a g
eral distinction hetween memon retriovul L\f[

e information and Cf_l!'l]bl]]r]_to“\_l] fJPt‘l‘;liJOﬂS an

)
ngi

information retrieved from the 1,000 lexicon, Thes
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Phonological structure
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FicURE 15-2. The phonnlogical, svntactic, and
semanticiconceptual structures for the sentence “The
little star’s beside the big star” {Jackendoff, 2002.

operations are referred to as unification or binding.
The notion of binding is inspired by the visual neu-
rosciences, where one of the fundamenta) questions
is: How do we get from the processing of ditfevent vi-
sual features Icolor, form, mohon) by neurons that are
far apart in brain space to a unified visual percept?
This is known a3 the binding problem. In the context
of the language system, the binding problem refers to
an analogous situation but now transterred to the time
domain: How is inforraation that 1s incrernentally re-
trieved from the mental lexicon unified into a cober
ent overall interpretation of a multiword ulterance’

Used by permission of Oxford Universify Press.) The
unification operations involved are suggested to re-
quire the contribution of Broca’s complex.

Most likely, unification needs to take place at the con-
ceptual, syntactic, and phonological levels, as well us
between these Jevels (see Fig. 15-2% {Jackendoff,
2002}, Binding in this context refers to a problemn that
the brain bas to solve, not to a concept from a par-

ticular linguistic theory.

Broca’s Comples as Part
of Prefrontal Cortex

Integration is an important part of the function of the
prefrontal cortex. Thhis holds especially for integration
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of nformation i the time domain Fuster, 19937 Ta
mlhl} this role, prefrontal cortex peeds to be able o
hold information ondine {Mesulawm, 20025 and o se-
lect amaonyg competing alternatives [Thompson-Schill
et al.. 19994, Electtophysiological recardings i the
macaque monkey have show that this ares is mm-
portant for sustaining information iriggered by a tran-
stend event for many seconds (Miller, 2000% This al-
lows prefrontal cortex to establish  unifications
between pieces of information that are perceived or
retrigved from memory at different moments in fime
Fuster 11995

Recent neuroimaging studies indicate that Broca's
complex contributes to the unihcation operations re-
quired for binding single-word information into Targer
structures. In psycliolinguistics, integration and unif-
catlon refer to what 15 wsnally called postlexical pro-
cessing. These are the operations on information that
is retrieved from the mental lexicon. i seems that pre-
frontal cortex is especially well suited to contribute to
postlexical processing, because this includes selection
among competing unification possibilities, o that one
uniffed representation spanning the whole utterance
Temns.

In short, the propertics of neurons in the prefrontal
cortex of macaques suggest that this part of the biain
15 suitable for integrating pieces of information that
are made available scquentially, that iy spread out over
lime, regardless of the nature of the matesial 1o be
handled {Owen et al., 19981 Clearly, there wre inter
species differsnces in terms of the complexity of the
information binding operations (Fitch and Hauser,
2004, possibly supported by a corresponding increase
in the amount of frontal neural tissue from monkev

to humans {Passingham, 20020 With respect to lan-
gnage processing in humans, differant complex bind-
g operations take place. Hereatter, [ will propose that
snbremons in the Broca commplex contribute to she dif-
ferent unification operations that are reguired for hind-
g single-word information tnto latger struchires.

Broca's Complex as the Unification
Space for Language

Accounlts of the human language svstem {Jackendoft,
1999, 2002, Levelt, 19991 gencrally asume a cogni-
tive architecture, which cansisty of separate process
g levels for coneeptualfsemantic information, or-
thographic/phonological inforrnation, and syntactic

information. Based on this architecture, most current
models of language processmg agree that, in online
sentence processing, different types of constraints are
very quickly taken into consideration during speaking
and Yistening/reading. Constraints an how words can
be strueturally combined operate alongside gualita-
tively disbnet constraints on the combination of word
meanings. on the grouping of words into phonologi-
cal phrases, and on their referential binding into a dis-
course mode! {see Fig 15-23,

Moreaver, in recent linguistic thearies, the dis-
tinction between lexical iterns and traditional rules or
grammar is vanishing. For instance, fackendoft (2002
proposes that the only remaining mle of grammar i
UNIFY PIECES, "and all the pieces are stored i a
caminon format that pernuits unihcation” {p. 1504
The unification operation clips together lexicalizen
patternis with onc or more vavables in it The apera-
tion MERGE jn Chomsky's Mimmalist Program
(Chomsky, 19951 has a similar Savor. Thus, phono-
logical, syntactie, and sernanlicipragmatic constraints
deteymine how lexicallv avatiable structures are glued
together. In fackendoff s (20021 recent sccount, for ail
three levels of representation [phonological, syntactic.
semantic/conceptual], information retueved from the
menta) lexicon has to be unified into larger structures,
i addition, nterface operation ik these three lev
els of apalysis. The gradient observed in Broca's can-
plex can he specified in tenms of the unitication op-
erations al these three Yevels. Tre short, the et inferior
frontal corex recroits leweal information. maink
stored In femporal lobe structures, and unifies thes
into overall representations that span nudtheord u
terances. Hereafter Daall show ntmere detai] how tids
could waork for the sontuctic level of analwsis (se
Hagoort, 20035, The challenge {or the fubure s to

specity compufational models with similar detarl
for the nnificanon of conceptual and phonclowea
information.

According to the Unibeation Model for pasing

©ocach word foma

see Vosse and Kempen, ZH
the wental lexicon s associated with a stoctural rane.
This stvouchral frame consists of a Hiregticred n-
ordered tree, specifiing the possible sruclural envi
rongnent of the particular lexical item (oo Fig, 153-30
":]L‘.

phrasal node (e, NP1 This sovalled roof node 3

The top laver of the franme consists of a sin

connected to one or waore functional nodes T, sulb-
ject, head, dirsct obiect! in the second laver of the
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——— NP % N P
|
5888
PR N
*
“ i T
obf det o) mod
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NP Dp H PP
' I
:‘F
binoculars

FIGURE J3-3. Syptactic bames in memory, These frames are retrieved on the basis of incoming
word formomformation. DP, determiner phrase: NP, noun phrase; S, sentence; PP, prepositional
phrase; arl. article; hd, head: det. determiner; mod, modifier; subj, subject; dabi. diveet obieet.

frame. The third Yaver contains, again, phrasal iades
to swhich lexical tems or other frames can be attached.

This parsing aceount is “lexicalist” in the sense that
Al simtactic nodes fe.p, 5, NP, VPNV, ete. ) are re-
tricved from the mental lexicon. [ other words,
chunks of svntactic structure are stored in memory,
There are no svatactic rules that introduce addstional
nodes. In the on-line comprehiension process, strue-
tural frasnes associated with the individual word forms
erementally enter the unification workspace. In this
workspace, constituent structures spanning the whole
nfterance are fonmed by a unification operation {see
Fig. 15-4). This operation consists of linking up lex-
ical frames with identical oot and foot nodes, and
checking agreement features [mumber, gender, per-
san, ete.t. 1t specifies what Jackendoff {2002 efers to
as the only remaining “grammatical rule™ UNIFY
PIECES.

The resulting unifealion Jinks behveen lexical
frames are formed dvnamically, which implies that
the strength of the unihcation links varies over fime
antl] a state of equilibriun is reached. Due to the in-
herent ambigusty in natural language, alternative
binding candidates will usually be available at any
point in the parsing process. That s, a particular root
node (e.g., PPI often finds more than one matching

5
,/\\_
subf lile} doby maod
[ | I. !
Foot node ! i 'I |
——— NP v NP PP
|
]
5885
Root node -
— NF
. |
det ha mod
. ;
| | |
] N PP
|
wormarn

FIGURE 15-4. The unification operation of two lexi-
cally specified syntactic frames. The unification takes
place by linking the raot node NP to an available foot
node of the same category. The number 2 indicates
that this s the sceond link that s formed during on-
line processing of the sentence “The woman sees the
man with the binocenlars,” [See Fig. 15-3 legend for
ahbreviations. |
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foot node ii.c. PPY with which it can form a unifica-
tion link (for examples, see Hagoort, 2003}

Ultimately, one phrasal configuration resufts. This
requires that among the alternative binding candi-
dates only enie remains active. The required state of
equilibrium fs reached through a process of lateral in-
hikition between hvo or more alternative unification
links. In general, due to gradual decay of activation,
more recent foot nodes will have a higher level of ac-
tivation than the ones that entered the unification
space earlier. In addition, strength levels of the unih-
cation links can vary as a function of plausibility (se-
wmantic] effects. Ior instance, if instrumental modi-
fiers under S-nodes have a slightly higher default
activation than instrumental modifiers under an NP-
node, lateral inhibition can result in overriding a re-
cency eftect.

The unification model accounts for sentence
complexity effects known from behavioral measures,
such as reading tiaes. In general, serntences are harder
to analvze syntactically when more potential unifica-
tion links of similar strength enter into competition
with each other. Sentences are easy when the num-
ber of U-links is small and of unequal sirength. In ad-
dition, the model accounts for a number of other ex-
perimental findings in psycholinguistic research on
sentence processing, including svntactic ambiguity
(attachment preterences; frequency differences be-
tween attachinent alternatives}, and lexical ambiguity
effects. Moreover, it accounts for breakdown patterns
in agrammatic sentence analysis (see, for details,
Vosse and Kempen. 2000}

The advantage of the unification model is that it
(11 is computationally explicit, {2} accounts for a large
series of empirical findings in the parsing literature
and i the neuropsvcholugical lterature on aphasia,
and {37 belongs to the class of lexicalist parsing mod-
cls that have found increasing support in recent years
i Bresnan, 2001; Jackendoff, 2002, Joshi and Schabes,
1997; MacDonald et al.. 1994,

"This model also nicely accounts for the two classes
of syntax-related ERP effects that have been consis-
tently reported over recent vears. One tvpe of ERP ef-
fect related to symtactic processing is the PEOD/SPS
iHagoort etal.. 1993, Osterhout and Holcomb, 19927,
The POUNISPS is reported in relation to syntactic vi-
olations, syntactic ambiguitics, and syntactic comi-
plexity. Another syntax-related ERP 1s a left anterior
negativity, referred to as LAN or, if earlier in latency
than 400 ms, as ELAN {Friederici et al., 1994% In

contrast to the PO00/SPS, the (EJLAN has so far onlv
been observed to syntactic violabions.

In the unification model, binding {unification] is
prevented in two cases. One case is when the roof
node of a syntactic building block fe.g., NP does not
find another syntactic building block with an identi-
cat foot node {1.e. NPj to bind to. The other case is
when the agreement check finds a serious mismatch
in the grammatical feature specifications of the root
and foot nodes. The claim is that the (EIiLAN results
from a failure to hind, as a result of a negative out-
come of the agreement check or a failure to find a
matching category node. For instance, the sentence
“The woman sees the man because with the binocu-
Jars” does not result in a completed parse, because the
svittactic frame associated with “hecause” does not
find unoccupied (embedded) S-root nodes that it can
bind to. As a result, unification fails.

In the context of the unification model, 1 propose
that the PO00O/SPS is related to the time it takes to es-
tablish unification kinks of sufficient strength. The
timme it takes to build up the unification links untl the
required strength is reached is affected by ongoing
competition between alternative unification options
{syntactic ambiguity], by syntactic complexity, and by
semantic influences. The amplitude of the POHU0/SPS
i3 modulated by the amount of competition. Compe-
tition is reduced when the number of alternative bind-
ing options is smaller or when lexical, semantic, or
discourse context biases the strengths of the unifica-
tion links in a particular direction, thersby shortening
the duration of the competition. Vielations result in
a PEODSPS as long as unification attempts are made.
For instance, a mismatch in gender or agreement fea-
tures might still result in weaker binding in the ab-
sence of alternative options. However. in such cuses
the strength and build-up of U-links will he affected
by the partial mismateh in syntactic feature specifi-
cation, Cormnpared with less complex or syntactically
unambiguous sentences, in more complex and sy
tactically ambiguous sentences it takes longer to huilc
up Udlinks of sufficient strength. The latter sentences.
former ones.

In summary, it seetns that the unification model
provides an acceptable account for the collective bodv
of ERP data on syntactic processing. [t is the conr
putationally most explicit account of the {EiLAN
and PEOO/SPS effects that is currently available
iFig. 15-51.



FetiRe 15-5. The gradient in left inferfor frontal cor-
tex for activations and their distribution, related o se-
mantic, syntactic, and phonological processing, based
on the metz-analysis i Bookheimer (2017]
ters represent the mean coordinates of the local max
ima, and the radii represent the sandard deviabions
of the distance hetween the local maxima and their
means icourtesy of Karl Magnus Petersson®, The ac-
frvation shown Is from arbficial grammay vialations in
Petersson et al. (20041,

In a recent meta-analysis of 28 nenrcimaging stud-
res, Indefrey (20037 found two areas that were critical
for svntactic processing, independent of the input
modality {visual v reading, aunditory in speechl.
These two supramodal areas for syntactic processing
wete the left posterior superior emporal gyrus and the
lett prefrontal cortex. The Jeft posterior tevaporal cor-
tex i3 known to be involved in lexjeal processing [In-
defrey and Cutler, 20043 lu connection to the unif-
calion model, this part of the brain might be
inportant for the retrieval of the syubactic frames that
are stored in the Jexicon. The unification space, where
individual frames are connected into & phrasal con-
figuration for the whole utterance, might be localized
in Proca's complex. Presumably, this holds for both

langnage comprchension and language production
Indefrey et ab, 20017,

However, unification operations take place not
only at the level of syntactic processing. Combhinafa-
iality 15 a hallmatk of language across representa-
tional domains. That is. it holds equally for symtactic,
semantic, and phonological levels of analyses. In sl
of these casss, lexieal bits and pieces have ta be com-
bined and integrated into larger structures. The need
for combining independent bits and picces into a sin-

i. The cen-
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gle cohevent percept is not unigie for svigy, Mod-
els for semanticiconceptual unification ap photio-
Jogical nnification could be worked out slage similar
lines as the vnification moedel for synlax, wih BA 47
and 43 involved in semantic binding, BA 43 and 44
ine syntactic binding. and BA 44 and 6 in phanoloci-

cal hinding isec Fig. 15-7%

BROCA'S AREA REVISITED

As T huave tried to make clear, despite the ia_;ge appeal
of Broca's area, it s not a verv well-definey) concept.
Instead of "Broca’s area,” I have therefore proposed to
use the term “Broca's comnplex,” o refer 1o 4 sovies of
related but distinet areas in the left prefronga] coriex,
at least encompassing BAs 47, 45, and 44 apd ventral
BA & This set of areas subserves more thun gne fune-
tion in the language domain and almosy cortainly
other nonlanguage functions as well. T tye comtet
of language processing, the cornmon denominator of
Broca's complex 15 its rele in selection and ywpifica-
tion aperations by which individnal pieces of lexical
information are bound together into yepresentylional
structures spanning multiword utterances, One can
thus conclude that Broca's complex has a pivotal rale
n solving the binding problem for langiage,
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tiin Amunts, Michael Coles, Ivan Toni, Harp, Uslings,
Francisco Aboitiz, Ricards Carcla. Enzo Brinetti and
Thser Groakinsgy thr theit commment o &l cupdir ver-
sion of this chapter.

References

Armvnts. K, Schleicher, A, Burgel, U] K-Ic)lﬂ,jberg_‘ It
Eelings, H.B., & Zilles, K. (1999, Browy's region
revisited: evtoarchiteciure and intersubjecy variabil
itv. Joumal of Comparative ,\'eurr.){'_sg}.-.__ 412,
310-341,

Amunts, K, Schieicher, AL Ditterich, AL & Zilles, €
(20037, Broea's region: Crioarchifectonie qoemme.
try und developmental changes. foumal of Cam.
parative Neurnlogy 463, TI-90, '

Amnnis, K, & Zilles, K (201
tectonic mapping of the human cerchrg) corter
Neurofmaging Clintes of North America_ [, 151~

PR

1,
Armots, K, & Ailles, K J
A multimadal analvsis of its structure ang fapetion.

20058 Braca's region, reavicited:



file:///eurologyA65

252 PEYCHIOLINGINSTIC INVESTIOATIONS

In Y. Grodzinsky & K. Amunts (Eds}, Broce's re-

gion. Outord: Oxford University Press.

Basso, A., Lecowss, AR.. Moraschini, S, & Vanier, M.
i 19551, Anatorneclinical correlations of the aphasias
as defined throngh computerized tomography: Ex-
ceptions. Brain und Language, 26, 201-229,

Bookheimer, S, (2002% Functional MRI of language:
New approaches to undesstanding the cortical or-
ganization of semantic processing. Annual Review
of Neuroscience, 25, 1511885,

Bresnan, LW, (20015, Lexical-functional syntax. Oxford:
Blackwel}.

Caplan, 1. {19871, Neurolinguistics and linguistic apha-
siofogy, Cambridge: Cambridge University Press.

Caplan, D. {1992}, Language: Skucture, processing, and
disorders. Cambridge, MA: MIT Press.

Caplan, 1, Hildebsandt, N., & Makeis, N. /19963 Lo-
cation of lestons in stroke patienits with deficils
syntactic processing in senfence comprehension.
Branm, 119, 933-949,

Caramazza, A, & Zuref, BB, (1976}, Dissociation of al-
gorithmic and heurlstic processes in language com-
prehension: evidence from aphasia. Brain and Lan-
grage, 3, 372-382,

Chomsky, N, (1995% The minimalist program. Cam-
bridge, Ma: MIT Press.

Decety, |, Grzes, I.. Costes, N., Perani, D, Jeannerod,
M., Procvk, B et al {19970, Brain activity during
nbservation of acticns. [nfluence of action confent

and snbject’s strategy. Bregn, 120, 1763-1777.
DEsposito, M., Aguirre, G.K. Zarahn, E.| Ballazd, T2,
Shin, RX, & Leass, ]. {1998}, Functional MRI
studies of spatial and nonspatial working memorn.
Cagritive Brain Research, 7, 1-13,
Devlin, 1.T.; Matthewy, P.M., & Rushworth, M.F.S.
j. Semantic processing in the left prefrontal

cortex: A combined functional maginctiv resonance

maging anud tramscranial magznetic stimulation

study. Joumnal of Cogritive Neuroselence, 13, 7154
Fiteh, W.T., & Bavser, MO, {20047 Computational
constraints on syntaciic processing in a nonbuman

e

primate. Science, 303,

Friedericl. A, Huhne, A, & MeeKlinger, A 116965
Temporal strictore of svitactic parsing: Eatly and
lake eventrelated brain potential effects, Journal of
Bxperimental Pavehology: Learming, Memory, and
Cognition, 22, 12)9-124%,

Fuoster, LML (19957 Temporal provessing. Annals of New
York Academy of Sciences, 767, 173151

Grodzinsky, Y. | st Lan-

Tuage wie without Broca’s arew. Beluniorad and

i The neurcﬂog}’ of

Eruin Sciences, 25, 1-21; discussion 2171,
Hagoart, P. (20031 How the brain solves the hinding
problem for lfamngnage: A neurccomputational

modet of syntactic processing. Newrofmage, 20,
SI6-829.

Hagoort, P, Brown, C.M., & Groothusen, J. {19931, The
Syntactic Positive Shist (SPS) as an FRP measure
of syntactic provessing. Language and Cognitive
Processes, 8, $39-4%3.

Hagoort, P, Hald, L., Bastiaznsen, M., & Petersson, KA,
20041 Integration of word meaning and world
knowledge in language compielension. Science,
304, 435441

Hamzei, F., Rijntjes. M., Dettmers, C., Glauche, V,
Weiller, C., & Biichel, C. (20031, The human ac-
tion tecognition system and its relationship to
Proca’s arear An fMRI study. Newrormage, 19,

3T-b

Haxby, V., Gobbini, MI, Furey, ML, Ishai, A,
Schouten. [.L., & Pietrimi, P. (2001} Distributed
and overlapping representations of faces aud obiects
in ventral terporal cottex. Scrence, 293, 2425-2430.

Indefrey, £., & Cutler, A (20041, Prelexical and lexical
piocessing in fistening, In M, Gazzaniga (Ed.), The
cognitive nevrosciences, Sul edition {pp. 759-774,
Cambridge, MA: MIT Pres

Indetrey, P, Brown, C.M. Hellwig, ., Amnunts, K., Her-
zog, H., Seitz, RJ,, etal. {2001% A neural corvelate
of syitactic encoding during specch production,
Proceedings of the National Academy of Seternces
USA, 98, 5933-3936,

fackendoff, R. {19995, The representational strisctures of
the language faculty and their intervactinns. ju CML
Brovn & P. Hagoort [ Eds.y, The newncogritivn of

708 Dxford, UK: Oxdord Univer-

languase {pp. 37
sitv Press.
Jackendoff, R, {7

Mmediing, grammar, evolution, Oxford, UK Osford

21 Powndations of language: Brain,

Uhiversity Press.

foshi, A K., & Schabes, ¥ (19971 Treeadjoining gram-
mats, [n G, Rozenberg & A Salomaa (Bds.i, (and-
book of farmal languages. Vol, 3: Bevand words {pp.
H%9-12%0. Beilin: Springer Verlag,

Kolk, H.1L., & Prederici, AD. 19555 Strubegy and -
painment e sentenee nnderstanding by Broca’s and
Wernicke's aphasies. Cortex, 21, $7-67.

Kelk, H.H., & Heeschen, C. {19927 Agrammatisny, para-

erzmimatiom and the management of langnage.

Langrage and Cognitive Processes, 7, 55-129,
Levelt, WAL (19995 Producing spoken langnage: A
blueprint of the speaker. In C . Brown & P Ha-
goort (Eds.i, The newrocognition of language (pp-
§3-122% Oxtord: Oxford University Press.
Lineburger, MG, Schwartz, ME., & Safrran, B

(19A3]. Sensttivity to grammatical stmicture jo s

. e .
called agramnmatic aphasics. Cognition, 3, 310
362


http://Re.ieo.rch

VigeDonaid, MG
LS

Pearlmutter, NJ., & Seidenberg,

vesolihion, Povelislogioad Revien. 0,

MM TT9% Large

works and distiinzted provessing for attention, lan-

YLica 1L111'

cale ru,uu)-:o;omm & rigf-

e, and memaery, Annals of Neurology. 28,

Meslam, MANL

Grgin,

Viesulao, M3

scending e de muu mode thraugn cont

I DT Brss & RT. Knight (Eds.
P

f--'JJ"e‘-' af ‘rrJJ'iT.m lnhe o B30 O,\-.Lnd;

T pea
[P -
= The human frontal lobes: Trarn-

genf el

'I|“

funci

.\Jécala \l..r//:l[{.'.l“ —\ \lmm b & Goodglass, H.
r.'“)-%?'._ Cantyasting cases of Matlan agramuratic
anbisia withows Cmnm“h:u,mn disorder. Brain and

Language, 1“_, G5

. The prefrontal cortex and cognivive
zontrel. \aruw Review Neuroscd erc;, 1. 50-65,
Mk, LPL Pessing M8 Finkelstein, S
HH.. Duatican, GW & Davis, KR
aphasia:
3il-324,
Nespoulows, [ Dardain, M., Perron, C., Ska, B, Bub
D, Caplan, D, etal, i1988]. Agrapmmatism in sen-
tence production withont comprehension deneits:

Reduce

af grummatica 117[_1rphcmes7 A cuse shudy, Brain

Funkenstein,
19785 Broca
Nevralugy, 25,

Pathiologic and clindcal,

availability of svitachic structures andior

-
<

and [anguage, 33, 273-2
Usterthouwt, L., & Ho]comb P}.
hrain po‘whm clicite

15925 Eventrelated
b sentactic anomaly, Jour
TRYHL 3
I.. Rosen,

. Functional OLgATIZd-

nel of Memory and L anguage, 31,
Owen, AN, Stern, CE| Look, RB.. Tracey,
B.R., & Petrides, M. (1995
tion of ypatial and nonspstial working memory pro-

cessing within the human lateral fontal cortex. Pro-

ceedings of the National Acadenty of Seiences (IS4,

95, " -

Pandva, D N, & Yeterian, JLH. {1996:. Comparison of

prcﬂonta] architecture aud conpections, Philoioph-

el Transactions of the Roval! Soetety London, 351,

14331444

Passingham, R (2002 The frontal cortex: Doey size
matter? Nafure Newroscience, 5, 190192

Peterssen, KM, Forkdam, G, & Ingear, ML 20047

Ar-

tineial wma(,ih, viglations activate Broea’s region.
’ (Jgri tve Seience, 28, 1H3-407.
Petrides, VL2000 Dissocialile roles of mid-dovsolateral

prermn?al and anierior nferotemporal covex in vi-
sual working roemory, The Journal of Neurasciznce,
300745573505,

Petrides. M., & Pandvs, DN

wavs af the prefrontaf cor

L2002% Association path-

x and finctional ohser-

19941 Jexical natire of sintactjc anwlgl Wty

ON BROCA, BRAIN, AND BINDING

y
LS

¥l

vaitons, Lo DL Knighit l' ]

T
T

"\tt‘5~ & R I,
ciples of fonial lobe function ipp.
Oherord Ulrndversite Pross,

Frice, Cf, & Friston, K.

Trerids

Gy Prine
o Orstora:

2130

g LI i

C {)O"lLllL “\("Iphr s, (5

witive anatory.
416421,
Boalls, 1. 119841 Where does the temm

aphesiy” eome

fromu? Brain and ];L,“:cl g,

Schiller, B 21893 Paul Broca: briin
New York: C?xrorci' Uriversity Press,

Shéli‘ﬁc{’., 1. 'iq;) S From onetropsy '.J'.‘.J 7 mentfal

structure. Cambridee: Lam.;r' g\ Lniversity Press.
g, 12, Zilles, Ko, & Towi, 10 © Differens
tal involvernent of parictal and precentra) repions
DICT

Thoewis

lien and mctor ingenticn,
fowimal of Newrosciencs, 27, 34,

L. Dlispasito, M. & Kan, 1D
19995, Erfeats of repetition and cmmpc‘;.itifm a1 ac-

in otnoveient

T honxpson—gch'}ﬂ,

tivibe i lef prctrﬂ nkal cortex c'mring ward, genEr-
Hon. Newron, 23, 313522,

Tomainole, F., MacDanald, 113, Caranianos. 7, Pos.
ner, G L Riawaras, M., A, 1699,
_\-iorphu,og}-', nu_':r_phometrg: and probabilis map-
pitg of the pars operaularis of the inferior fontal

Euvans, et al,

gytus: An in vive MRU analysis. Evropean Jourmal
of Neurasvienee, 11,

Jylings, FLBAML, Mal che\'a,
Amunts, Ko & Zilles, K
arex front @ aeucoanatomical and dm’e]'\"mecnts}
perspective, In M. Brown & P Hagoor (Eds.j,
Nevurocognition of Language (pp. 319-3381 Ondord:
Oneford University Press.

Vanier. M., & Caplasn, D {19507 CT-scan (OT}‘{\lqte‘- o
agrammatism. In L Menn & LK (Mg |
Agramimatic aephasia: A crasvlanguage
spurce book (mp. 371141 Amsterdarns fehn Ben-

'1"'\'\

03330460,
L1, Bogolepoa, 1N
P1999;, Broca's ];a;r;gu;;g&

noivaiive

jamins,

Yosse, T., & Kempen, GAM, (2000
ture assembly in hwman parsing: A compuiagional
mottel based on mmmhr‘\c inhibition 2ud lexics)-
ist gramumar. Cogrittion, 105143,

Whitaker, H.AL (19951, ’\cmohnr' Usties from Hhe Mid-
dle Ages to the p]'e—modun era: historical vigpeties.
In B. Stemmer & HA Whitaker [Eds, Handhook
of Newrolinguisties {pp. 27-551. San Diego; Aca-

- Syntactic stune-

demic Press.

Willmes, K., & Poeck, K. 119935 Towhat extent can apha-
sic syndromes be localized? Brain, 176, 15 “"_}j-}f‘a

Zurif, BB {1998: The neurological organization of
some aspects of sentence comprehension, fournal
of Psveholinguistic Research, 27, 181-1G10

Zunf, ER., Caramarza, A& Myereon, RUG1972 Grame
matical judgmenls of agramumatic aphasics. Ney-
ropsvehalogia, 10, 405417,



file:///-I.-M
http://ofSemosiien.ee

