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Abstract

For three-dimensional (3D) structure determination of large macromolecular complexes, single-particle electron cryomicroscopy
is considered the method of choice. Within this Weld, structure determination de novo, as opposed to reWnement of known structures,
still presents a major challenge, especially for macromolecules without point-group symmetry. This is primarily because of technical
issues: one of these is poor image contrast, and another is the often low particle concentration and sample heterogeneity imposed by
the practical limits of biochemical puriWcation. In this work, we tested a state-of-the art 4k £ 4k charge-coupled device (CCD) detec-
tor (TVIPS TemCam-F415) to see whether or not it can contribute to improving the image features that are especially important for
structure determination de novo. The present study is therefore focused on a comparison of Wlm and CCD detector in the acquisition
of images in the low-to-medium (»10–25 Å) resolution range using a 200 kV electron microscope equipped with Weld emission gun.
For comparison, biological specimens and radiation-insensitive carbon layers were imaged under various conditions to test the
image phase transmission, spatial signal-to-noise ratio, visual image quality and power-spectral signal decay for the complete image-
processing chain. At all settings of the camera, the phase transmission and spectral signal-to-noise ratio were signiWcantly better on
CCD than on Wlm in the low-to-medium resolution range. Thus, the number of particle images needed for initial structure determina-
tion is reduced and the overall quality of the initial computed 3D models is improved. However, at high resolution, Wlm is still signiW-
cantly better than the CCD camera: without binning of the CCD camera and at a magniWcation of 70k£, Wlm is better beyond 21 Å
resolution. With 4-fold binning of the CCD camera and at very high magniWcation (>300k£) Wlm is still superior beyond 7 Å
resolution.
  2005 Elsevier Inc. All rights reserved. 
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1. Introduction

Projection images of macromolecular complexes
obtained by electron cryomicroscopy contain in princi-
ple the information needed for the computation of their
three-dimensional (3D) structure. Problems in the de
novo determination of the 3D structure often arise from
uneven angular distribution and a biochemically
unavoidable degree of heterogeneity of the sample. In
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this context, two factors in particular contribute signiW-
cantly to the diYculty of 3D structure determination.
One is loss in image quality (such as poor image con-
trast), and the other is low particle statistics due to lim-
ited concentration of the sample.

In the Wrst steps of de novo single-particle image anal-
ysis, the individual particle images have to be aligned
properly, to obtain images with improved signal-to-noise
ratio (SNR). By the application of multivariate statisti-
cal analysis (MSA) followed by classiWcation of images
(Frank, 1996; van Heel, 1984; van Heel and Frank,
1981), image classes representing similar views of the
molecules become recognisable. The alignment
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algorithms commonly used for this task perform well,
even at very low SNR, if reliable reference images (e.g.,
computed from a 3D structure) are already available
(Joyeux and Penczek, 2002). However, for determining a
totally unknown 3D structure of a macromolecular com-
plex, reference images computed from an earlier 3D den-
sity are not available. In the absence of 3D models,
“reference-free” alignment approaches (Dube et al.,
1993; Penczek et al., 1992) have to be applied, in order to
obtain Wrst particle averages. In the initial image-pro-
cessing phase, the power of intermediate reference
images to drive alignment and classiWcation of the
images is obviously much lower than it is in later steps of
the image analysis. Therefore, high SNRs are required
for successful image-processing. Obviously, the reliabil-
ity of any 3D structure computed from two-dimensional
class averages is strongly dependent on the correctness
of the Wrst two-dimensional steps in image-processing.
Such class averages normally exhibit structure informa-
tion up to »20 Å. Thus, to obtain a reliable 3D structure,
the information content of raw images in the resolution
range where initial 2D analysis takes place is of great
importance. Tests to compare the performance of CCD
detectors with photographic Wlm are required—not only
in the range of very high resolution (where Wlm is usually
better than CCD), but also at low and intermediate spa-
tial frequencies.

Traditionally, conventional silver halide Wlm has been
favoured for single-particle data collection, as the proce-
dure is faster and allows the recording of large numbers
of particle images in a short time. CCD detectors, in con-
trast, have the intrinsic disadvantage of low readout
speed, coupled with small pixel numbers that limit the
speed and eYciency of data collection. So far, CCD
detectors have widely been used to record high-resolu-
tion electron diVraction patterns of two-dimensional
protein crystals (Bullough and Henderson, 1999; Subr-
amaniam et al., 1999), and their applicability for single-
particle 3D work (Booth et al., 2004; Stewart et al., 2000;
Zhang et al., 2003) and for high tensions up to 400 kV
(Brink and Chiu, 1994; Downing and Hendrickson,
1999) has been demonstrated. Currently, CCD cameras
are equipped with very eYcient polycrystalline phosphor
scintillators and cooled to t¡30 °C, to lower the read-
out noise (Fan and Ellisman, 2000; Faruqi and Subr-
amaniam, 2000). As a consequence, CCD detectors oVer
a higher SNR at low resolutions than Wlm does (Booth
et al., 2004). Therefore, the use of CCD detectors may
nevertheless be worth the extra eVort when the image
quality of conventional Wlm is inadequate because of low
image contrast.

Routinely, the signal decay (Saad et al., 2001) is deter-
mined from power spectra of the electron-microscopic
images as a Wrst estimate of the quality of signal trans-
mission in terms of a B factor. This means that the
amplitude information is used to estimate the quality of
signal transmission. However, for computerised image-
processing, the phase information is of paramount
importance, and yet it is not possible to describe the
quality of image phases at a certain spatial frequency
from the B factor without further experimental evidence
(Sherman and Chiu, 1997). In our experience, derived
from many de novo 3D structure determinations of large
(asymmetrical) macromolecular complexes, image align-
ment together with MSA-based classiWcation is indeed
more reliable when a CCD camera is used instead of Wlm
(Golas et al., 2005). Another advantage of the CCD cam-
era is the smaller number of particle images needed to
obtain Wrst meaningful results. The aim of this work was
thus to Wnd an explanation for this practical observa-
tion, and to discover why images recorded on a CCD
camera are indeed superior for the initial image-process-
ing in single-particle electron cryomicroscopy. Two
diVerent approaches were applied to test the reliability of
image phase transmission of a 4k £ 4k CCD camera and
Wlm. First of all, we measured the reliability in image
phase transmission by recording series of images from
identical areas on a carbon support layer on photo-
graphic Wlm or with a CCD camera. After pairwise align-
ments within each image series, the phase similarity was
measured by means of the diVerential phase residual.
The signal from the amorphous sample allowed determi-
nation of phase transmission reliability and spectral sig-
nal-to-noise ratio (SSNR) in a manner that was
independent of radiation damage, but took account of
the inXuence of image alignment. Secondly, images of
negatively stained tobacco mosaic virus (TMV) were
recorded, and the Wrst steps of single-particle analysis
were performed. In this case, the ability of the computer
averaging procedure to recover the characteristic helical
features in the range of 11.5–23 Å was determined from
the power spectra.

2. Materials and methods

2.1. Specimen preparation

For comparable measurements of signal transmission
independent of radiation damage, a single carbon Wlm
mounted on a copper grid was imaged directly. For spec-
imen preparation of TMV, a solution of TMV in a buVer
containing 200 �g/ml virus, 20 mM Hepes and 150 mM
NaCl was placed in a TeXon well. The specimen was pre-
pared according to a protocol recently published (Golas
et al., 2003). BrieXy, a carbon Wlm evaporated onto
freshly cleaved mica was Xoated on the surface of the
solution allowing adsorption of virus over 2 min. The
carbon Wlm was then transferred to a second well Wlled
with 2% uranyl formate solution and incubated for
2 min. Subsequently, the carbon Wlm with adsorbed par-
ticles was attached to a 400 mesh copper grid on which a
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carbon Wlm containing holes of »1 �m diameter had pre-
viously been mounted. Finally, another carbon Wlm
Xoated onto a second solution of uranyl formate was
used to form a sandwich, thus enclosing the specimen in
a layer of staining solution between two carbon Wlms.
The TMV specimens were stored under dry conditions
until image acquisition.

2.2. Electron microscopy

Images were taken on a 200 kV transmission electron
microscope (TEM) equipped with a Weld emission gun
(CM200 FEG, Philips, Eindhoven, The Netherlands)
and constantly operated at 200 kV keeping the sample
at room temperature. A 4k £ 4k 16 bit CCD camera
(TemCam-F415, TVIPS, Gauting, Germany) with
15 �m pixel size and polycrystalline phosphor scintilla-
tor (high sensitivity, optimised for 200 kV) cooled to
¡25 °C was used. The post-magniWcation factor of the
CCD camera was found to be 1.37- to 1.4-fold with
respect to previous calibration using TMV specimens.
Camera settings included 1£, 2£, and 4£ binning of the
pixels to yield eVective pixel side lengths of 15, 30, and
60 �m. The mean number of counts per pixel was
adjusted to an electron dose of about 20 e¡/Å2 for a sin-
gle exposure, and ranged from about 2800 to
19 000 counts dependant on magniWcation and CCD
pixel binning. For a complete list of settings applied, see
Table 1. For comparison with Wlm, images were
recorded on Kodak SO-163 Wlm at a magniWcation of
50 000£, developed in Kodak D19 at 20 °C for 12 min
and digitised on a drum scanner with photomultiplier
(Tango, Heidelberger Druckmaschinen, Heidelberg,
Germany) at the maximum optical resolution of
6350 dpi, and then coarsened by 2-fold binning, leading
to a sampling interval of 1.6 Å/pixel. For the CCD cam-
era, TMV images were recorded with slight overlap of
»15% so that a continuous rectangular area of »1 �m2

could be obtained by precise cross-correlation-based
stitching of the single images (TVIPS EM-MENU soft-
ware, Gauting, Germany). All images of carbon Wlm
and TMV were taken at defoci of about ¡1 �m. Addi-
tional test images of carbon/gold have been recorded
for comparison and are available on request.

2.3. Measuring the reliability of phase transmission by 
using images of carbon support Wlm

Fifty images of the same area of carbon Wlm were
recorded on Wlm and on CCD for each setting of the
CCD camera. Owing to minor drift of the sample holder,
the images within each series had to be aligned by using
the “direct alignment” algorithm from Imagic-5 (van
Heel et al., 1996). For all alignment operations, the
images were slightly high-pass Wltered and normalised.
The images were used to compute the diVerential phase
residual (DPR), spatial signal-to-noise ratio (SSNR) and
power-spectral signal decay as follows: to measure the
DPR between two consecutively recorded images,
images of 800 £ 800 pixels were used. Image no. n + 1 of
the series was aligned against image no. n for n D 1 ƒ 49
to yield 49 aligned pairs of carbon Wlm images. By using
the Imagic “Fouring” routine, the DPR between the two
single images of each pair was computed. Finally, all
results for n D {1 ƒ 49} were averaged leading to an
almost negligible standard deviation of the mean (<1°).
Pixel frames smaller than 800 £ 800 pixels (e.g.,
256 £ 256) were also used to verify that the results were
independent of the size of the carbon Wlm area; only the
‘smoothness’ of the DPR curves was reduced at high
spatial frequencies, when smaller frames were applied.
For further analysis and interpretation, the minima of
DPR (at the positions of the CTF2 maxima) were con-
nected by interpolation (see below).
Table 1
List of all tested settings of the CCD camera, stating eVective magniWcation, pixel binning of the CCD camera, mean number of counts used to
achieve an electron dosage of »20 e¡/Å2, and maximum imageable area on the specimen level

Last column: resolution at which the Kodak SO-163 Wlm transmitted image phases are better than the CCD camera when the predicted minimal
DPR curves of Wlm and CCD camera were compared.

a Assuming a magniWcation of 50 000£ and a Wlm area of 9 £ 12 cm or 1.8 �m £ 2.4 �m at the specimen size. If the CCD images are recorded with a
slight overlap to allow for later stitching, the number will be higher dependent on the proportion of redundantly recorded areas.

MagniWcation
(103-fold)

Binning
(n-fold)

Mean counts Nyquist freq.¡1 (Å) Max. side
length (nm)

No. of images
to cover area of Wlma

DPR
quality limit (Å)

343 4 4 250 3.5 179 130 6
279 4 6 450 4.3 220 88 7
214 4 10 950 5.6 287 48 8
161 4 19 350 7.5 384 30 11
214 2 2 750 2.8 287 48 8
161 2 4 850 3.7 379 30 9
122 2 8 450 4.9 502 20 13

91 2 15 150 6.6 676 12 18
91 1 3 800 3.3 676 12 17
70 1 6 400 4.3 881 6 21
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For calculation of SSNR, a procedure identical to
that of TMV image-processing (see below) was used:
eight consecutively recorded images of carbon Wlm rep-
resenting an identical area of about 470 £ 470 Å were
aligned against one of the eight images that served as ref-
erence. Thereafter the eight aligned images were aver-
aged. The SSNR of the eight images with respect to the
average was computed as described previously (Unser
et al., 1987). To verify the statistical signiWcance of the
results, this procedure was also performed for six inde-
pendent sets of eight images.

The power-spectral signal decay of the images was
determined from the rotationally averaged power spec-
trum of one representative image of size 1024 £ 1024
pixels. A Wtting procedure similar to that described ear-
lier (Sander et al., 2003a) was applied to the rotationally
averaged power spectrum in order to determine simulta-
neously the defocus, an exponential signal decay func-
tion connecting the maxima, and a noise function
connecting the minima. In addition, these parameters
were estimated by applying a quasi-Newton-based
Wtting routine (R-Software, 2004). No relevant diVer-
ences between the two methods were found. Finally, the
power-spectral signal decay in the important resolution
range from 1/20 to 1/10 Å¡1 was calculated from the Wt
of the envelope functions.

2.4. Image-processing of TMV

For TMV image-processing, TMV Wbres were
selected manually from the images so that about 200–300
sub-windows of 470 £ 470 Å were obtained. Images
of TMV were corrected for defocus and astigmatism as
described previously (Sander et al., 2003a), thereby veri-
fying a defocus of about ¡1 �m. All TMV images were
normalised to a mean of zero and a standard deviation
of 10, and were band-pass Wltered. For band-pass Wlter-
ing, a constant lower cut-oV of 1/180 Å¡1was applied,
while the upper cut-oV was adjusted to the Nyquist fre-
quency of the image. Two or three rounds of alignment
via polar coordinates (Sander et al., 2003b) and hierar-
chical ascendant classiWcation (HAC) based on multi-
variate statistical analysis (MSA) were performed (on
average 10 members per class average). For the Wrst
alignment, a randomly selected single image was used as
reference, and then the class average, where the typical
repetitive motifs of TMV were most clearly visible, was
selected as reference. After the result was stable, (1) the
average of eight images belonging to the same MSA
class and (2) the average of 20 aligned images possessing
highest cross-correlation coeYcient with the last refer-
ence image were computed. In both cases, the power
spectrum was analysed for helical features in the range
11.5–23 Å. To investigate the eVect of computational
pixel binning (coarsening), some images taken at high
sampling rates were Fourier-transformed and only the
central part up to the desired Nyquist frequency was
reverse-transformed. The coarsened images thus
obtained were subjected to the alignment and MSA pro-
cedures as described above.

3. Results

3.1. Phase transmission reliability using images of carbon 
support Wlm

The complete analysis for Wlm and for one of the
camera settings tested (279 000£ magniWcation, 4£ bin-
ning) at a constant electron dosage of about 20 e¡/Å2 is
shown in Fig. 1. As expected, the average diVerential
phase residual function between two subsequently
recorded images is minimal (i.e., best phase transmission)
at those spatial frequencies where the CTF2 function
reaches a maximum. The minima of the DPR, at least in
the spatial frequency region of 0.05–0.15 Å¡1, can be
connected by an approximately straight line (Fig. 1A).
As plotted in Fig. 2A, the slope and position of that line
are practically independent of the defocus in a range
from ¡0.3 up to ¡3 �m, but are highly characteristic of
the camera settings used. Therefore, the maximum
achievable consistency of phases can be predicted by
interpolating the measured minima of the DPR curve,
referred to herein as the ‘predicted minimal DPR’. At
279 000£ magniWcation and 4-fold binning, the pre-
dicted minimal DPR of the CCD was better than that of
Wlm at resolutions lower than 7.3 Å. In case of the SSNR
functions (Fig. 1B), the maxima of SSNR were con-
nected by linear interpolation similar to the analysis of
the DPR minima, and the predicted maximum SSNR
was extracted from the interpolation curves as a func-
tion of spatial frequency. Again, the exponential decay
of the predicted maximum SSNR shows only a minor
dependence on the level of defocus chosen (Fig. 2B). The
predicted maximum SSNR is slightly better at »15 Å, if
the images are taken closer to focus. The maximum
SSNR (of eight averaged images, see above) at »25 Å of
the CCD camera was about twice as high as that of Wlm,
whereas photographic Wlm revealed a better SSNR at
high spatial frequencies beyond 1/10 Å¡1 (Fig. 1B). As
shown in Fig. 1C, the CCD camera and Wlm have very
similar spatial signal decay. In contrast, the function of
the unconvoluted background noise has—at lower spa-
tial frequencies—considerably higher values relative to
the signal for Wlm than for the CCD camera.

A comparison of all the diVerent camera settings used
with Wlm is made in Fig. 3A. In summary, the predicted
minimal DPR of the CCD camera at 20 Å was better
than that of Wlm under all conditions tested (by a diVer-
ence of 7.5° ¡ 10.6° for 4£ binning of the camera, a
diVerence of 5.2° ¡ 8.2° for 2£ binning and a diVerence
of 2.0° ¡ 6.9° for no binning). At 15 Å, the predicted min-



96 B. Sander et al. / Journal of Structural Biology 151 (2005) 92–105
imal DPR was lower for the CCD detector compared
with Wlm for all 4-fold binned settings of the CCD cam-
era (diVerence: 4.8° ¡ 8.5°) and the 2-fold binned ones at
magniWcations above 161 000£ (diVerence: 5.7° ¡  6.3°).
In a comparison at the 10 Å level, the CCD camera per-
formed better than Wlm when 4£ binning was used in
Fig. 1. Analysis of diVerential phase residual, spatial signal-to-noise ratio and signal decay: comparison between Wlm (left) and one of the CCD cam-
era settings tested (right). (A) Average diVerential phase residual (DPR) between two consecutively recorded images of amorphous carbon Wlm at a
defocus of ¡1 �m and a voltage of 200 kV for Kodak SO-163 Wlm at 50 000£ magniWcation (left panel) and the CCD detector at 279 000£ magniW-
cation with 4£ binned pixels (right panel). The DPR follows the CTF and is lowest at the maxima of the CTF2. Therefore, minima of the DPR are
connected by a dashed line to allow the interpolation of the defocus-independent minimal predicted DPR values, which are characteristic for the set-
tings used (compare also Fig. 2A). (B) Spatial signal-to-noise ratio (SSNR) of eight aligned and averaged images of carbon Wlm. Again, as the func-
tion follows the CTF2, the maxima have been connected to allow linear interpolation of the defocus-independent maximum values of SSNR
obtainable at the settings used (compare also Fig. 2B), CCD detector settings as in (A). (C) Power-spectral signal decay (arbitrary density values) of a
representative single image obtained by using Wlm (left panel) and CCD detector (right panel), using the same settings as in (A). The rotationally
averaged signal is shown in grey. An exponential function connecting the maxima is shown in blue to indicate the defocus-independent signal decay,
and a noise function connecting the minima of the power-spectral signal is shown in red. (For interpretation of the references in colour in this Wgure
legend the reader is referred to the web version of this article.)
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combination with magniWcations of 7214000£ (diVer-
ence: 3.5° ¡  7°) or 2£ binning and a magniWcation of
214 000£ (diVerence: 2.9°). At resolutions around 7 Å,
only the combination of 4-fold binning together with the
highest tested magniWcation of 343000£ led to a better
transmission of phases in comparison with Wlm. The
spatial frequencies where the predicted minimal DPR of
Wlm crosses the curves obtained for the CCD camera are
listed in Table 1. For most of the settings, the CCD cam-
era exhibited a signiWcantly better performance at 20 Å
and 15 Å, while—even with the highest possible magniW-

cation of the electron microscope together with 4-fold
binning—photographic Wlm retained the phase
information better than the CCD camera at resolutions
beyond 6 Å.

The situation is very similar for the SSNR. The SSNR
measured at the Wrst contrast maximum of the CTF at
t25 Å was higher than that of Wlm for all camera set-

Fig. 2. Dependence of DPR and SSNR on the defocus. (A) Interpola-
tion curves connecting the minima of DPR at three diVerent defoci of
¡0.3 �m (green), ¡1.6 �m (blue), and ¡3 �m (red). The location of the
DPR minima is shown by correspondingly coloured dots. The three
curves are very close together, indicating that slope and position of the
curves are mainly independent of defocus, but are characteristic of the
camera settings used. (B) Linearly interpolated maxima of the SSNR
for the three diVerent defoci as described in (A). The dots indicate the
position of the SSNR maxima. Again, the maximum predicted SSNR
shows only a minor dependence on the defocus (slightly better values
at around 15 Å for the lower defoci).
tings tested (Fig. 3B); for 4£ binning and 2£ binning
combined with magniWcations higher than 161 000£ the
maximum SSNR at 25 Å was 80–120% higher. At 20 and
15 Å, the combination of at least 2-fold binning together
with magniWcations 7161 000£ led to a signiWcantly
improved signal compared with Wlm. In contrast, the
CCD camera exhibited lower SNRs than Wlm at resolu-
tions better than 15 Å under most of the conditions
tested. Only at the highest tested magniWcation of
343 000£ and 4-fold binning of the CCD camera were
the values for the SSNR comparable to those of Wlm up
to 7 Å (Fig. 3B).

In Fig. 4, the decay in the power-spectrum signal for
the CCD camera is compared with the corresponding
result for Wlm. We have focussed on the resolution range
important for standard single-particle analysis by com-
puting a signal decay factor when going from 20 to 10 Å.
The best value (i.e., the one with the lowest decay factor)
can be obtained with Wlm where signal in the power
spectrum going from 20 to 10 Å drops by a factor of only
3.6. In contrast, this factor is higher in case of the CCD
camera, and increases with decrease in binning and
magniWcation of the electron microscope (3.8–6.7£ for
4£ binning of the camera, 4.5–10.9£ for 2£ binning of
the camera, and 8.9–14.4£ for 1£ binning of the camera;
see Fig. 4).

3.2. Analysis of TMV images

For all the ten settings of the CCD camera and also
for Wlm, TMV was imaged and analysed by standard
averaging procedures (see above). When a power spec-
trum was calculated from the average, a characteristic
X-like arrangement of spots in the resolution range of
18 Å (outermost spots) to 23 Å (innermost spots) could
be seen. In every Wgure, the power spectra computed
from normalised images are shown with identical inter-
active grey values of 0–500 density units to make the
level of background noise and the signal comparable. In
Fig. 5, the results for Kodak SO-163 Wlm are shown; the
results for CCD camera follow in Figs. 6–8 (for 1£, 2£,
and 4£ binning, respectively).

In general, the visibility of single TM virus is better
when the magniWcation (and thus the Nyquist fre-
quency) is low. The same holds true for the class aver-
ages with n D 8 members, although in every class
average the 23 Å spacings of TMV become clearly visi-
ble. The power-spectral signal pattern is visible best in
the power spectra of the class averages (n D 8) for lower
magniWcations and 72£ pixel binning of the camera.
In the power spectra of the class averages (n D 8), the
background noise increases with Wner sampling of the
images (e.g., compare the top row with the bottom row
in Fig. 7). Whereas these power spectra of the class
averages (n D 8) mainly diVer in the amount of noise
present in the 15–25 Å range, the direct averages of 20



98 B. Sander et al. / Journal of Structural Biology 151 (2005) 92–105
aligned images are virtually noise-free, although they
diVer in the visibility and intensity of the outer (»18 Å)
spots. In the power spectra of the alignment averages
(n D 20), the complete (18–23 Å) helical motif can be
seen not only on Wlm (as expected), but also for 2£ bin-
ning of the CCD pixels and magniWcations 7122 000£,
or 4£ binning of the camera and magniWcations
7214 000£, whereas spots in the 23 Å range are visible
for all the settings tested.

When the power spectra of the 20 directly averaged
images were displayed with a narrower range of grey val-
ues ranging from 0 to 150 (not shown), weak spots at
11.5 Å became visible for no binning and a magniWcation
of 91000£, 2£ binning and magniWcations of 91000–
161000£ and 4£ binning and magniWcations of 7279000
as well as for Wlm. Only at 4£ binning and a magniWcation
of 343000£ were relatively strong spots at 11.5Å visible.

3.3. Interference of sampling interval and 
cross-correlation-based alignment

The apparently increasing low-resolution noise in
the range of about 20 Å, obtained in those cases when
Wner sampling was applied, does not agree with the fact
Fig. 3. Summary of DPR and SSNR for all the settings tested. (A) Histogram of all values measured for the predicted minimum DPR (see Fig. 1) for
20 Å (blue), 15 Å (green), 10 Å (orange), and 7 Å (dark yellow). The correspondingly coloured dotted lines indicate the values obtained for Kodak
SO-163 Wlm. For a magniWcation of 161 000£ and 4£ binning of the CCD detector, a 7 Å value cannot be obtained (asterisk). (B) Histogram of all
values measured for the SSNR of eight aligned and averaged images of carbon Wlm. Red, SSNR at the Wrst maximum (25–27 Å); blue, SSNR at 20 Å;
green, SSNR at 15 Å; orange, SSNR at 10 Å; and dark yellow, SSNR at 7 Å. Again, the dotted lines show the values obtained for Kodak SO-163 Wlm.
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that the SSNR increases with increasing magniWcation.
However, the cross-correlation-based alignment clearly
fails to make full use of the high SNR in the low-reso-
lution range, when the images are highly oversampled
(i.e., Nyquist frequencies around 1/3 Å¡1). The reason
may be found in the application of the standard cross-
correlation coeYcient: this implies that all spatial fre-
quencies over the whole range of resolution contribute
equally to the alignment, leading to competition
between the low-frequency signal and the high-fre-
quency noise. This behaviour of the alignment is dem-
onstrated in Fig. 9: in Fig. 9A the CCD camera is used
with 2£ binning of the pixels and a very Wne sampling
(Nyquist frequency 1/3.1 Å¡1), while in Fig. 9B the
Nyquist frequency is only 1/7 Å¡1, owing to a lower
magniWcation of the electron microscope. Although the
SNR around 20 Å should be higher at the settings used
to produce Fig. 9A (compare results obtained with car-
bon Wlm, right column), the power-spectral spots can—
in contrast to the results obtained with a lower magniW-

cation (Fig. 9B)—hardly be distinguished from noise.
When the images from Fig. 9A are computationally
coarsened to a Nyquist frequency of 1/7 Å¡1, the align-
ment and averaging procedure work well and a clear,
noise-free power-spectral signal can be obtained
(Fig. 7C). The image quality is even better than in Fig.
9B, as predicted by the DPR and SSNR curves
obtained with carbon Wlm.

4. Discussion

Currently, there is growing evidence that a protein’s
membership of larger macromolecular complexes is the
rule, rather than the exception (Aloy et al., 2004; Forler
et al., 2003; Gavin et al., 2002; Jurica and Moore, 2003).
Fig. 4. Power-spectral signal decay obtained from the rotationally averaged power spectrum of a representative image. To allow easy comparison of
the resolution range of 10–20 Å, the signal decay from 20 to 10 Å was calculated and plotted as a histogram. The lowest signal decay can be obtained
with Wlm (3.6£, left bar and dotted line), while with the CCD camera a comparable factor of 3.8£ can only be found for a magniWcation of 343 000£,
and 4£ binning; at all other settings the spatial signal decay is considerably higher compared to Wlm.
Fig. 5. Analysis of TMV images recorded on Kodak SO-163 Wlm at 200 kV, 50 000£ magniWcation and a sampling interval of 1.6 Å/pixel. From left
to right: single aligned image, MSA-based class average with eight members, power spectrum of that class average, power spectrum of an average
image from 20 aligned images.
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Fig. 6. TMV images recorded on CCD detector (no pixel binning; pixel size: 15 �m). The mean number of counts has been adjusted to the same elec-
tron dose as applied for the Wlm exposure of »20 e¡/Å2 (compare Fig. 5). First row: 70 000£ magniWcation, 2.3 Å/pixel at the specimen level; second
row: 91 000£ magniWcation, 1.75 Å/pixel at the specimen level. Columns from left to right: single aligned image, MSA-based class average with eight
members, power spectrum of that class average, and power spectrum of an average image from 20 aligned images.
Fig. 7. TMV images recorded on CCD detector (2£ pixel binning; pixel size: 30 �m). The mean number of counts has been adjusted to the same elec-
tron dose as applied for the Wlm exposure, i.e., about 20 e¡/Å2 (compare Fig. 5). First row, 91 000£ magniWcation, 3.5 Å/pixel at the specimen level;
second row, 122 000£ magniWcation, 2.6 Å/pixel at the specimen level; and third row, 161 000£, 2.0 Å/pixel; last row, 214 000£, 1.5 Å/pixel. Columns
from left to right: single aligned image, MSA-based class average with eight members, power spectrum of that class average, and power spectrum of
an average image from 20 aligned images.
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Traditional structure determination methods other than
electron microscopy, such as NMR and X-ray crystal-
lography, can generally not be applied to the structure of
these large macromolecular complexes, with a few spec-
tacular exceptions such as the ribosome (Yusupov et al.,
2001) and RNA polymerase (Cramer et al., 2000). Many
biologically highly relevant macromolecules in the cell
can only be found in small copy numbers, making bio-
chemical puriWcation procedures diYcult and usually
not eYcient enough to produce complexes in the amount
and homogeneity needed for structural studies by X-ray
crystallography. As a consequence, there is an increasing
demand for 3D structure determination of these com-
plexes by single-particle electron cryomicroscopy. Sin-
gle-particle cryo-EM structures of large macromolecules
can add signiWcantly to our understanding of the archi-
tecture, dynamics and function of macromolecular com-
plexes even at intermediate levels of resolution. Of
course, there is a justiWed hope that routine structure
determination at higher resolution is possible and has so
far only been limited for practical reasons (Henderson,
1995). However, one of the major diYculties in single-
particle cryo-EM is not the reWnement of an available
structure to obtain higher resolution, but rather the
structure determination de novo of a molecule. It is
thus important to start de novo structure determina-
tion with images that are of the best quality
obtainable.

Whether the use of images recorded on a CCD cam-
era helps in improving the image phases at low-to-
medium resolutions was therefore tested in this work. As
we show, the quality of the image phases of low (»20 Å)
spatial frequencies can be improved by about 8° as esti-
mated from analysing images of amorphous carbon Wlm.
The fact that phases of CCD images are more reliable
adds signiWcantly to the understanding of the better per-
formance of CCD-recorded images in single-particle
analysis. On the basis of the results of the comparison
Fig. 8. TMV images recorded on CCD detector (4£ pixel binning; pixel size: 60 �m). The mean number of counts has been adjusted to the same elec-
tron dose as applied for the Wlm exposure, i.e., about 20 e¡/Å2 (compare Fig. 5). First row, 161 000£ magniWcation, 4 Å/pixel at the specimen level;
second row, 214 000£ magniWcation, 3.1 Å/pixel at the specimen level; and third row, 279 000£, 2.3 Å/pixel; last row, 343 000£, 1.8 Å/pixel. Columns
from left to right: single aligned image, MSA-based class average with eight members, power spectrum of that class average, and power spectrum of
an average image from 20 aligned images.
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between digital and analogue image recording, the use of
a CCD detector instead of conventional photographic
Wlm can clearly be recommended for making initial
image-processing in single-particle analysis more reli-
able. The results obtained in our tests show that the
CCD camera is superior in all relevant aspects, and they
conWrm our practical experience that CCD images are
better for de novo structure determination. This general
statement agrees well with results that we have obtained
using other cameras such as a TVIPS 1k £ 1k (BioCam-
0124) and TVIPS 2k £ 2k (TemCam F224HD) camera
for some of the above mentioned experiments using a
few comparable camera settings (data not shown). A
possible explanation for better image phases of CCD
detectors compared to Wlm may be due to the thickness
variations in the emulsion over large regions of the Wlm.
Such variations are automatically eliminated by the
application of XatWelding combined with dark Weld sub-
traction in case of the CCD camera. The higher consis-
tency of image phases is associated with higher SSNR of
CCD detectors at low resolutions in comparison with
Wlm. Recently reported results on the SNR of CCD cam-
eras in comparison with Wlm (Booth et al., 2004) are in
good agreement with our results. In addition, the present
work also takes into account the inXuence of image-pro-
cessing, by applying alignment algorithms to the image
data.

The continuous signal obtained from the carbon Wlm
alone makes such Wlms ideal specimens for the kind of
tests performed here (Zhang et al., 2003). The scattering
properties of amorphous carbon are similar to those of
biological specimens, the alignment of carbon-Wlm
images always works perfectly, and the signal is equally
distributed over the total bandwidth of the recording
Fig. 9. InXuence of the sampling interval on the performance of alignment and classiWcation. (A) Class average of eight images of TMV recorded at
1.5 Å/pixel as in Fig. 7, fourth row. The power spectrum of the class average shows clearly visible background noise at »20 Å, although the SSNR at
this resolution should be very high (right column, results obtained from eight images of carbon Wlm that have been treated identically to the TMV
images). (B) Class average of eight images of TMV recorded at 3.5 Å/pixel as in Fig. 7, Wrst row. The power spectrum shows a low level of back-
ground noise, the Wrst maximum of the SSNR is about 50% lower, too. (C) Results obtained with the images shown in (A), but binned in Fourier
space by a factor of 2.3 so that the Nyquist frequency becomes identical to that in (B) and oversampling is reduced. In contrast to (A), the alignment
and averaging algorithms are able to amplify the helical signal in the 23–18 Å range. The high SSNR is retained, leading to a better visual image qual-
ity compared with (B).
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device. Therefore, the various results obtained by
operating the camera in diVerent modes can be used
to determine the optimum settings for image-recording
in single-particle cryo-EM.

A more routine method to test the performance of a
recording device is the determination of the modulation
transfer function (MTF) from averages of Fourier-trans-
formed electron-noise images (de Ruijter and Weiss,
1992). The MTF has the value one at the base frequency
of the device, whereas for all other spatial frequencies up
to the Nyquist frequency the relative signal strength is
plotted. This approach is especially suitable for the evalu-
ation of the higher-resolution information, whereas
diVerences close to the origin of the MTF are not accen-
tuated. A similar situation is encountered in connection
with the B factors (Fig. 4): in fact, the data presented here
for signal decay of spatial frequencies appear to imply
that the Wlm is superior to all settings of the CCD camera.
However, the direct measurement of phase consistency at
low-to-intermediate resolutions, using real-world speci-
mens, provides an excellent explanation for the superior
quality of images recorded on a CCD detector.

When the performances of diVerent media are being
discussed, the interference of the recording device and
microscope settings should also be addressed: a large
area of the recording device such as a Wlm measuring
9 £ 12 cm also requires a large diameter of the electron
beam in the image plane, leading to longer exposure
times and possibly a stronger inXuence of unavoidable
specimen movement. If the brightness of the beam is
adjusted by opening the condenser apertures, the advan-
tage of a shorter exposure time is unfortunately can-
celled out by the lower coherence of the beam and, thus,
higher spatial signal decay. With Wlm, this problem can
be overcome by the traditional small-spot scanning pro-
cedure (Bullough and Henderson, 1987; Downing, 1991).
In contrast, the full area of current CCD chips has to be
exposed in practice to avoid time-consuming reading of
dead areas. Two-fold binning of the CCD pixels (in the
present study leading to an eVective pixel length of
30 �m, twice the 15 �m for the unbinned settings) leads
to a combination of three eVects: (1) 4-fold increased
light sensitivity, allowing shorter exposure times and
maximum beam coherence, (2) approximately 4-fold
increased readout speed and (3) lower internal readout
noise.  These eVects are of course even stronger for
4£ binning, when in total 16 pixels are connected to one
“super-pixel” of a side length of 60 �m. In our experi-
ence, the combination of these three eVects, in particular
the extraordinarily high light sensitivity of CCD detec-
tors, is also responsible for the dramatic improvement of
image quality when non-FEG microscopes are used.

An important disadvantage of CCD pixel binning is
that the imageable area becomes very small
(»2000 £ 2000 Å), especially when high magniWcations
are applied at the same time. The situation becomes even
worse at higher defoci, where image information is delo-
calised: if a defocus of 20 000 Å, a high tension of 200 kV
and a spherical aberration constant of 2.0 mm are
assumed, then the 10 Å information of a given point is
distributed around a circle of »50 Å radius, while the 5 Å
information is spread over an area of »100 Å radius. So
a globular particle 300 Å in diameter would need a circu-
lar area of at least 500 Å to be recorded, in order to allow
a complete defocus correction. If the particle is too close
to the edge of the image, it is therefore to be excluded,
and the useful chip length is reduced by about 10%. On
the other hand, CTF eVects do not argue against the use
of particles close to the edges in the initial, low-resolu-
tion 2D and 3D analyses.

In practice, the simplest method to record large con-
tinuous areas is a variant of small-spot scanning over
adjacent areas using the electron microscope’s image
and beam shift (Sherman et al., 1996). The CCD control
software EM-MENU (see above) allows images to be
recorded with slight overlap in both the x and the y
direction and then to be stitched by a translational 2D
cross-correlation algorithm. As a main advantage, man-
ual or (semi-) automated particle selection is faster with
only a few large images than with many small ones. As a
main disadvantage, small overlap zones with doubled
electron dosage occur, owing to the overlap and to the
fact that a circular beam has to illuminate a square CCD
detector up to the edges of the detector. Furthermore,
the use of overlapping image parts is not applicable to
native cryo-specimens in ice holes, as the signal of the
carbon Wlm is required to determine the exact relative
image positions.

The application of the diVerent camera settings to
TMV reveals the important inXuence of the sampling
interval. The low-frequency spectrum of an image is
known to be important to direct the alignment of the
higher spatial frequencies (Shaikh et al., 2003). However,
as an intrinsic feature of cross-correlation based algo-
rithms, a large amount of high-frequency noise will mis-
direct cross-correlation-based alignments to a certain
extent and lead to poorer alignment of lower spatial
frequencies. For best results in the low- to medium
(15–25 Å) resolution range, it is therefore useful to
record “oversampled” CCD images and then to coarsen
the images to Nyquist frequencies of around 7 Å (see
Fig. 9). As expected, and as further demonstrated by the
carbon-Wlm experiments, the high SNR of the lower
spatial frequencies is unaltered by this procedure. More-
over, interpolation is not necessary, as upon Fourier
transformation of the image only the central part of the
transform can be reverse-transformed to yield any
desired sampling interval. A more sophisticated way to
avoid the inXuence of high-frequency noise is the use of
a spatial weighting scheme to assess the similarity of par-
ticle and reference images. The weakness of traditional
cross-correlation-based alignment procedures to deal
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with high-frequency noise, and the applicability of
weighted correlation coeYcients, have recently been
reviewed in detail (Stewart and GrigorieV, 2004). Over-
all, the results obtained with improper sampling inter-
vals illustrate that the advantages of higher image
quality can easily disappear if over-weighting of the
high-frequency components of the images occurs during
the initial calculations.

5. Conclusions

Our results demonstrate the excellent qualities of
images recorded with CCD detectors when the low-to-
medium resolution signal (10–25 Å) is to be recovered
from the superposed noise in the initial steps of image-
processing. This feature is helpful in de novo structure
determination of single particles and in other low-con-
trast situations, e.g., when small protein complexes are
imaged and computer processing of the images is diY-
cult. The use of CCD cameras for single-particle struc-
ture determination is therefore recommended in the
initial steps of the analysis in such situations. In contrast,
the current generation of 4k £ 4k CCD cameras does not
perform better than conventional silver halide Wlm in sit-
uations where molecular resolutions beyond 7 Å are to
be reached. However, the performance of the CCD
detector depends strongly on the settings of the electron
microscope and of the detector itself. Binning of the
CCD pixels thus leads to larger eVective pixel sizes, with
higher SNRs and better transmission of image phases,
while the high sensitivity of the CCD camera enables the
use of small condenser apertures for maximum coher-
ence of the electron beam. Because for these settings the
imageable area becomes very small, the images should be
recorded with automated small-spot scanning, as imple-
mented in the CCD camera control software.
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