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Recent neuroimaging studies provide evidence for a shared neural
network for phonological processing in language production and
comprehension. The temporal dynamics in this network during
comprehensionhasbeen investigatedbyThierryetal., who showed
a primacy for Wernicke’s over Broca’s area. In the present study,
we demonstrate the reversed pattern for language production.

These results can be interpreted with respect to the functionality
of the di¡erentregionswithin the sharednetwork,withWernicke’s
area being the sound form store and Broca’s area a processor
necessary to extract relevant phonological information from that
store. NeuroReport 14:2031^2033 �c 2003 Lippincott Williams &
Wilkins.
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INTRODUCTION
The time course of brain activation during the processing of
phonological information has been the focus of research for
a long time. A variety of measures (speech onset latencies,
reaction times, event-related potentials (ERPs) and later-
alised readiness potentials (LRPs) as well as their corre-
sponding magnetic fields (MEG) were employed to
determine the temporal relationship between phonological
and other (e.g. semantic) processes during language
production and comprehension [1–6]. There is also exten-
sive effort in identifying the brain regions supporting these
processes. According to the classical neurological model [7],
there are two regions crucial for language processing.
Language production is said to be supported by Broca’s
area (Brodmann’s areas (BA) 44 and 45 in the left inferior
frontal gyrus (IFG); see [8] for the careful investigation of the
actual anatomical boundaries of this region, and [9] for the
corresponding probability atlas). Language comprehension,
on the other hand, is supposed to rely on Wernicke’s area
(i.e. the posterior portion of the left superior temporal gyrus
(pSTG) and adjacent regions; see [10] for a detailed
discussion of the literature about the anatomical definition
of Wernicke’s area, and [11,12] for recent probability atlases
of this region).
For phonological processing, there is convincing evidence

for a shared neural network for language production and
comprehension, consisting of the superior portion of the left
BA44 and BA22 in the left pSTG [13–17]. There is also
evidence for the involvement of parts of the planum
temporale in specific phonetic processing at least in
language comprehension [18]. Still, only little is known
about the temporal interplay of these regions during

phonological processing. Using fMRI, Thierry et al. [19]
investigated the time course of activation in Broca’s and
Wernicke’s area during language comprehension. The
authors were able to demonstrate that the BOLD (blood
oxygen level dependent) signal reaches its maximum in
Wernicke’s area B3 s earlier than in Broca’s area. However,
it cannot be excluded that this temporal delay is a general
property of these regions and not specific for phonological
processing during comprehension, since it is known that the
temporal characteristics of the BOLD response differ among
brain regions [20].
Evidence for the fact that the neural activity in Wernicke’s

area also precedes that in Broca’s area during language
production was provided by Kober et al. [21] by means of a
MEG dipole analysis. In two tasks (silent naming, silent
reading), the authors observed a temporal primacy for the
activity in Wernicke’s area. However, the authors explicitly
stressed that three of the eight subjects showed the reverse
pattern. Considering this fact and, more importantly, the
nature of the task that implies not only phonological, but
also semantic and orthographic processes, no final conclu-
sion can be drawn about the temporal interplay of Broca’s
and Wernicke’s area during phonological processing in
language production.
We have, therefore, re-analysed our data [15] concerning

the neural correlates of phonological processing during
language production. In this analysis, the focus was on the
temporal dynamics of the BOLD signal in the two central
regions supporting phonological processing (superior por-
tion of BA44, henceforth Broca’s area; pSTG, henceforth
Wernicke’s area) as measured by two different phonological
tasks.
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We will briefly describe the methods and results of the
Heim et al. [15] study before reporting the results of the
actual time-course analysis.

MATERIALS AND METHODS
In an event-related design, eight healthy subjects (age 24–29
years, three females; informed consent was obtained) saw
pictures of real objects and performed a total of four tasks,

two phonological (PHON1 and PHON2), a semantic (SEM),
and a baseline task (BASE). In PHON1, they indicated
whether the German picture name started with the
phoneme /b/ or not; in PHON2, they decided whether
the initial phoneme was a vowel or not; in SEM, they
pressed a button depending on whether the object was
natural or man-made; and in BASE, they responded
whenever a target picture appeared on the screen. Twelve
axial slices (6mm/2mm) were acquired using a 3T scanner
(Medspec 30/100, Bruker, Ettlingen) with a TR of 1 s and a
FOV of 19.2 cm (for further details see the Methods section
in [15]). The contrasts PHON1�SEM, PHON2�SEM,
PHON1�BASE, and PHON2�BASE as well as conjunction
analyses [22] were calculated. In all contrasts, there was
activation in the superior portion of BA44 (Broca’s area) and
in the pSTG (Wernicke’s area; Fig. 1). These results were
comparable to those reported for phonological processing in
language comprehension, indicating the existence of a
common neural network for production and comprehen-
sion.
In the present analysis, we extracted the time course of the

modelled BOLD response in Wernicke’s and Broca’s areas
for both phonological conditions in a 10 s time window
(Talairach coordinates PHON1: Broca �50,18,24; Wernicke
�50,�54,29; PHON2: Broca �53,15,21; Wernicke
�53,�45,21). The data were taken from a 3D 26-voxel
neighbourhood surrounding the voxel of peak activity
(Fig. 2). Further, for each subject the time-to-peak (TTP)
was calculated for each condition (PHON1, PHON2) and
each region of interest (ROI). These data entered a 2� 2
repeated-measures ANOVA with the factors condition and
ROI. Missing values were replaced by the cell means.

RESULTS
There was a significant main effect for condition
(F(1,7)¼ 12.45; po 0.001) and ROI (F(1,7)¼ 49.51;
po 0.001), and a significant interaction (F(1,7)¼ 7.37;
po 0.03). Post-hoc t-tests revealed that this interaction was
due to a significant difference between the TTP in PHON1
and PHON2 in Broca’s area (t(7)¼�5.82; po 0.001) and
between the TTP in Broca’s and Wernicke’s area in PHON2
(t(7)¼�6.11; po 0.001). Overall, the TTP was shorter in

Fig. 1. Statistical parametric maps (SPMz) of the activations in the con-
junction analysis representing phonological processing, superimposed
onto a high-resolution 3D MDEFT scan of a representative individual
brain. The coloured scale bars indicate the activation strength. (For a
complete list of activations see [15],Table 2).The displayed sections were
taken at x¼�47 (sagittal) and z¼ 26 (axial) inTalairach coordinate space.
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Fig. 2. Time courses of themodelled BOLD response in a10 s timewin-
dow as a function of region and task.
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Broca’s area than in Wernicke’s area (t(7)¼�7.04; po 0.001;
see Table 1 for the absolute TTPs).

DISCUSSION
In the present study, we investigated the time course of
brain activation in Broca’s area and Wernicke’s area induced
by phonological processing during language production.
There was an earlier time-to-peak (TTP) in Broca’s than in
Wernicke’s area, and for the two phonological tasks
(PHON1: /b/ or not?; PHON2: Vowel or not?), the TTP
was shorter for PHON2 than for PHON1.
These results are interesting in the light of those obtained

by Thierry et al. [19] in a language comprehension study, in
two respects. First, whereas Thierry et al. observed a
primacy for Wernicke’s over Broca’s area, the reversed
pattern was found for production in the present study, with
the mean temporal delay between the two peaks being
identical (B3 s). This result clearly speaks against the
hypothesis of a general primacy for Wernicke’s area that
might have been supposed on the grounds of the reported
studies [19,21]. Rather, the present data suggest that the
cortical network for phonological processing is identical for
production and comprehension with respect to the regions
involved but characterised by a variable dynamics. In
comprehension, Wernicke’s area is activated first [19], and
only if phonological segmentation is required, Broca’s area
is recruited [13]. In production, it appears that Broca’s area
is activated first in order to retrieve phonological informa-
tion from the sound form store of the mental lexicon located
in the pSTG [23].
Second, and supporting this notion, it appears that the

overall TTP is longer for production than for comprehension
(Thierry et al.: Wernicke 2.85 s, Broca 5.61 s; this study:
Wernicke 7.00 s, Broca 4.39 s), although the difference
between the TTP in comprehension and production is
constant. Since both the present and the Thierry study used
fMRI, this difference in the TTP is unlikely to be caused by
the registration method per se. Rather, this pattern reflects
the temporal sorting of the different stages in serial
psycholinguistic models of language comprehension and

production [6,24]. In these models, phonological processing
takes place early in comprehension (before semantic
processing) but late in production (after semantic proces-
sing). Thus, the temporal pattern of activation observed in
the present study is in line with a large body of evidence
from behavioural and electrophysiological data taken to
support these serial models [2,4]. They add to these in
identifying the different time courses for production and
comprehension to be instantiated in the identical neural
network.

CONCLUSION
In the present study, we were able to demonstrate that there
is a variable temporal dynamics in the shared cortical
network supporting phonological processing in language
production and comprehension. This dynamics is such that
Broca’s area is activated before Wernicke’s area in produc-
tion, whereas the opposite pattern holds for comprehension.
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21. Kober H, Möller M, Nimsky C et al. Hum Brain Mapp 14, 236–250 (2001).

22. Price CJ and Friston KJ. Neuroimage 5, 261–270 (1997).

23. Hickok G and Poeppel D. Trends Cogn Sci 4, 131–138 (2000).

24. Levelt WJM, Roelofs A and Meyer AS. Behav Brain Sci 22, 1–75 (1999).

Table 1. Mean time-to-peak (TTP; ms) and standard deviation (in par-
entheses) as a function of region of interest (ROI) and condition.

Broca’s area Wernicke’s
area

PHON1 5.78 (1.45) 7.00 (1.51)
PHON2 3.00 (0.54) 7.00 (1.51)
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