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Chapter 1

Introduction

Having made a mistake,
not to correct it

is a mistake indeed.

(Confucius 551-479 B.C.,

Chapter 15, Verse 29)

Thinking about human errors, tragic accidents come oftemittd at first,
such as the Chernobyl disaster of 1986 or the Piper Alphdatiigpm explosion
in 1988. TheSwiss Cheese Modbly Reason (2000) provides one possible ex-
planation how human errors can emerge. In an ideal safensytitere are many
intact defensive layers, e.g., alarms, automatic shutdawicontrol room opera-
tors. In reality, however, the defensive layers rathermdde a swiss cheese. The
holes in the cheese represent weak spots in the defensimeslayweak spots in
any one layer do not normally cause a bad outcome. Genetraltyic accidents
happen when weak spots in many defensive layers momeniaglyp to permit
a trajectory of accident opportunity. These holes arisetdar reasons: active
failures and latent conditions. Active failures are theafesacts committed by
people who are in direct contact with the system. At Cherhdbyexample, the
operators wrongly violated plant procedures and switcHféduzcessive safety
systems, thus creating the immediate trigger for the qafasic explosion. But,
human errors are primarily consequences rather than ceweséng their origins
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in the system itself. Such latent conditions are caused bigidas made by de-
signers, builders or managers, which can lead to error giogaonditions (e.g.,
time pressure, inexperience) and long-lasting weakneaste defenses (e.qg.,
unworkable procedures, construction deficiencies). Apiplesearch has focused
on the issue of how the incidence of dangerous errors camiedi by creating
systems that are better able to tolerate the occurrenceaster

From the mid-1970s onwards, human error has become a pex@arch topic
in experimental psychology. Empirical studies focusedrmadequate description
of cognitive control processes to predict correct perfaroeaas well as varieties
of human fallibility. Following the psychological defirath by Reason (1990, p.
9), human errors

. encompass all those occasions in which a planned sequan
mental or physical activities fails to achieve its intendetcome, and
when these failures cannot be attributed to the interveragiosome
chance agency.”

A taxonomy of different error types was proposed by Reas88({L He distin-
guished three primary types of errors according to the d¢ivgnstages at which
they occur. Errors arising during planning an action aresifeed asnistakesand
refer to a failure in identifying the goal of an action anditoideciding upon the
means to achieve it. Thus, they involve a mismatch betweemptior intention
and the intended consequences. Mistakes, for example, teefailures in ex-
pertise, where some preestablished problem solution ibeapimappropriately.
Failures in the storage phase, the phase between fornguthénintended action
and running it off, are denominatddpses A third error type emerging during
the actual implementation of the stored plan is terraetibn slips Action slips
occur, if the correct response is known, but the individadktl in its execution,
regardless of whether or not the plan which guided him wagqate to achieve its
objectives.Action slips are easy to detect and frequemtiyected by the individ-



3

ual. Familiar examples are slips of the tongue or slips ofoére The distinction
between mistakes and action slips can be summarized aw$ollo

"If the intention is not appropriate, this is a mistake. létaction is
not what was intended, this is a slip.” (Reason, 1990, p. 8)

In consequence of the ease in error detection, experimpsyghology has
primarily focused on action slips. Different paradigmssiag execution errors
have been designed. A frequency manipulation provides temative, which
results in a largely automatic performance of highly fregustimuli, whereas
action slips emerge on less frequent stimuli. Second, @dsé&lgituations demand
a spread in attention so that actions slips are likely to nesdditionally, tasks in
which a prepotent response needs to be overcome represeviadept paradigm
to provoke action slips, e.g., the Eriksen flanker task @enik & Eriksen, 1974).
A common feature of these tasks is their performance under firessure that
causes premature responses.

In the 1990s of the last century, experimental researchthedield of hu-
man errors has received new impulses by psychophysiologigsstigations us-
ing electroencephalography. This work was pioneered byrdésearch groups
around Falkenstein and Gehring. With a short delay, botluggaeported an
electrical potential in the electroencephalogram relatedrroneous responses,
denominated error negativity (Ne; Falkenstein, Hohnskid¢aormann, & Blanke,
1990) or error-related negativity (ERN; Gehring, Goss,e80K Meyer, 1993).
The discovery of the Ne/ERN has initiated an extensive @stein this field that
has been further enhanced by the usage of imaging technidtmser studies,
however, have focused on the consequences of errors. Witie iend-1960s to
1970s, a wide variety of behavioral experiments investig&tror correction (e.g.,
Rabbitt, 1966a,b; Rabbitt, & Rodgers, 1977), studies usiegtrophysiological
or imaging techniques have rarely concentrated on thig topi

Outline of the present work The aim of the present work is a comprehensive
multi-methodological investigation @frror correction In addition to behavioral
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data, electrophysiological and imaging techniques aréeapfm examine the tem-
poral and spatial characteristics of error correction. &édoer, cardiac activity as
a psychophysiological measure is used to investigate @saofjthe autonomic
nervous system related to error correction.

Chapter 2will give the theoretical background of the experiments. tHis
chapter, the electrophysiological, psychophysiologéral neural correlates of er-
ror detection and error correction will be reviewed and timeent theories of error
processing will be outlinedChapter 3will describe the applied methods, includ-
ing event-related potentials (Chapter 3.1), heart rateyp@r 3.2), and functional
magnetic resonance imaging (Chapter 3.3). The empiricabpthe present work
is addressed in the subsequent Chapters 4 @héapter 4will report the electro-
physiological resultsChapter 5the psychophysiological results aghapter 6
the imaging results. Each of these chapters will end withsaudision of the ob-
tained results within the framework of the current theoé®rror processing.
Chapter 7will summarize the main findings of the present work and ptevan
integrative discussion of these findings.



Chapter 2

Theoretical Background

Different paradigms, such as the Eriksen flankers task, @ahring et al., 1993),
the Stroop task (e.g., Kerns, Cohen, Macdonald, Cho, Ste&g@arter, 2004),
the GoNogo task (e.g., Falkenstein, Hohnsbein, & Hoorma@e6) or the Stop-
Signal task (e.g., Christ, Falkenstein, Heuer, & Hohnski2@®0) have been used
to investigate error-related processes. A common feafutese tasks is the need
to overcome a prepotent response under time pressure, @h warticipants often
fail and produce errors. Referring to the classification lkgasdn (1990), commit-
ted errors can be defined as action slips, which are easy ¢otd®t the person
(cf., page 2). A substantial portion of these errors are idiately followed by
corrections.

In the following chapter, empirical findings about error ggesing will be
reviewed. First, behavioral studies will be described. sTwill be followed by
an introduction to electrophysiological studies invedtiigg error-related compo-
nents by means of the electroencephalogram (EEG). Theassthieoretical con-
cepts underlying error processing will be explained afteds. Recently, changes
in psychophysiological measures, such as cardiac or etinimal activity, have
been related to error processing. Studies investigatiagt ngte changes associ-
ated with error processing will be surveyed in this chagtarally, the status quo
of error-related fMRI findings will be reviewed.
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2.1 Behavioral Findings of Error Processing

In simple serial choice reaction time tasks participantsdetect and correct their
errors very efficiently without being given an external sigthat an error had
occurred (Cooke, & Diggles, 1984; Rabbitt, 1968, 1966aBitor corrections
are also made involuntarily when prohibited by experimientruction (Reason,
1990; Rabbitt, & Rodgers, 1977). In a study by Rabbitt (1968ung adults
signaled their errors by pressing a key which was not apjliettie task. The
data showed that participants were able to detect 71% af ¢neirs, taking an
average of 676 milliseconds [ms] to do so. Error correctivase more accurate
and much faster than "error signaling responses” whengiaatits made the re-
sponse which should have been made. Depending on the taskeantkthod of
measurement, error corrections can be completed withiro 320 ms after the
error that they follow (Angel, 1976; Higgins, & Angel, 197Angel, & Higgins,
1969; Rabbitt, 1968, 1966a,b). Cooke and Diggles (1984ystdhat 50 ms be-
fore any overt sign of limb movement the electromyograpEMG) activity of
the muscle producing the error movement was suppresseld, WwaiEMG activity
of the muscle moving the fingers to the correct direction wdsaced. Because
error correction is one of the fastest cognitive procesaeternal monitoring of
a motor copy of the generated response has been proposéitéraiedefference
copy. This internal monitoring process is assumed to allow @bimg errors more
quickly than responding to an external signal.

Error corrections can be explained in terms of a continuaws @f informa-
tion into the response selection process leading to an adetion of information
over time. If aresponse is delivered prematurely, littfeimation can be accumu-
lated and the response will be selected upon the basis ahiplete information
making an erroneous response likely. While an error is beimgmitted, stimulus
processing continues resulting in the correct responsegtfor correction (Rab-
bitt, & Vyas, 1981; Rabbitt, Cumming, & Vyas, 1978; Rabbit§66b). Figure
2.1 depicts a simplified diagram of th&ormation Processing ModeThe model
details the different stages of information processingiatetnal representations
engaged when an error is committed and corrected. In thigatia a feedback
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loop is proposed that receives as input the efference coplyeofotor outflow.
The internal representation of the generated responseripared with the inter-
nal representation of the predicted correct responsangrisbm motor selection.
If a mismatch occurred, an error signal is elicited, whiépgers a modulation of
the motor command resulting in a corrective response as$gsbssible.

Stimulus Response —————3» Motor — Erroneous Response
Encoding Selection ~» Command » Corrective Response
Corrective
Command
A
\
Predicted P J
Correct — | ES J]-e— Efference Copy of
Response o Motor Outflow

Figure 2.1:Simplified diagram of the Information Processing Model détgibifferent
stages of information processing and internal respresé@ntatengaged in error produc-
tion and correction (adapted from Desmurget and Grafton, 2008g large grey square
delineates the feedback loop used to correct the erronemmonse. When a motor com-
mand is selected, an efference copy is generated and compiinetthevpredicted correct
response resulting from motor selection. If a mismatch ocdy@e error signal (ES) is
elicited, which triggers the corrective motor command as fagt@ssible.

In addition to immediate error corrections, participardguat their behavior
in subsequent trials following an error. Rabbitt (1968)ar@dpost-error slowing
(PES)meaning that reaction times are slower for correct resgofudwing an
erroneous response than for other correct responses. ThefRiEt was also ob-
served for errors that had not been overtly signaled whem-eignaling instruc-
tions had been given. The PES effect, however, is incomsigteported in the lit-
erature. While some studies found reaction time slowingradtrors (Ullsperger,
& Szymanowski, 2004; Rabbitt, 2002; Gehring, & Fencsik, ZORabbitt, &
Vyas, 1970; Rabbitt, 1968), other studies did not obsenie&étfect (Ullsperger,
& von Cramon, 2001) or did not mention it. Stemmer and collesgy(2004)
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showed a large variability of the PES effect across indiaigusuggesting that
post-error slowing reflects an effect of low robustness. later study, Rabbitt
and Rodgers (1977) demonstrated that responses follownogseare not only
slow, but also inaccurate. The authors suggest that paatits have to suppress
the tendency to correct their errors, if they are requiredade any other response
resulting in longer reaction times and more errors on subsdctrials. In addi-
tion, confusion in the choice of responses after commitéingerror might have
increased erroneous responses after errors.

2.2 Electrophysiological Correlates of Error Processing

The investigation of error processing by means of eleciysiofogical measures
was inspired primarily by the discovery of an event-relgietential (ERP) asso-
ciated with errors. Thus, a considerable series of ERPesguslere conducted to
examine the characteristics and functional significanakiefcomponent, which
will be reviewed in the following.

2.2.1 The Error-related Negativity (ERN)

ERP studies revealed a negative voltage component assibgidth errors, the
error negativity (Ne; Falkenstein et al., 1990), or erlated negativity (ERN;
Gehring et al., 1993). In the following, the term ERN will bgedl. The ERN starts
at the onset of the EMG activity preceding the overt erropoese and peaks
about 50 to 100 ms after key press (Kopp, & Rist, 1999; Geheingl., 1993).
It shows an amplitude in the range of 10 microvql¥/} or larger and is fronto-
centrally distributed over the scalp (see Figure 2.2). &olwcalization studies
suggest that the ERN is generated in the dorsal part of teei@antingulate cortex
(ACCQC), particularly in the rostral cingulate zone (RCZ).(athapter 2.5.1, page
25; Luu, & Tucker, 2001; Dehaene, Posner, & Tucker, 1994).

The ERN occurs when errors of choice (erroneous respongmicezreaction
time task), errors of action (uninhibited response on Nofils) (Scheffers,
Coles, Bernstein, Gehring, & Donchin, 1996), or late respsn(Luu, Flaisch,
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Figure 2.2:Left: Response-locked ERPs on correct trials and errofgré FCz. Error
trials show a prominent error-related negativity (ERN) &viled by an error positivity
(Pe). Right: Isopotential maps of error trials in the time wivd of the ERN (0-120 ms)
and the Pe (300-500 ms).

& Tucker, 2000b) are committed. The appearance of the ERNdisgendent of
the fact whether errors were corrected or not suggestingthigcomponent is
not simply a reflection of error correction. Moreover, theNER unaffected by
perceptual properties of the stimuli (Bernstein, Scheffé& Coles, 1995) as well
as stimulus (Falkenstein, Hohnsbein, Hoormann, & Blank®1) and response
modality (Nieuwenhuis, Ridderinkhof, Blom, Band, & Kok, @0 Gehring, &
Fencsik, 2001; Masaki, Tanaka, Takasawa, & Yamazaki, 208lkenstein, Hoor-
mann, Christ, & Hohnsbein, 2000; Van 't Ent, & Apkarian, 198flroyd, Dien,
& Coles, 1998). Its amplitude, however, can be modulateddwerml factors,
such as error detectibility (Falkenstein et al., 2000; B&im et al., 1995), time
pressure (Falkenstein et al., 2000; Falkenstein, Hohni&iHoormann, 1994;
Falkenstein et al., 1990) , error force (Scheffers et aB61¥Kopp, Rist, & Mat-
tler, 1996) , individual error salience (Ullsperger, & vora@ion, in press; Pailing,
Segalowitz, Dywan, & Davies, 2002; Dikman, & Allen, 2000; W,uCollins, &
Tucker, 2000; Bernstein et al., 1995) , or age (Nieuwenhtu#. £2002; Falken-
stein et al., 2000).
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In general, the ERN is elicited after action slips (cf., pa@yee.g., due to pre-
mature responding, but not in experimental settings, inctviparticipants have
too little information for detecting the error without extal feedback (Holroyd,
& Coles, 2002; Coles, Scheffers, & Holroyd, 2001; Scheffé@&€oles, 2000). In
such underdetermined conditions, an ERN-like wave can ibitegl by external
error feedback, denominated feedback-ERN (Holroyd, & €®602; Badgaiyan,
& Posner, 1998; Miltner, Braun, & Coles, 1997) or medial tamegativity
(MFN; Gehring, & Willoughby, 2002). Due to the fact that aerfeedback is
presented externally by using sensory stimuli, the ERN sdenbe at least par-
tially independent of the motor system. In addition to ggdfierated errors, latest
findings demonstrated that the ERN is also elicited by oleskevrors (van Schie,
Rogier, Coles, & Bekkering, 2004).

2.2.2 The ERN and Error Correction

Few psychophysiological studies have systematicallysitigated the relationship
between the ERN and error correction. These studies rel/@atensistent find-
ings about whether ERN amplitude and latency vary as a fomaf whether
errors are corrected or not. Gehring and colleagues (129&)ed the ERN am-
plitude to three measures of compensatory behavior by teagriksen flanker
task (Eriksen, & Eriksen, 1974). They found a modulationhef ERN amplitude
by the probability of error correction. The data showed thatlarger the ERN,
the greater the probability that an error would be correotethe same trial. Sec-
ond, the ERN amplitude was modulated by error response &browing a larger
ERN for a small response force than for a large response.fétded, they found
that the larger the ERN, the slower the response in the imatedgifollowing cor-
rect trial. The authors suggested that the tendency to adopire conservative
strategy following an error is related to the size of the ERNewror trials.
Consistent with the results by Gehring et al. (1993), Falka&in and col-
leagues (1994) reported a larger ERN amplitude for cordempenpared to uncor-
rected errors in a two-choice reaction time task. Howeves, ¢ffect was only
found after auditory but not after visual stimuli. Thus, tnghors assumed that
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the ERN is not associated with error correction. In a latedysof the same group,
however, an enhanced ERN amplitude for corrected compareddorrected er-
rors was observed after both auditory and visual stimulik@testein et al., 1996).
Falkenstein and colleagues (1996) argued that errors mey lb@en detected
less clearly or later for uncorrected errors resulting ireardased amplitude of
the ERN. This finding was strengthened by recently publisthaiz showing a
larger ERN for corrected than uncorrected errors (Rodegtmnells, Kurzbuch,
& Minte, 2002). Comparison of the onset and time course ®BRN and LRP
components showed that corrective activity precedes thé iBRicating parallel
processing of the erroneous and correct response tendentigs result is in-
consistent with the assumption that the process underthi@@&RN triggers error
correction. The authors further found a modulation of ERNpktede by cor-
rection speed exhibiting a larger ERN for quickly comparedlowly corrected
errors. They assumed that the temporal overlap of the regpendencies for er-
ror and corrective responses is greater for fast than fer stwrections reflected
in a larger ERN.

Inconsistent findings were also reported with regard to E&Bhicy. Falken-
stein and colleagues (1994) observed no latency diffeseotthe ERN between
corrected and uncorrected errors neither after auditoryafter visual stimuli.
In a later experiment of the same group, a modulation of ERdhky between
corrected and uncorrected errors was discovered revealaigr peak for uncor-
rected compared to corrected errors after both auditorywesnal stimuli (Falken-
stein et al., 1996). In contrast, a study by Rodriguez-Htee al. (2002) did not
find latency differences of the ERN between corrected andmected errors nor
between slow and fast error corrections.

2.2.3 The Error Positivity (Pe)

The ERN is frequently followed by a second ERP componentetiar positivity
(Pe; Falkenstein et al., 2000, 1990). The Pe occurs aboutn3d0 500 ms after
the onset of an erroneous response and is maximal at caatieigh electrode sites
(see, Figure 2.2). Some studies also reported a more mickinial distribution
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(Ulisperger, & von Cramon, 2001; Falkenstein et al., 200b)e Pe does not seem
to be related to error correction, whereas it varies witbraate, error detectibility
and age (Falkenstein et al., 2000).

The functional significance of the Pe is less understood.edtrs to vary
independently of the ERN and shows a high variance acrogectsitand tasks
(Falkenstein et al., 2000; Falkenstein, 2004). In theiiengy Falkenstein et al.
(2000) suggested that the Pe reflects further error or post{@ocessing, such as:
first, conscious error recognition (Hajcak, McDonald, & &mms, 2003; Nieuwen-
huis et al. 2001; Falkenstein et al., 2000; Leuthold, & Sommh@99), second,
an adaptation of response strategy after a perceived éfiajcgk et al., 2003;
Nieuwenhuis et al., 2001; Leuthold, & Sommer, 1999; but skspErger, & Szy-
manowski, 2004, for conflicting findings), and third, sulbije emotional error
processing, which is modulated by the motivational sigaifie of an error (van
Veen, & Carter, 2002; Falkenstein et al., 2000) .

2.3 Models of Performance Monitoring

Several models of performance monitoring have been proptsexplain the
ERN phenomenon and its modulations. The first conceptuigizavas theMis-
match Hypothesiput forward by Falkenstein and colleagues in 1990, which wil
be described first. Eight years later, an alternative adosas presented by Carter
and colleagues. ThiResponse Conflict Hypothesidll be reviewed afterwards.
Moreover, recent studies suggesteaaluative monitorindgunction of the ERN,
which will be discussed at the end.

2.3.1 The Mismatch Hypothesis

The Mismatch Hypothesis interprets the ERN as an error tietesignal result-
ing from a mismatch between the internal representatiomeintended correct
response and the internal representation of the actualfgrpged erroneous re-
sponse (Gehring et al., 1993; Falkenstein et al., 1990) hamatic illustration of
the Mismatch Hypothesis is depicted in Figure 2.3. The grrocessing system
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is comprised of two main components: a monitoring syster digects errors
and a remedial action system. The basic feature of the morgtgystem is the
comparator which compares the representations of thedatenorrect response
with the actually performed erroneous response.

stimulus evaluation

TROAN

icati representation of
application of task set -O-g; intendad response EHN

Y

. L g
actions

representation of *
actually performed Error Feedback
response

response efference copy

Figure 2.3: Schematic illustration of the Mismatch Hypothesis showing ramneous
response. ERN: error-related negativity, OSP: ongoing stisprocessing.

The Mismatch Hypothesis assumes that if a stimulus is fulbluated and
the task set is applied appropriately, then this yields eecoresponse. While the
correct response is being performed, stimulus processingnties resulting in
an internal representation of the actually performed nespoConsistent with the
Information Processing Model described above (see, Figurg the Mismatch
Hypothesis assumes a comparison between the internakegpation of the in-
tended correct response arising from ongoing stimulusgssing and the inter-
nal representation of the actually performed responsdtirggirom the efference
copy of the motor outflow. If a correct response is perforntieel comparison pro-
cess will yield a match. In contrast, if the stimuli are ew&d insufficiently, an
inappropriate task set might be chosen leading to an erpoemature abortion
of stimulus processing, which results directly in an ermrgeresponse. The com-
parison between the two internal representations will tesadmismatch eliciting
an ERN and initiating remedial actions, e.g., error coroecbr compensational
processes. Falkenstein and colleagues (2000) showeti¢iatger the difference
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between the representations/the mismatch, the easierrtirevall be detected,
and the larger and/or earlier the ERN will be.

Different variants of the Mismatch Hypothesis have beeratih Falken-
stein and colleagues (1991, p.453) assumed that the ERNidié€@ at the mo-
ment of the completion of the response selection process’,after completion
of stimulus processing, when both response represengatiom fully available.
The authors later refined their argument suggesting thaERe reflects a com-
parison process rather than the outcome itself, i.e., eletection (Falkenstein
et al., 2000). Thus, an ERN-like wave could occur after atrresponses as a
reflection of the comparison process, while the ERN on erralstwould reflect
this process and the superimposed error signal. Coles diedguoes (2001) fur-
ther assumed that the correct response negativity (CRMsGatlal., 2001; Vidal,
Hasbroucq, Grapperon, & Bonnet, 2000; Falkenstein et G002 Gehring, &
Knight, 2000; Scheffers, & Coles, 2000) , an ERN-like wavéofeing correct re-
sponses, reflects the compromised comparison process,omkesf the response
representations is disturbed.

Behavioral observations and ERP results have challengetibmatch Hy-
pothesis. The rapidness of the error detection process @hépter 2.1) and the
early onset of the ERN suggest that the representation afditect response re-
sults from an efference copy rather than from propriocepteedback. Starting
from these findings, Coles and colleagues (2001) proposettemative version
of the Mismatch Hypothesishich assumes that the comparison process takes
place, when the efference copy of the actual performed nsgparrives and does
not wait "until all possible information about the appr@&td response is avail-
able. Rather it uses whatever information is availableatithe of the response.”
(Coles et al., 2001, p.175). The representation of the qpiate or correct re-
sponse is assumed to be derived from further, continuediktsyprocessing.

Computational modeling further refined the Mismatch Hypsth. Holroyd
and Coles (2002) introduced a reinforcement-learningrihetthe ERN based on
an evaluative monitoring system. Figure 2.4 depicts a selientiustration of the
Holroyd Model The model proposes a motor control system located in the,ACC
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which generates behavior appropriate to the current eafteontext. Simultane-
ously, a monitoring system involving the basal ganglia jmsdthe outcome of
the response (good vs. bad). This prediction is based omiafiion from the
external environment and an efference copy of the motorawutflif the mon-
itoring system classifies that event as better than expettied a "good” error
signal is produced. In contrast, if the event is classifiedvase than expected,
then a "bad” error signal is generated. These error signalsaded as phasic
increases of the tonic activity of the mesencephalic doparsystem in case of a
"good” error signal and as phasic decreases in case of a 'taadt signal. The
mesencephalic dopamine system sends the error signals &8, where they
reinforce performance on the present task. From there,rtbe ggnals are car-
ried back to the basal ganglia, where they are used to imghevpredictions of
the monitoring system. Thus, the ERN is elicited by a phas@ehse of the tonic
activity of the mesencephalic dopamine system depolarileirge proportions of
apical dendrites of Layer V neurons in the ACC and summinguprneasurable
EEG signal. Following the Holroyd Model, the ERN reflects aroein reward

prediction.
ERN
— Motor control (ACC) ———Response Output
External Input — Error Signal Efference
(DA) I Copy

— Error Monitoring (BG) ——

Figure 2.4:Schematic illustration of the Holroyd Model. ERN: error-ridd negativity;
ACC: anterior cingulate cortex; BG: basal ganglia; DA: dopamai

A recently published study tested this theory in an expartimi@ which the
frequency of reward occurrence varied between conditibtwdr¢yd, Nieuwen-
huis, Yeung, & Cohen, 2003). In a reward condition, partiaqiig received positive
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feedback on about 75% of the trials, and in a non-reward tiondiparticipants
received negative feedback on about 75% of the trials. Oh &&d the type of
feedback stimulus was selected at random. Consistent athlblroyd Model, a
larger ERN was elicited by unexpected absence of reward.

2.3.2 The Response Conflict Hypothesis

Studies using computational modeling revealed evidenatttite ERN can be
explained in terms of th&Response Conflict Hypothegigeung, Botvinick, &
Cohen, in press; Botvinick, Braver, Barch, Carter, & Cot#0Q1; Carter, Braver,
Barch, Botvinick, Noll, & Cohen, 1998). This hypothesis poses that the ERN
reflects response conflict rather than errors per se. A respoonflict arises,
when multiple response tendencies compete in order to tbeackame goal. The
presence of response conflict indicates situations, whieveseare likely to occur.
Following this view, error detection does not reflect an petedent process but is
based on the presence of response conflict.

The Response Conflict Hypothesis was primarily tested irctmnectionist
model by Botvinick and colleagues (2001). Consistent with hypothesis, they
observed a larger response conflict on error trials than omcotrials, particu-
larly in the period following the response. Yeung et al. (fegs) further refined
these results. Their basic connectionist model of the Enktanker task (Erik-
sen, & Eriksen, 1974) is illustrated in Figure 2.5 A. This rabdomprises three
layers of units: an input layer consisting of an array of sisifion-specific letter
units; a response layer consisting of a unit for each respansd an attentional
layer with units corresponding to each location in the tedteay. The information
flow is realized by bi-directional excitatory weights beemdayers. Competition
is elicited by inhibitory links between all of the units witheach layer. A conflict
monitoring feedback loop simulates the role of the ACC irfgrenance monitor-
ing and adjustments of attentional control. When an inpttiepa is applied to
the letter units, activations flow through their conneddido the response units.
According to the task, a biasing input from the attentiorelafavors the letter in
the center of the array and the corresponding responsenatactin the response
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layer. The measured response conflict depends on the ectatiivation levels of
the competing response units and is computed by a multigicaf the response
unit activations. When one response unit is active and therdanhibited, conflict

is low or zero. When both response units are active, howtweproduct of their

activations is large and hence the degree of response tamficge. If a response
unit crosses an arbitrary response threshold, the comesmp response will be
produced.

The model by Yeung et al. (in press) replicated previous figglishowing a
larger response conflict on error trials than on trials withrect responses. The
model produces aarror when noise causes the incorrect response unit to exceed
threshold before the stimulus has been adequately pratésse, Figure 2.5 B,
lower row). Following the incorrect response, stimulusgassing continues re-
sulting in an activation of the correct response unit (segurié 2.5 B, middle
row). Then, a brief period follows the incorrect responségerme both response
units are simultaneously activated, leading to a largearesp conflict (see, Fig-
ure 2.5 B, upper row). This type of conflict that is arisingnfra competition
between multiple activated response units is termpest-response conflicnd
has been associated with the ERN. According to the Respooisiic Hypoth-
esis, the ERN should peak at the time of maximal post-regpoasflict. When
the correct response unit is sufficiently activated to esddbeeshold after the in-
correct response has been produced, an error correctipgngs will be issued.
This assumption is in line with recently published data ssfjgg that fast error
corrections arelelayed correct responséisat have been initiated before the er-
roneous response has been completed and executed briefiytefin (Rabbitt,
2002).

On correct trials the activated correct response unit exceeds threshold and
the continuous stimulus processing following the corresponse reinforces the
response decision made. Thus, the correct response umité&asingly activated,
while the incorrect response unit is further inhibited dieg to no response con-
flict after the correct response (see, Figure 2.5 B, uppe).r@@onflict due to
competing input units, however, should occur on incornealstas well as on cor-
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A Anterior cingulate cortex
(Conflict monitoring)

Response

Input

B 0.03 7 Stimulus-locked Response-locked

« 0.02 4
2 — Correct trials
5 — Error trials
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0.4 5
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Figure 2.5:A: lllustration of the basic connectionist model of the Eeiksflanker task.
The letters H and S designate the stimulus input, which caaraotthe left (I/L), in the
center (c/C) or on the right (r/R) side of the computer scrédre black lines indicate bi-
directional excitatory weights between input, attentiow aesponse layers. The arrows
represent the conflict monitoring feedback loop. B: Simulatt/ity on stimulus-locked
and response-locked averages of correct and error trialssgonse conflict (upper row)
is the scaled product of the activity in the correct responsé (middle row) and the
incorrect response unit (lower row). (source: Yeung etialpress)
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rect trials involving high response conflict, termge-response conflictYeung
et al. (in press) proposed that a negative ERP componenbndeatedN2, is
related to pre-response conflict. Kopp and colleagues {18ig8ady suggested a
stimulus-locked ERP component related to conflict momitprithe so called N2c.
Later studies revealed supportive results showing a higimgiitude of the N2 in
conditions involving high conflict on the stimulus level cpaned to low conflict
conditions (Nieuwenhuis, Yeung, & Cohen, 2004; van Veen,a&t€r, 2002).

2.3.3 Evaluative Monitoring

Additional accounts suggest that the ERN reflects the &gtifia general evalua-
tive system concerned with the motivational significancerobrs and emotional
reactions to errors. Evidence of motivational effects f@ ERN was first pro-
vided by an experiment of Gehring and colleagues (1993).nnamndition, ac-
curacy was emphasized by associating errors with finaneralges. In a second
condition, speed was emphasized by offering bonuses fekgasponses. In ad-
dition, a neutral condition was introduced, where valuesevadtered to produce
an intermediate speed-accuracy level. The results showargex ERN when ac-
curacy was emphasized relative to the neutral conditionaaduminished ERN
when instructions emphasized speed. These findings wdrieatep recently by
Ullsperger and Szymanowski (2004). A study by Gehring aniibwghby (2002)
suggests that the motivational impact of an event (gainoss)lis more important
than relative differences in monetary outcomes (low gag#/lvs. high gain/loss).
Using a monetary gambling task, they discovered that the MiN enhanced
for loss compared to gain trials, whereas the relative idiffees in monetary out-
comes were not reflected in the MFN. Some debate, howevegimenwvhether
both components, the MFN and the ERN, are the same.

Further evidence for the evaluative monitoring account &®rinom investi-
gations of individual differences. The ERN amplitude hasrbshown to vary
with neuropsychiatric conditions, such as obsessive ctsiveudisorder (OCD)
(Hajcak, & Simons, 2002; Gehring, Himle, & Nisenson, 200§¢neral anxi-
ety disorder (Hajcak, McDonald, & Simons, 2003), negatiffech and negative
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emotionality (Luu et al., 2000a), or impulsivity (Pailing &., 2002). Luu and
colleagues (2000a) related the ERN to questionnaire sosieg the Positive Af-
fect Negative Affect Scale (PANAS; Watson, Clark, & Tellegd.988) and the
Multidimensional Personality Questionnaire (MPQ; Tedeg& Waller, 1996).
In the initial block of the experiment, individuals who sedrhigh on the negative
affect scale (NA) of the PANAS and the negative emotionaditale (NEM) of
the MPQ showed larger ERN amplitudes than individuals sgoldw on these
dimensions. In later stages of the experiment, the ERN andglidecreased for
individuals with high NA and NEM scores. Based on behavidlati and indi-
viduals’ self reports, the authors ascribed the initiatéase of ERN amplitude to
an overengagement in the task and the following decreas&bf &nplitude to
a disengagement from that task. Results from patient stuiestigating OCD
confirm this view (Hajcak, & Simons, 2002; Gehring et al., @000CD patients
showed a larger ERN amplitude than controls presumably altieeir difficulty
in disengaging from extremely distressing behaviors andghts. Patients with
OCD continually doubt and check their action, regardless/ioéther or not an
error has actually been made. In a later study, Hajcak e28l03) generalized
the findings beyond OCD within the anxiety spectrum dis@d&he authors re-
ported an enhanced ERN for individuals who scored high onasare of general
anxiety and worry relative to phobic individuals and cotgroAccording to Luu
et al. (2000), the results were interpreted in terms of highddsociated with
anxiety.

A recently published study examined changes in the ERN atiosl to moti-
vational incentives and personality traits (Pailing, & Slegvitz, 2004). Monetary
incentives for finger and hand accuracy were altered acragiwvational condi-
tions to either be equal or to favor one type of accuracy dweother. A person-
ality questionnaire (International Personality Item RdBIP, Pool, 2001) and a
socialization scale (Gough’s Socialization scale, CPLIgp 1957) were used to
measure different personality domains. A modulation ofEReN related to moti-
vational error significance was only observed for some pelity types. Individ-
uals who scored high on conscientiousness displayed snaditvation-related



2.4. PSYCHOPHYSIOLOGICAL CORRELATES OF ERROR PROCESSING

changes to increasing incentives in the ERN than indivielgabring low on this

dimension. These data suggest that the ability to seldégtirgest in error mon-

itoring is modulated by the underlying personality. Firgtirfrom Dikman and

Allen (2000) also demonstrate that motivational error sigance is affected by
personality. Individuals with low scores on the CPI soegtion scale produced
smaller ERNs during a punishment task than during a rewad thn contrast,

individuals scoring high on the CPI socialization scaledoiced similar ERNs in
both conditions.

2.4 Psychophysiological Correlates of Error Processing

Error processing has been hardly investigated by meanstofi@mic measures,
such as electrodermal activity or heart rate (HR). Thesesarea of somatic states
provide useful information about changes of the autonoraigaus system asso-
ciated with cognitive, motivational and emotional pro@sssAn implicit linkage
between factual knowledge and somatic states implementdgeiventromedian
prefrontal cortex has been proposed by 8wmatic Marker Hypothesior an
overview see, Bechara, Tranel, & Damasio, 2002). Accortiindpis hypothesis,
the re-occurrence of a certain situation leads to the retglertinently associ-
ated facts as well as to a re-activation of the somatic statieit past experience
has been associated with that situation. The result of thebowed activation is
the approximate reconstruction of a previously learnetutdesomatic set used
to act successfully in similar future situations. Patidessoned in the ventrome-
dian prefrontal cortex often showed a weakened ability ttegate somatic states
in anticipation of future events, e.g., reflected by an ilightio anticipate errors
and/or to learn from previous mistakes.

Several studies relatingeart ratechanges to error processing have been re-
ported recently. Some experiments examined the effectstefreal feedback on
HR. Using a computerized Wisconsin Card Sorting Task, Saresal. (2000)
revealed a cardiac deceleration on positive and negatadbfeck suggesting that
HR is sensitive to performance feedback. The strength, hexvef the HR de-
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celeration depended on the nature of the feedback. Nedatdback elicited
a greater HR slowing than positive feedback. The authorsoread that the in-
creased cardiac deceleration on negative feedback isctdnysa detectednis-
matchbetween the expected and the received feedback. Besidaldreg of the
feedback stimulus (positive vs. negative), thiermation valueof the feedback
also influenced the amount of cardiac slowing. The HR deatdsr to negative
feedback was more pronounced when the sorting rule was elarg that feed-
back provided useful information to successfully perfola task relative to the
repeated rule application.

A study by van der Veen and colleagues (2004, 2000) furtheam@xed the
effects of information value and the relation to remedidloachy using a time-
production task (Miltner et al., 1997). Participants wasiucted to push a button
whenever they thought that a 1-s interval had passed gfatiar the onset of a
cue. Each trial was followed by a feedback of monetary gaisitjve feedback)
or monetary loss (negative feedback) depending on taskrmpeshce. Only the
negative feedback was informative to successfully perftventask. In addition,
a yoked-control condition was introduced, in which feedba@s unrelated to
performance and could not be used to generate more pretésesils. Consistent
with the findings by Somsen et al. (2000), positive and negddedback elicited
a cardiac deceleration. Exclusively on negative feedbaakdiac deceleration
was related to the performance on subsequent trials. Tlaestatved a smaller
cardiac deceleration when performance was adjusted sfalten subsequent
trials. This result indicates that cardiac slowing follagriresponse errors is re-
lated toremedial actionsHR deceleration on negative feedback, however, did not
discriminate between the experimental condition and ttkegtecontrol condition.
Participants seemed to continue feedback processingdtegarof whether it was
informative or not. Van der Veen et al. (2004, 2000) reasdhatineither the mis-
match between expected and actual feedback nor the infiemmatlue provided
by the feedback plays a crucial role in the modulation of thediac response.
Rather, the cardiac response seems to be sensitive t@ligreceof the feedback
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stimulus (positive vs. negative), especially to its affeckevaluation reflected in a
more pronounced deceleration for negative feedback.

Crone and colleagues (2003) tested the different hypaothmeposed by Som-
sen et al. (2000) and by van der Veen et al. (2004, 2000) usprglzbilistic
learning task (Holroyd, & Coles, 2002). In this task, the rdegto which a re-
sponse is predictive of the feedback value differed asv@ldan the "100% con-
dition” the feedback was 100% valid, in the "50% conditioetiback was in
50% positive and in 50% negative and in the "always conditfeedback was al-
ways positive or always negative independent of the acasglanse. Confirming
previous results, HR slowing was observed for negativeldfaekl in the "100%
condition” suggesting that cardiac slowing following es@s associated with re-
sponse monitoring. In the "50% condition”, however, botfsifee and negative
feedback elicited a cardiac deceleration, but only whenfélrdback alternated
between successive trials. In accordance with Somsen €@00), the authors
assumed that HR slowing to feedback is due tocdation in the predictions of
the outcome, either positively or negatively. This intetption was strengthened
by the finding that HR did not change between positive andtivgfeedback in
the "always condition”.

A recently published study by Hajcak and colleagues (2083mined the
relationship among the ERN, the Pe, behavioral responsdgvam autonomic
measures, hamely skin conductance and HR. Regarding theatdiRttey found
a greater HR deceleration for errors compared to correporeses. Extending the
results by Somsen et al. (2000), the authors suggestedhthattdiac deceler-
ation indicates external feedback to response errors dsaawelternal processes
associated witkerror monitoring

2.5 Hemodynamic Correlates of Error Processing

2.5.1 Neuroanatomy of the Frontomedian Wall

This chapter presents the neuroanatomical findings abeutdhtomedian wall,
which covers 22% to 26% of the frontal lobes. A number of regicspecifica-
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tions have been proposed. The frontomedian wall can bengigthed into the
orbitofrontal cortex (OFC), the frontomedian cortex (FM&)d the ACC. The
OFC is located above the eye socket (orbita) and includeméséal orbital gyrus
as well as the anterior, lateral, and posterior orbital.gyithe FMC can be fur-
ther differentiated into the posterodorsal frontomediartex (pdFMC) compris-
ing mesial parts of Brodmann Area (BA, for a definition se@bglé and BAS, the
anterodorsal frontomedian cortex (adFMC) comprising aigsirts of BA9 and
BA10 and the ventral frontomedian cortex (vVFMC) comprisprg- und subgen-
ual parts of BA10 and BA32. Anatomical studies in nonhumamates and func-
tional imaging studies in humans support a dorsal-ventmattional distinction
within the FMC (Gusnard, Akbudak, Shulman, & Raichle, 20Bush, Luu, &
Posner, 2000; Ongur, & Price, 2000; Morris, Pandya, & Pe#id 999; Petrides,
& Pandya, 1999).

The identification and classification of different regiomstbe frontomedian
wall are based on the appearance of surface landmarks andstm®scopic anal-
ysis of the constituent neurons. The frontomedian wall imakeated by the cen-
tral sulcus posteriorly with regions being parcellatedeolasn the laminar distri-
bution and packing density of neurons (cf., Amunts, & Zill2801; Amunts, Ma-
likovic, Mohlberg, Schormann, & Zilles, 2000). Followinge nomenclature by
Mesulam (1996) , cortical regions are divided into four typkmbic areas (cor-
ticoid areas, allocortex), paralimbic areas (perialltexar proisocortex), homo-
typical association isocortex and idiotypic cortex. Thisra progressive laminar
differentiation from the allocortex showing one or two delfers to the isocortex
defined by six distinct cell layers. This laminar differeibn goes along with
an increase in myelin content, an emergent granular layén¢veased pyramidal
cell size and increased cellular density (Kaufer, & LewB99). The paralimbic
areas represent a transition from the allocortex to theisex. Parts of the paral-
imbic areas that border the allocortex are termed as pme@lex, whereas parts
closest to the isocortex are called proisocortex.

At the microscopic level, a number of different cytoarcbitamic maps of the
cortex have been constructed. One of the most widely useéihaytoarchitec-
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tonic maps was developed by Korbinian Brodmann (1909), whiglineates 43
cortical regions, denominated Brodmann Areas (BAs). Inloation with the

BA classification, the Talairach stereotactic atlas (Tatdi, & Tournoux, 1988)
derived from one particular brain is also used to identifgilregions. The coor-
dinate system is aligned to the anterior commissure (AC)thagosterior com-
missure (PC). In the following, the neuroanatomy of the Bélated to error pro-
cessing are described in more detail, namely BA24, BA32, BA® BAS.

60 40 20 0 -20 -40 -60 -80 -100  mm

Figure 2.6:The frontomedian wall of the right hemisphere integrated theocoordinate
system by Talairach and Tournoux (1988), which is aligneth&anterior commissure
(AC) and the posterior commissure (PC). Brodmann areas ofdstéBA24, BA32, BAS,
BAG) are color-coded. The location of the anterior rostradgulate zone (RCZa) and the
posterior rostral cingulate zone (RCZp) are schematicathweh in.

Neuroanatomy of the Cingulate Cortex

The cingulate cortex can be subdivided into the ACC and ttstgpior cingulate
cortex on the basis of cytoarchitecture, patterns of ptigjes and function. The
ACC is located in the median wall of the frontal lobes in eaemisphere and
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includes area BA24. It surrounds the anterior part of th@esicallosum on the
mesial surface and lies in the cingulate gyrus. The boueslaf the ACC are
demarcated by the sulcus cinguli superiorly and the suloggocis callosi infe-

riorly. This area extends posteriorly as far as area BA6 amdimues anteriorly

around the genu and rostrum of the corpus callosum. Reggegitoarchitecture,

the BA24 belongs to the proisocortex defined by a lack of tinermgranule cell

layer IV (agranular cortex). In its posterior portion, BABlcharacterized by
large, deeply stained spindle cells in layer V, which redentbappearance large
motor neurons. This area is surrounded by area BA32, thelka qgzaracingu-

late cortex, with a small inner granule cell layer IV (dysgsar cortex). It can

be considered a transitional type of cortex between thespcortex and the iso-
cortex. The BA32 is located between the cingulate sulcuswahdn present, the
paracingulate sulcus (cf., Bush et al., 2000; Petrides, &dia, 1999) .

Several subdivisions of the ACC have been proposed. Basedmergent
data from cytoarchitectural, lesion, electrophysiolagiand imaging studies, a
dorsal cognitive division composed of the areas BA 24b'ral BA 32’ has been
differentiated from a rostral-ventral affective divisioomposed of the areas BA
24a-c, BA 32, BA 25 and BA 33 (Bush et al., 2000; Vogt, Nimchinsvogt, &
Hof, 1995) . The location of these areas is visualized in FEgl7. The dorsal
cognitive division includes cortex on the dorsal and vdrtenks of the cingu-
late sulcus and maintains strong reciprocal interconoestivith the lateral pre-
frontal cortex, the parietal cortex and premotor and supplgary motor areas. In
contrast, the affective subdivision has connections tathggdala, the periaque-
ductal gray, nucleus accumbens, hypothalamus, antegakanhippocampus and
orbitofrontal cortex (Devinsky, Morrell, & Vogt, 1995).

Data from primate studies revealed a more fine-grained gisiozh of the dor-
sal ACC into the caudal cingulate motor area (CMA) (BA6c, B&2BA24c) and
the rostral CMA (BA24c, BA32'). An imagined perpendiculdnd through the
AC (VCA) separates the two regions. The rostral CMA coveesrdgion anteri-
orly to the VCA, the caudal CMA is located posteriorly to th€X (Picard, &
Strick, 2001, 1996). The CMA is connected to the primary motwtex and the
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Cingulate

Cingulate
1 _gyrus

Figure 2.7: Left: Schematic representation of cytoarchitectural areshe anterior
cingulate cortex (ACC) is shown on the enlarged sectionefikdial surface of the right
hemisphere. Cognitive division areas are outlined in red affiéctive division areas are
outlined in blue. Right: Reconstructed MRI of the medialatefof the right hemishere
(upper row). Schematized flat map of the anterior cingulateicalrareas (lower row).
(source: Bush et al., 2002, page 216.)

spinal cord (Dum, & Strick, 1991). The two portions of the Civilawever, differ
with respect to their density of corticospinal neurons. WlHie caudal CMA ex-
erts a strong influence on the spinal cord, the rostral CMAtexecomparatively
weak influence (Picard, & Strick, 2001, 1996). Correspogdireas in humans
have been proposed: a caudal cingulate zone (CCZ) and alroistgulate zone
(RCZ) with two subdivisions, anterior RCZ and posterior R@¥hile the CCZ
and the posterior RCZ are likely to be connected with theadmiord, a connec-
tion between the anterior RCZ and the spinal cord is stilllesrc(Bush, Vogt,
Holmes, Dale, Greve, Jenike, & Rosen, 2002; Picard, & St2€l01; Picard, &
Strick, 1996). The location of the RCZ is schematicallysthated in Figure 2.6.
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Neuroanatomy of the pdFMC

The mesial BA8 adjoins the BA32 inferiorly. It occupies thasterior part of the
superior and middle frontal gyri and extends as far as thagoagulate sulcus.
It belongs to the six cell layer prefrontal isocortex chéedzed by a well devel-
oped inner granule cell layer IV (Petrides, & Pandya, 198®steriorly adjacent
to BAS, the BAG is located. Because no anatomical landmanksweailable, this
border is not clearly defined. Based on cyto- and chemoaitbitic differences,
two regions of BA6 can be distinguished: the pre-suppleargnnotor area (pre-
SMA), located anteriorly to the VCA, and the supplementagtanarea (SMA)
proper, located posteriorly to the VCA (Picard, & Strick02(. Given cytoarchi-
tectonic similarities within the SMA proper, this area atliffers in some cytoar-
chitectonic features, e.g., number of large pyramidakamiidegree of lamination
of cell layer V. Starting from this finding, the SMA proper cha further sub-
divided into the caudal SMA (SMAc) and the rostral SMA (SMA¥probiev,
Govoni, Rizzolatti, Matelli, & Luppino, 1998).

In contrast to the pre-SMA, the SMA proper projects direttythe spinal
cord and the primary motor cortex (BA4), which borders @aotgr on the SMA
(Dum, & Strick, 1991). The pre-SMA is interconnected witlgions of the
prefrontal cortex and other non-primary motor areas (Ba&&eSoldman-Rakic,
1993). Thus, the SMA proper is related more to motor funatiuch as motor
execution, while the pre-SMA is involved in cognitive fuinets, e.g., selection
and preparation of movements (Picard, & Strick, 2001, 1996)

2.5.2 The Frontomedian Wall and Error Detection

It has been proposed that the ACC, specifically the RCZ, pagruicial role in
the processing of erroneous responses using differenoahathgical approaches,
such as functional magnetic resonance imaging (fMRI) (RuBmith, Brammer,
& Taylor, 2003; Garavan, Ross, Kaufman, & Stein, 2003; Wdiger, & von Cra-
mon, 2003; Garavan, Ross, Murphy, Roche, & Stein, 2002;pbitger, & von
Cramon, 2001; Kiehl, Liddle, & Hopfinger, 2000; Carter et d1998) , lesion
studies (Husain, Parton, Hodgson, Mort, & Rees, 2003; Swéickurken, 2002),
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intracerebral ERP recordings (Brazdil, Roman, Falkenst@aniel, Jurak, & Rek-
tor, 2002) or dipole source modeling of the ERN (Luu, & Tuck®01; Dehaene
et al., 1994) . In these studies, the error-related increabemodynamic activ-
ity in the vicinity of the ACC belonged most often to the RCZn Activation in

this area can be elicited by self-produced errors (e.gspdhger, & von Cramon,
2001), observed errors (van Schie et al., 2004) as well asraatterror feedback
(Holroyd, Nieuwenhuis, Yeung, Nystrom, Mars, Coles, & Coh2004). In ad-
dition to the ACC, brain regions in the pdFMC and in the datmial prefrontal
cortex have been related to error processing (Ullspergerp&Cramon, 2003;
Garavan et al., 2003, 2002; Ullsperger, & von Cramon, 200ihdh, Banich,

Webb, Barad, Cohen, Wszalek, & Kramer, 2001; Kiehl et alQ®@Carter et al.,
1998) .

It is still an open gquestion, whether the activation in theZR€elicited by the
error per se or by response conflict. Findings by Carter abelagues (1998) sup-
port the latter view. The authors reported an increasedadictn in the dorsal ACC
during errors as well as during correct responses undeitammslof increased re-
sponse conflict. They argued that the RCZ detects condjtigrder which errors
are likely to occur rather than errors per se. Following thésv, the RCZ is as-
sumed to perform an evaluative function reflecting the degfegesponse conflict
(Kerns et al., 2004; Durston, Davidson, Thomas, Worderntefibam, Martinez,
Watts, Ulug, & Casey, 2003; Milham et al., 2001; Carter, Mawald, Botvinick,
Ross, Stenger, Noll, & Cohen, 2000; Macdonald, Cohen, $teggCarter, 2000;
Barch, Braver, Sabb, & Noll, 2000; Botvinick, Nystrom, FéfisCarter, & Cohen,
1999) . Van Veen and colleagues (2001) showed that condliated activity in
the ACC varies with the degree of conflict at the responsd lavenot with the
degree of conflict at the level of stimulus identification. uShhigher activation
in the RCZ in conditions, where stimuli are hard to detedieot rather uncer-
tainty than response conflict. Using a prediction task, anttg published study
reported activations in the pdFMC that vary with the amodninzertainty (Volz,
Schubotz, & von Cramon, 2003).
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Alternative findings have been revealed by fMRI studies,civldimed to dis-
entangle processes related to error detection and responfiiet. Based on the
results of a Go/Nogo task, Kiehl and colleagues (2000) sHatvat the rostral
and caudal portion of the ACC is engaged in error detectioifewbsponse con-
flict activated the pFMC. These results were confirmed by emefMRI study
using the same paradigm (Mathalon, Whitfield, & Ford, 20@8xsimilar activa-
tion pattern was reported by Ullsperger and von Cramon (P08ihg a speeded
modified flanker task. The authors found an activation rdl&derror detection in
the RCZ, whereas response conflict activated the pre-SMAflandesial BAS.
Activation in the pre-SMA (BA6) was observed during bothoerdetection and
response conflict. The findings by Garavan and colleaguéd2(ZD03) support
the central role of the RCZ in error detection. The activatiocus associated
with response conflict was located posteriorly adjacenh&BAS8, in the pre-
SMA (BA6) (Garavan et al., 2003). Figure 2.8 depicts aciirafoci associated
with error detection colored in red (Ullsperger & von Cramonm press; Kerns
et al., 2004; Rubia et al., 2003; Garavan et al., 2003, 2008pkrger & von Cra-
mon, 2001; Kiehl et al., 2000) and response conflict coloregreen (Kerns et
al., 2004; Garavan et al., 2003; Durston et al., 2003; vamMeehen, Botvinick,
Stenger, & Carter, 2001; Milham et al., 2001; Ullsperger &v@ramon, 2001;
Barch et al., 2000; Macdonald et al., 2000; Carter et al. 02@®tvinick et al.,
1999; Carter et al., 1998) reported in 16 fMRI studies. Heynadhic activations
associated with error processing seem to cluster in the R@ife response con-
flict related activations are located in the mesial BA8, mleBA6 and the BA32.

Lesion studies provide further evidence for a regionalatiegion of error de-
tection and response conflict. A single-case ERP study teghdinat a patient le-
sioned in the dorsal ACC showed a diminished ERN, whereasah#ict-related
N2 component was enhanced (Swick, & Turken, 2002). The asitbonclude
that the dorsal ACC is related rather to error detection tbhaesponse conflict.
This finding was supported by a study using single-cell rdiogrin the monkeys’
ACC, which exhibited that neurons were active during coningtof an error,
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Figure 2.8:Metaanalysis of frontomedian activations of 16 fMRI studieestigating
error-related processes. The right frontomedian wall of atevmatter segmented individ-
ual brain is shown from the midline. The vertical line marks yr@he Talairach space.
Activation foci associated with error detection are colbia red; activations related to
response conflict are colored in green.

whereas no neurons responded to the conflict condition§ttqphorn, Brown, &

Schall, 2003). Regarding the lesion study by Husain anaaglies (2003), the
pre-SMA seems to be more engaged in response conflict. Istidy, a patient
with a highly selective lesion in the pre-SMA showed an imgéicontrol of eye

movements during response conflict, error detection, hewevas not affected.
The authors suggest that the pre-SMA plays a critical rokénmotoric imple-

mentation of control during response conflict rather tha@rior detection.
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2.5.3 The Frontomedian Wall and Error Correction

Imaging studies have focused little on the consequences@fke A system lo-
cated in the dorsal ACC and/or pre-SMA has been proposedhwhonitors per-
formance on-line and comes into play, when an error is dedeict time for a
correction to be attempted (Dehaene et al., 1994).

Studies using single-cell recording in monkeys revealedesmce that the
monkey homologue of the RCZ, the rostral CMA, is related tat@rnation in
behavior after detecting an error (Shima, & Tanji, 1998) arahitors behavioral
conseqguences (Ito et al., 2003). Swick and Turken (2002)rregh reduced er-
ror corrections in a patient with a lesion in the RCZ. An eregagnt of the RCZ
in long-term adjustments following errors was supportedNdR| studies in hu-
mans. Garavan and colleagues (2002) investigated thel wearalates of the PES
effect (cf., page 7) revealing activation in the RCZ bilatlyt the pre-SMA bilat-
erally, the left inferior frontal and precentral gyri anethight putamen. A patient
study showed a diminished rostral ACC activation and a rediRES effect in a
group of schizophrenic patients compared to a control g(Qapter, Macdonald,
Ross, & Stenger, 2001). Latest findings also reported daelaf increased ACC
activation on error trials and PES on the subsequent triair{&et al., 2004).

2.6 Aims of the Present Studies

The present work focuses on the temporospatial charaateres error correction
by applying electrophysiological, psychophysiologicahd imaging techniques.
To achieve comparability to a variety of reported studiesyaified version of
the Eriksen flanker task was used known to elicit a high nuraberror trials (for
a task description see page 68, Ullsperger, & von Cramort,)200

The first experiment examines the electrophysiologicaletates of error cor-
rection and its time course by means of behavioral datateedated potentials,
and lateralized readiness potentials. Given the incaifindings about the re-
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lationship of the ERN and error correction, the experimemthier investigates
whether the ERN is modulated by error correction and/oremtion speed when
slowly and quickly corrected errors are compared.

The functional implementation of error correction is salin the second
experiment using fMRI. The issue is addressed whether dataction and error
correction rely on acommon neuroanatomical substrate ettveln both processes
are implemented by different cortical areas. For this psepbrain regions related
to error detection and error correction should be identited compared with
respect to their localization. Based on these results, uhetibnal role of the
underlying brain regions should be specified and discussdiaei framework of
the current models of performance monitoring.

To further elaborate the electrophysiological and imagegplts, cardiovas-
cular changes associated with error detection and erroeat@n are examined.






Chapter 3

Methods in Cognitive
Neuroscience

In the last century, electrophysiology has attracted witkngon in psychologi-
cal research. Scalp-recorded brain potentials have beghtasecord the tempo-
ral course of information processing in the human brain. Jinecessive deflec-
tions of the electroencephalogram (EEG) have been suadlgdéfiked to many
psychological processes involved in perception, attangonotion, memory, lan-
guage or motor function. At the beginning of the ninetieg, tisage of imaging
techniques, such as functional magnetic resonance imdthl) or positron
emission tomography (PET), has increased significantlpging techniques pro-
vide information about the implementation of cognitive ggeses within regions
of the human brain. The ability to localize the neural cinguiinderlying specific
mental processes helps to understand brain functions.eWlttrophysiological
methods have an excellent temporal resolution of a few seitibnds [ms], but
poor spatial resolution of several centimeters [cm], imgghethods have a high
spatial resolution of a few millimeters [mm], but a moderamporal resolution
of several seconds [s] (Cabeza, & Nyberg, 2000). A comhinadf electrophys-
iological and imaging techniques can conflate the advastafdoth methods
and provide information about the time course of putativeegators underlying
cognitive functions.

35
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The following chapter will give an introduction to the metlsoused in the
present work. First, two electrophysiological measurgsnerelated potentials
and lateralized readiness potentials, will be reviewedtthen on, heart rate as
a psychophysiological measure extending electrophygicdd methodology will
be introduced. Finally, the fMRI method will be described&tail.

3.1 Electrophysiological Method: Event-related Potentiad

Performance measures reflect the end product of cognitveepses. Interpret-
ing overt performance as evidence for or against a hypatasiut the proper-
ties of covert cognitive processes thus requires infaakptiocesses (see, Coles,
1989). Event-related brain potentials (ERPSs) derived fthenEEG signal pro-
vide a more direct access to cognitive activity. In conttasbehavioral data,
ERPs can be recorded online and continuously while cognfirecesses are op-
erating. They provide precise information about the timarse of brain activity
and thus are a valuable method to investigate the temponalnaizs of cognitive
mechanisms. Moreover, the high temporal resolution of ERRery suitable to
distinguish subprocesses underlying different cognitivections. ERP research
aims to describe the relationships between ERP componedhtspacific cognitive
processes, such as stimulus discrimination or responsetisel (see also, Coles,
Gratton, & Fabiani, 1990).

3.1.1 The Electroencephalography

Electrophysiological research in humans was initiated laydiBerger in 1929,
who first published recorded electrical brain wave actiitjhhumans. He identi-
fied different patterns of brain waves in the human EEG. A lagwave pattern
occurring with a frequency of about 8 to 12 Hertz [Hz] was tedalphawaves.

A second pattern of brain waves was characterized by a snzatfiplitude and
a higher frequency of about 12 to 30 Hz compared to the alpha&svaFollow-

ing the Greek alphabet, Berger denominated this wave pdittawaves. Based
on these findings, electrophysiological research in hunm@assbeen continued
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leading to an identification of further brain wave pattenwhich differ in their
amplitude and frequency (see Table 3.1). These brain waterps have been
functionally related to different cognitive processes.

Table 3.1:Most prominent frequency ranges of oscillatory activity.

Oscillatory Activity Frequency Range

delta < 4Hz
theta 4-7Hz
alpha 8-12Hz
beta 12 - 30 Hz
gamma 30-80Hz

Measurement of the EEG

The EEG measures electrical activity from the scalp, whicbaused by a sum-
mation of various electrical processes within the brainesehvoltage differences
are recorded between two electrode sites. Two types ofdigpcan be distin-
guished: monopolar and bipolar recordings. In monopoleondings, one active
electrode is placed at the scalp over a cortical area ofdstewhereas a second
reference electrode is attached to an electrically inaatdgion, e.g., the mas-
toid or the nose. In bipolar recordings, such as the ver{lE@IGV) or horizontal
(EOGH) electrooculogram, the voltage difference betweemdctive electrodes
is measured.

The number of electrode sites recorded in an experimentndspan the spa-
tial distribution of the cognitive function of interest. uHly, several active elec-
trodes are placed over different brain regions and areeefed to the same ref-
erence electrode. Electrode locations are generally ibescwith regard to the
international standardized 10-20 system, which is ilatet in Figure 3.1 (Jasper,
1958, for an extended version see, Pivik, Broughton, Ca@ppbhvidson, Fox,
& Nuwer, 1993). The original 10-20 system contains 21 etsidrsites placed
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Figure 3.1:International EEG 10-20 system for electrode placementt: Dep view of
scalp locations. Right: Left side view of scalp locationfie percentages indicate the
distance between each electrode. The nasion, the briddeeafdse, and the inion, the
occipital protuberance, serve as standard points. F: fabnT: temporal, C: central, P:
parietal, O: occipital z: midline.

at relative distance (10% or 20% steps) to standard pointe@scalp, e.g., the
nasion, the inion and the preauricular points. The eleettabelling is specified
in terms of their proximity to particular regions of the braiFrontal placements
are labeled wittF, temporal ones witfT, central ones wittC, parietal ones with

P and occipital ones witlD. The labelzis used for electrodes placed at the mid-
line. Even numberidicate that electrodes are placed at the right hemispbdde
numbersndicate left electrode placement. In order to improveigpatsolution

of the EEG, 64 or 128 electrode channels are recorded in thagyeixperiments
in compliance with the American EEG Society (1991).

The recorded EEG signal can be affected by artifacts causedurces other
than the brain. Filtering procedures provide one posgibiti attenuate artifac-
tual electrical activity. Low-pass filtering can be used &zmbase the influence
of high-frequent muscle activity, whereas high-pass &ltdtenuate low-frequent
activity, such as direct-current (DC) shifts. Movementthefeyes and eyelids are
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frequently appearing artifacts, which strongly distod tiriginal signal. Filtering

procedure cannot be applied, because the frequencieseoéshtare part of the
frequencies within the range of the eye movement artifatkerefore, the EEG
epochs distorted by the frequencies of eye movement agifewve to be discarded
from statistical analysis or a correction procedure hastafplied (e.g., Pfeifer,
1993).

3.1.2 Derivation of the ERPs

ERPs are voltage differences, which can be measured in tBedetore, during or
after a sensory, motor or psychological event. The occueehan event evokes a
time locking of a specific part of electric brain activity metEEG. Thus, ERPS re-
flect electrical activity of the brain time-locked to onggiimformation processes
of a particular event, for instance the presentation ofraltis or a response to a
stimulus (Hillyard, & Kutas, 1983). Because the voltagdeddnces of the ERPs
are small (1) in relation to the background EEG (tens |¢f), an arithmetical
averaging technigue has to be applied. In order to extramttaelated activity
from the background EEG, a number of EEG epochs, time-lotkedpetitions
of the same event, are averaged. This averaging technitpasés on the assump-
tion that event-related activity is time-locked to the ewvafninterest, whereas the
background EEG fluctuates randomly and should not correléte the event.
Thus, arithmetical averaging of these EEG epochs will leaant elimination of
the randomly varying background EEG and the isolation ofetvent-related ac-
tivity, which is calledevent-related potentidERP) (e.g., Coles, Gratton, Kramer,
& Miller, 1986). Consequently, the ERP is the more stablentioee EEG epochs
are averaged. To yield a reliable signal-to-noise ratioRBNO0 to 30 repetitions
of the same event have to be averaged. A schematic illusirafithe derivation
of the ERP from the EEG signal is depicted in Figure 3.2.

The resulting ERP waveform is characterized by a sequentengforally
consecutive negative and positive deflections of voltage Egure 3.2). These
deflections are described in terms of their polarity retativ a baseline (positive
[P] versus negative [N]), their amplitude relative to a baseor relative to the
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Figure 3.2:Idealized auditory event-related potential. Followinganditory stimulus, a
series of voltage deflections can be observed from scalpdigs. Event-related activity
phase-locked to the stimulus onset (S) is mostly too small tastieguished from the
background EEG (upper panel). By averaging a number of EEGepaime-locked
to repetitions of the same event, event-related activity lmamextracted (lower panel).
(source: Hillyard, & Kutas, 1983, p.35)

preceding peak (ipV), their latency relative to an event of interest (in ms)d an
their characteristic scalp distribution. The baselinesigally defined as the mean
voltage level for a specified time period, which is measunechédiately prior to
the stimulus or event of interest.

3.1.3 The Generation of ERPs

It is generally accepted that ERPs mirror cortical actitiginating within the
brain. The relationship, however, between the neuroplogital processes tak-
ing place in the brain and the voltage changes observed actip is not fully
understood (for a detailed discussion see, Norman, 198bp\W987).
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Scalp-recorded ERPs reflect primarily summed dendritigbitdry (IPSP)
and excitatory (EPSP) post-synaptic potentials of simelaisly activated pyra-
midal cells in the neocortex. ERPs represent electricaldiabsociated with the
synchronized activity of sizeable populations of neuraizo(t 1 million). The
neurons must be configured in a certain geometry such thatitdévidual elec-
trical fields summate to yield a dipolar field. This configigatis termedopen
field. In such a configuration, neurons are usually aligned in allghorienta-
tion, perpendicular to the scalp surface. Much neural @gtiiowever, is never
apparent at the scalp. This can be caused by an insufficieahsynisation of
neural activity, even in an open field configuration, or auffisient summation
of electrical fields due to a certain geometric arrangemétiieoneurons. While
the neural geometry facillitates the summation and propagaf electrical ac-
tivity in the cerebral corte, it is limiting in other struces, such as the thalamus
(cf., Norman, 1981; Rugg, & Coles, 1995).

The resultant selectivity of the ERP method has to be takeraiccount when
interpreting ERP data. First, the neural activity of nunusréunctionally impor-
tant neural processes cannot be detected. Second, thé seunee of the mea-
sured signal cannot be located exactly. Third, the neunraicsoof the measured
signal waveform at the scalp can result from the summatioreofal activity that
may be generated by several different sources in the brain.

3.1.4 Lateralized Readiness Potentials

Slow potentials that precede and accompany movements angieufar form of
the ERP. The EEG recorded from an electrode placed over titeatareas of
the cortex shows a gradually increasing negative shiftclwlig terminated si-
multaneously with the beginning of a voluntary movementisTihcrease in sur-
face negativity is referred to as the Bereitschaftspaé iornhuber, & Deecke,
1965) (readiness potential, RP, De Jong, Wierda, Mulder, #ddr, 1988; Grat-
ton, Coles, Sirevaag, Eriksen, & Donchin, 1988). The begmmf the move-
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ment is accompanied by a large positive deflection and a eegde the base-
line, the so called movement-related potential (MRP; VamglCosta, & Ritter,
1968; Shibasaki, Barrett, Halliday, & Halliday, 1980).

The RP is initially equally large over both hemispheres lagfibs to lateralize
before the onset of the motor response. The lateralizagioraximal for recording
sites above the motor cortex and more pronounced over thispleene contralat-
eral to the response side. The beginning of the lateradizatflects the point in
time at which the response side (left vs. right) is deterahifi€utas, & Donchin,
1980). Kutas and Donchin (1980) argued that the laterédizatf the RP indicates
the differential engagement of the left and right motorices in the preparation
and initiation of unimanual motor responses. The infororattontained in the
RP, however, is not related only to motor function, becabhsetwo hemispheres
are differentially engaged in a variety of cognitive funcis. Consequently, it is
necessary to isolate the asymmetrical brain activity thathe attributed solely to
movement, which is called tHateralized readiness potentiédLRP).

Derivation of the LRP

The LRP is derived from the electrical activity recordednirawo electrodes

placed over the left and right central areas of the cortesq&ently chosen record-
ing site pairs are C3’ and C4’, located 1 cm anterior of thedehtral C3 and right

central C4 sites specified by the 10-20 system (Jasper, t858igure 3.1, page

38).

As mentioned before, movement-related asymmetrical kaefivity has to
be isolated from brain activity related to other cognitivadtions. This can be
accomplished by a doubkubtraction-averaging procedungroposed by Coles
(1989). First, the asymmetrical activity is computed sefmy for the left and
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Figure 3.3:Schematic illustration of the derivation of the lateralizeddiness potential.
The top panel shows idealized scalp-recorded brain paatsfiiom the left (C3’) and right

(C4) electrode sites of a participant performing a two-atereaction time task (left side:
potentials associated with left-hand movements; right sioletentials associated with
right-hand movements). The middle panel illustrates therdiffee potentials for left-

and right-hand movements. The asymmetrical activity is comzafearately for the left
and right motor response by subtracting the activity overttbmisphere ipsilateral to the
movement from that over the hemisphere contralateral to the mewe The lateralized
readiness potential results from averaging the differepogentials for left- and right-

hand movements, as depicted in the lower panel. Responsataxtito the correct side
is depicted upwards, to the incorrect side downwards. (@®uRugg, & Coles, 1995,
p.98)
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right motor response by subtracting the activity over thmisphere ipsilateral
to the movement from that over the hemisphere contralaterie movement.
Second, the asymmetry across the left-hand and the rigtait+m@vement is aver-
aged. The formula for the resulting LRP is as follows:

Mean(C4' — C3')jeft—hand-movement Mean(C3' — C4I)right—hand—movement

LRP=
2

(3.1)

This procedure leads to an elimination of all those asymewethat remain
constant when the side of movement changes. Consequesytiynzetrical brain
activity, which is not related to motor function, will be rered.

The LRP has become an important tool in the study of the néaasils of
human cognitive-motor processing. It is supposed to reflectrelative activa-
tion of left and right motor responses. The LRP can be usedvestigate the
selection and preparation of response activation prosesse can give an index
of the relative strength of response priming. Thus, it inths whether and when
a motor response is selected. Particularly, LRPs provifderiration about partial
response activation, such as partial response tendencies.

3.2 Psychophysiological Method: Heart Rate

Psychophysiological measures, such as cardiac actigtyconsiderably extend
behavioral and electrophysiological data. Cognitive peses are always accom-
panied by reactions of the autonomic nervous system. Caesdlg, an integra-
tive approach is required, which provides a separation ghitive subprocesses
by psychophysiological measures. The recording ohibert rate(HR) is one of
the most fine-grained methods to assess changes of the anitomervous system
(ANS) associated with cognitive, motivational and ematigorocesses. Possible
relationships between cardiovascular responses recbydibe electrocardiogram

IThe first step described by Coles (1989) is equivalent tothuble: subtraction method reported
by De Jong and colleagues (1988). Consequently, the LRP tamhplivalues obtained with the
double subtraction method (De Jong et al., 1988) are exagitgtas large as the values obtained
with the subtraction-averaging procedure described by<)d@89).
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and electrophysiological responses recorded by the EEBearamined in com-
bined experiments using a simultaneous recording proeedur

3.2.1 The Electrocardiogram

The study of electrical changes occurring during the cetitra of the heart was
initiated by Willem Einthoven of Holland in 1904. Einthoveleveloped an in-
strument sensitive enough to record the small, rapidly iagreglectric currents
produced by the contraction of the heart. This early recgrdievice and mod-
ern ones take advantage of the fact that a portion of theriglgictmpulse that
passes through the heart during contraction is projectéueteurface of the body
because of the good conductance of body fluids. Placingretixt on the skin
on either side of the heart, electrical potentials gendratethe contraction of
the heart can be recorded, termaddctrocardiogram(ECG) (for an overview see,
Brownley, Hurwitz, & Schneiderman, 2000; Andreassi, 1995toni, 1995).

The Cardiac Cycle

The ECG is composed of characteristic deflections refepestP, Q, R, S, and
T waves that are denominatedrdiac cycle Figure 3.4 illustrates the different
anatomical sources of electrical impulses produced on @@.EHhe heart exci-
tation is realized by specialized fibers, including: theoainial (S-A) node, the
atrioventricular (A-V) node, the A-V bundle and the left aright bundles of
conducting fibers. The S-A node, a small strip of muscle kdtan the upper
part of the right atrium, initiates the impulse that triggéne contraction of the
entire heart. The cells of the S-A node are also referred fmesmaker cells be-
cause of their ability to originate an electrical impulsehma rate of 120 beats per
minute [bpm] at normal body temperature. The vagus nerwgeter, inhibits the
pacemaker cells and reduces the rate to approximately Hp80 The electri-
cal impulse passes through the atria to the A-V node reguitia depolarisation
of the atrial muscle. This is reflected by tRewave Mechanical contraction
of the atria presses the blood into the ventricles till a cletepventricular fill-
ing. The electrical impulse then passes through the commaod|é of His into
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Figure 3.4: Cutaway drawing of the heart that illustrates the anatomisalirces of
electrical impulses recorded by the electrocardiogram. (seuAndreassi, 1995, p.219)
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the ramifications of the Purkinje network and immediatetgméards through the
ventricular system resulting in blood being pushed intduheg capillaries and the
rest of the body. The depolarization of the ventricles isblésin the ECG as the
QRS-complexThe ST-segmentharacterizes the activated state of the ventricles.
Then the ventricles repolarize reflected by Thevave

The constituent stages of heart excitation lead to diffeesrof electric cur-
rents between excited and unexcited parts of heart fibers.sifyle heart fiber
behaves like an electric dipole represented by a dipolexeshich points from
the excited (minus) to the unexcited (plus) part of the filResting or evenly ex-
cited fibers produce no dipole vector. At each time of heagitation, the dipole
vectors of all heart fibers sum up to an integral vector. Tritiegral vector changes
its size and direction during the consecutive stages ot leaaitation reflected by
the characteristic components of the cardiac cycle (fohamatic illustration of
the constituent stages of heart excitation and the tenmp@ssigned components
of the cardiac cycle, see, Antoni, 1995, p.488). Size arettion of the ECG de-
flections depend on the size of the integral vector and itegption to the surface
of the body.

3.2.2 Measures of Cardiac Activity

Studies examining human performance commonly use HR andl jexéod (HP)
as measures of heart activity. HR can be defined as the nurhbeats per unit of
time and is usually given in beats per minute. It is based erotiturrence of the
most prominent component of the ECG, fReavave The HP is characterized by
the time between one R-wave and the next and is usually givemiliiseconds.
HR and HP are related to each other as follows:

60000

HRbpm = P[mg

(3.2)

3.2.3 Modulation of HR Activity

Cardiovascular activity is regulated by various mechaaisithe autonomic and
central nervous system. The integration of the regulatagofs provides the
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basis for both the homeostatic and the adaptive functiortheotardiovascular
system. The modulation of HR is a complex system determiryechdchanical

(venous return of blood), hemodynamic (baroreceptor faekly humoral (re-

lease of neurotransmitters), autonomic and central nerggatem factors. Be-
yond these factors, HR can be influenced by a variety of psgghual variables,

such as stress, emotion or motivation (for a detailed dgonof the cardiovascu-
lar psychophysiology and the modulating components, sgeQ=hman, Hamm,
& Hugdahl, 2000; Brownley et al., 2000). In the followingethutonomic and the
central regulation of the HR will be described in more detalil

Autonomic Regulation

Autonomic regulation of the HR is realized by the parasyme@t (PNS) and
sympathetic (SNS) nervous system. The heart is dually waned by parasym-
pathetic and sympathetic fibers and simultaneously regémpulses that both
increase and decrease activity. Tdarasympathic brancbf the ANS projects to
the heart through the vagal nerve. The synapses of the vaed are located near
heart fibers and influence the contraction frequency of tlaet iy the excretion
of the neurotransmitter acetylcholin. The acetylcholemmits its message by
binding to the muscarinic receptors located on the cardia@oth muscle. The
excitation of parasympathetic fibers leads to a releaseatflabolin at the vagus
nerve endings resulting in a slowing of activity at the S-Aleand a slowing
of the cardiac impulse passing into the ventricles. Thisuefite of the PNS is
reflected in aHR deceleration(negative chronotropic effect). The SNS has the
opposite effect. Theympathetic branchf the ANS projects to the S-A node, the
cardiac muscle, the arterial smooth muscles, and the veaamasth muscles. The
release of the neurotransmitter norepinephrine (= noradire) at the sympa-
thetic nerve endings increases the rate of S-A node diselzarg the excitability
of heart tissue resulting in HR accelerationand in an increase in the force of
contraction of the cardiac musculature (positive chramitr effect). A cardiac
acceleration can be also caused by endocrine cells loqatbd adrenal medulla.
The adrenal medulla is innervated by efferent preganglieyimpathetic fibers
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that travel in splanchnic nerves and terminate directhhmaddrenal gland. The
excitation of these fibers leads to a release of the neusstritiers epinephrine (=
adrenaline) and norepinephrine at the ratio of about 80 %% 20 humans. The
increase of adrenergic substances in the bloodstream qggs@HR acceleration.
Particularly, physical and emotional stress raise theasgleof epinephrine and
norepinephrine by the sympathetic nerve endings and thenadmedulla. The
HR effector loop acts fast and can induce changes within 28s. Concluding,

HR changes depend on PNS and SNS activity, so an increase @aiiBe due to

a decrease in PNS activity, an increase in SNS activity, tir.bo

Central Regulation

Central regulation involves structures within the spiraid; brainstem and fore-
brain. Brainstem structureshat are assumed to play a crucial role in the car-
diovascular regulation are the brainstem nuclei such addhgal nucleus of the
vagus, the nucleus ambiguus, and the nucleus tractusrgdjtevhich control the
sympathetic and parasympathetic axes of the ANS and arlvé@w/o the regula-
tion of the baroreceptor reflex arc. The ventrolateral madukdiates tonic und
phasic changes in blood pressure and HR.

Cortical and subcortical structures located infitrebrainare also engaged in
the control of the cardiovascular systeBubcortical structuresuch as the nuclei
within the hypothalamus regulate blood volume and modw@atenomic reflexes
by the release of the neurotransmitter vasopressin. Thgdatey and other lim-
bic structures play an important role in linking stimuli tppaiopriate emotional
responses. The limbic cortex also interacts with the hygdathus and the pe-
riagueductial gray of the midbrain, which are involved i tbardiorespiratory
regulation of defense and vigilance reactions. Regardimtijcal structuresthere
is evidence that the FMC, including the ACC and the insulateso(IC), espe-
cially the inferior insula, are engaged in the control of taediovascular system
(for areview see, Verberne, & Owens, 1998). Both brain meg&how anatomical
projections in several cortical and subcortical strucumgolved in cardiovascular
control such as the hypothalamus, the ventrolateral meedulihe nucleus tractus
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solitarius. In contrast to the FMC, there is an absence dioospinal projections
for the IC and fewer direct connections with brainstem niuct&chematic pre-
sentations of the afferent connections of the IC and the AC¢€bntrol structures
directly engaged in HR regulation are illustrated in FigBre.
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Figure 3.5: Schematic illustration of the direct (dotted) and indiredaghed) afferent
connections of the insular cortex (A) and the anterior ciadgl cortex (B) to important
structures engaged in the regulation of the cardiovascejmtem. NTS: nucleus tractus
solitarius, RVLM: rostral ventrolateral medulla, IML: inteediolateral cell column, NA:
nucleus ambiguus, PA: arterial pressure. (source: van deny&997, pp. 9, 10)

The ACC is assumed to be involved in HR modulation. Animadigs showed
changes of HR caused by electrical and chemical stimulatidinin both ven-
tral and dorsal regions of the ACC (Crippa, Peres-Polon,dgama, & Correa,
1999; Verberne, & Owens, 1998; Fisk, & Wyss, 1997; TerHarstutvast, De-
Jongste, & Korf, 1996; Hardy, & Holmes, 1988; Verberne, LeWlorland, Beart,
Jarrott, Christie, & Louis, 1987; Burns, & Wyss, 1985). Whka ACC is stimu-
lated, a HR deceleration can be observed. Studies in rablbiggled evidence that
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the ACC plays an important role in mediating cardiovascahanges during asso-
ciative learning tasks (Powell, Buchanan, & Gibbs, 199@we€ll and colleagues
(1990) further showed that the ACC is primarily responsiblethe decelerative
phase of the response, which is attenuated when the ACGdsdéss HR changes
were also found upon electrical stimulation of the IC in résy., Butcher, &
Cechetto, 1995; Oppenheimer, & Cechetto, 1990; Hardy, &k14690; Hardy,
& Holmes, 1988). Similar autonomic responses to ACC (PoolR&nsohoff,
1949) and IC (Oppenheimer, Gelb, Girvin, & Hachinski, 199&jnulation are
reported in humans. Neuroimaging studies support the vatvthe ACC and
the IC are important determinants in the regulation of @ardiutonomic activity
(Critchley, Mathias, Josephs, O’'Doherty, Zanini, Dewaipdlbtti, Shallice, &
Dolan, 2003; Critchley, Corfield, Chandler, Mathias, & Dal2000; Williamson,
Nobrega, McColl, Mathews, Winchester, Friberg, & Mitchdl®97). Additional
evidence comes from a study by Critchley and colleagues3j2@@ho investi-
gated autonomic responses in patients with lesions in theal&CC. All three
patients showed blunted cardiovascular responses tdfaffoognitive task per-
formance compared to a healthy control group suggestingraption of auto-
nomic cardiovascular control. There are few electrophggioal studies examin-
ing cortical correlates of cardic regulation. Kubota antleamues (2001) simul-
taneously recorded EEG and ECG and found a close relatpbhghiveen cardiac
autonomic function and theta activity, supposably geeerdan the ACC (e.g.,
Pool, & Ransohoff, 1949).

Data Aquisition and Processing

The ECG can be recorded by two or more electrodes attachbd skin fairly far

apart. Different electrocardiographic leads can be usethd unipolar leads, the
active electrode is connected to an indifferent electrddeeeo electrical poten-
tial (e.g., Wilson’s chest leads), while in the bipolar Isativo active electrodes
are connected (e.g., Einthoven'’s triangle). The derive@Bignal is converted
from an analog signal into a digital signal (AD conversiohaaampling rate of
250 Hz at minimum and band-pass filtered off-line. The re@syldiscontinuous
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discrete signal is then transformed into a continuous sigpdinear interpola-
tion (cf., Koers, Mulder, & van der Veen, 1999; Velden, 19®Rylder, & Mulder,
1981). Analogously to the ERPs, event-related HR changedealerived from
the continuous HR signal. The arithmetical averaging teghndescribed above
can be used to eliminate the randomly varying backgroundasignd to isolate
event-related HR activity (cf., page 39).

3.3 Functional Magnetic Resonance Imaging

Imaging techniques are an excellent method to investidetdunctional organi-
zation of the human brain. Over the past decddectional magnetic resonance
imaging(fMRI) has developed into a powerful technique, which pdes detailed
information about both anatomy and function. This techeigliows to identify
cortical regions that are activated in relation to diffearaspects of cognitive pro-
cessing, such as perceptual or linguistic processing. Theo&fMRI studies
is to achieve an understanding of the cortical and subebrtietworks that un-
derlie different cognitive processes, and to specify tharitaution of each cere-
bral area to the involved functional network (for a detaite@rview about fMRI
see, Bandettini, & Moonen, 1999; Debatin, & McKinnon, 198&panicolaou,
1998; Frackowiak, Friston, Frith, Dolan, & Mazziotta, 1997

3.3.1 Magnetic Resonance Imaging
The MR phenomenon

Magnetic resonance imaging (MRI) is based on the phenomehouclear mag-
netic resonancéNMR). Atomic nuclei are composed of various numbers of pro-
tons and neutrons, which carry intrinsic magnetic momemdsp@ssess the physi-
cal property to rotate around their axis, the so cadlgith The intrinsic spin of the
protons and neutrons causes an electrical circular flonghwtieates a magnetic
field at right angles to the direction of its motion. If thene @&ven numbers of
protons and neutrons in a nucleus, these magnetic momeanttszero, because
the nucleons tend to pair. Thus, nuclear magnetism resolts inpaired protons
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or neutrons. The human body is composed of tissues that filgincantain wa-

ter and fat, both of which contain hydrogen. The hydrogerauscconsists of a
single unpaired protohl+ and possesses a positive electrical charge. Because the
H* protons are the most abundant magnetic nuclei in the humdy, ey are
primarily measured in most MRI experiments (for an overvegvout MRI see,
Buxton, 2002; Brown, & Semelka, 1999; Markisz, & Whalen, 89%mith, &
Lange, 1997).

If the protons are exposed to an external constant magnelicsy, as used
in an MRI scanner, they are magnetized. The protons aligrerein the parallel
(low energy state) or in the antiparallel (high energy 3tdiection to the external
magnetic field. Slightly more protons align wiBy in the low energy state and
fewer in the high energy state. All protons, besides spo@iround their axes,
also revolve in a conical manner around an imaginary axineefby the direc-
tion of By, a process termeprecession The precessing frequencyis given by
Larmor’s equation

w=YBo (3.3)

The quantityBy is the strength of the external magnetic figlts the gyromagnetic
ratio of protons. The gyromagnetic ratio of the protons dbss the coupling
of the spin and the magnetic dipole moment and is charatitefer different
materials. The precession frequency depends on the direhtiteBg field. The
stronger the external magnetic field the greater the prisgefgquency.

Relaxation

The magnetic strength of each proton in a particular divaeginagnetization vec-
tor) can be decomposed into two components:dahgitudinalcomponent, paral-
lel to theBy field, and théransversecomponent, at right angles to the longitudinal
magnetization. The strength of the net magnetization afleaglirection of theBg
field is determined by the number of parallel minus the nundiexntiparallel
protons. If the magnetization is parallel to tBg field, no signal is measurable.
In order to receive a measurable signal, a brief radio-eaqu (RF) pulse has
to be emitted. The frequency of the RF pulse must have the §auaency as
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the precessing frequency, so that an exchange of energeéetiie protons and
the RF pulse can take place. The uptake of RF energy by thensras called
resonance

The RF pulse has two basic effects on the protons changiignisemagne-
tization. First, protons in the parallel, low energy statmp to the high energy
state and begin to spin and precess in the antiparalleltiinecThis results in
a decline of longitudinal magnetization. Second, protamsfarced to precess
in phase, thus increasing transverse magnetization. WHeiRF pulse stops,
the organized set of protons begins to return to its prevaiate resulting in a
loss of absorbed RF energy (recovery of the longitudinalmatigation) and in a
de-phasing of protons (loss of transverse magnetizati®ast the excitation, the
signal decays freely. This process is calfiest induction deca{fDI). The FDlI is
determined by the relaxation parameters T1, T2, T2*. ThampaterT1describes
the longitudinal relaxation time. This process is alsoath#ipin-lattice relaxation,
because the excited protons (spins) transfer their enerthetr surrounding (lat-
tice). The parameterB2 andT2* characterize the transverse relaxation time. The
parameter T2 describes the loss of coherence in phase ofdtomg due to an ex-
change of energy between protons (spin-spin relaxatioofstant magnetic field
inhomogeneities caused by the scanner or the human bodyirean additional
de-phasing of the protons that is described by the paramater

Image Contrast

In an MR image, different brain tissues can be distinguidhedolor-coded dif-
ferences of the relaxation parameters ranging on a scatebtack to white. The
contrast of an MR image depends on three parameters: pretwity longitudi-

nal (T1) and transverse (T2) relaxation times. Dependintherspecified param-
eter within an MR sequence, the recorded images differ iir tlsue-to-tissue
contrast. Brain images, whose contrast is primarily deiteethby T1, are termed
T1l-weighted imagesvhereas images, whose contrast is primarily determined by
T2, are termedr2-weighted imagesin T1-weighted images, tissues with short
T1-times are visible in light grey, because the longitublirdaxation recovers
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rapidly resulting in a strong signal release. In contras$ues with long T1-times
are depicted in dark grey due to longer relaxation recoviemgd, which lead to
a smaller signal release. In T2-weighted images, the csintfaan MR image
appears the opposite way around. Tissues with short TXtarevisible in dark
grey, whereas tissues with long T2-times are depicted it tigey. For instance,
white matter is brightest and cerebrospinal fluid is darke$tl-weighted images,
and this pattern is reversed in T2-weighted images.

Space Encoding

The aim of MRl is to extract information about the spatiatid®ition of the MR
signal. Thus, the source of each component of the signal beusbnfined to a
particular location in the x-,y-, and z-direction of spalfaall protons experience
the same magnetic field strength, they will all produce aaigh an identical
frequency. Thus, all protons will be excited by a given RFspulesulting in a
net signal that reflects the sum of all the signals generatelei tissue volume
without any spatial information. In order to generate a wiskfR image, several
steps have to be applied, which are described in the foligwin

Spatial localization is based on the property of NMR: thenasit frequency
is directly proportional to the magnetic field at the locataf a nucleus. In MR,
the resonant frequency is manipulated through control@fdbal magnetic field
by applyingmagnetic field gradientsin an MR scanner, there are three gradient
coils in addition to the RF coils and the coils of the magrelit Each gradient
coil produces a magnetic field that varies linearly along iQdar axis. Thus,
the three gradient coils produce field gradients along thrdegonal directions
(x,¥,2), so that a field gradient along any arbitrary dir@tttan be produced.

Space encoding is done in three ways corresponding to tee gpatial di-
rections: slice selection, frequency encoding, and phaseding. To select a
single thin slice (typically of 1-10 mm thickness), a gradiéeld along theslice
selectionaxis (z-axis) is turned on while the RF pulse is applied. Th&ults
in a variation of the resonant frequency along the z-axisatailored RF pulse
that contains only a narrow range of frequencies. Thusnase occurs only in
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this narrow spatial band of the volume. The location of theestan be varied
by changing the frequency of the RF pulse. The spatial tieiskrof the excited
slice depends on the ratio of the frequency width of the REgtd the strength of
the field gradient. The slice width typically is adjusted tanging the gradient
strength. The net signal, however, still reflects the sumlidignals generated
across the slice. The localization in the x-y plane is addevy frequency and
phase encoding. Férequency encoding negative field gradient pulse along the
x-axis is turned on after the excitation RF pulse. Followtinig pulse, a positive
x-gradient is switched on so that a gradient echo occursvhaglthrough the sec-
ond gradient pulse. Consequently, the precession freguartbe magnetization
varies linearly along the x-axis. The net signal is thusdfammed into a sum of
signals covering a range of frequencies. The signals qorelng to each fre-
guency can be separated. Any signal measured as a seriepliifidss over time
can be converted to a series of amplitudes correspondinifféoetht frequencies
by calculating the Fourier transform (FT). Rultase encodingluring the interval
between the RF pulse and the data acquisition, a gradietitliehg the y-axis is
applied for a short time interval to localize the y-positimithe separated signal.
Thus, the transverse magnetization at different y-positiprecesses at different
rates, so the phase difference between the signal at twiiqmssincreases linearly
with time. After the gradient is turned off, all spins aganegess at the same rate,
but show different y-dependent phase differences. As dtremach precessing
magnetization is marked with a phase offset proportion#@bktg-position.

3.3.2 Functional Magnetic Resonance Imaging
Physiological Basis of fMRI

Functional magnetic resonance imaging (fMRI) is based amawascular cou-
pling (Roland, 1993). The chain of events leading to the mmek signal is
illustrated in Figure 3.6. The stimulus first induces locahieges in neural ac-
tivity. The neural activity then triggers increased enemggtabolism, such as the
consumption of oxygen and glucose resulting in an increasegional cerebral
blood flow (rCBF), regional cerebral blood volume (rCBV)daegional cerebral
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metabolic rate of oxygen consumption (rCM B).’)The supply of oxygen attached
to the hemoglobin exceeds its consumption such that theeotration of oxy-
genated hemoglobin increases, while the amount of desogyg@ hemoglobin
decreases leading to a change in blood magnetization. In #da4Rl measures
blood flow changes due to a neural event through changesad laboygenation.

CMRO, }

Neural

Stimulus |=—> NGV CBF T —

cev |

BOLD
Signal

Figure 3.6:The chain of events leading to the BOLD signal. Arrows indieat increase
of these factors. A long arrow represents a large increashat arrow a small increase.
CMRO,: cerebral metabolic rate of oxygen; CBF: cerebral blood floBBV: cerebral
blood volume; BOLD: blood-oxygen-level-dependent. (souBeecton, 2002, p. 419)

Desoxyhemoglobin has a significant paramagnetic momerdreals oxyhe-
moglobin is diamagnetic with a very small magnetic momertie Tecrease of
desoxyhemoglobin reduces the paramagnetic property dfltioel volume. As a
result, local inhomogeneities caused by the paramagnesoxyhemoglobin are
reduced and thereby T2* is increased for the stimulateddisslative to the un-
stimulated tissue. Consequently, the stimulated tisspeap higher in signal on
T2* weighted images. This MR signal change is referred thhadvtood oxygena-
tion level dependent effect ®OLD effect(Ogawa, & Lee, 1990).

The BOLD signal is determined by several parameters. lisstgaproximately
2 s after neural activity and reaches its maximum after 4 sstoWithin 5 sto 12s
after neural activity, the BOLD signal decreases to 10%soinitial value. After
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10sto 12 s, the BOLD signal decays to its initial value andmfindershoots this
value. The time course and the amplitude of the BOLD signalvaay between
brain regions, persons and experimental sessions (Agdarahn, & D’Esposito,
1998). The relationship between the BOLD signal and neurtivity is still
poorly understood. A recent study in monkeys showed thahameased BOLD
signal directly reflects an increase in neural activity, tlee neural response to a
stimulus (Logothetis, Pauls, Augath, Trinath, & Oelterma®001). By simulta-
neous acquisition of fMRI and intracortical electrophysgical data, Logothetis
and colleagues (2001) demonstrated that the BOLD signaltsftather synaptic
activity, i.e., the local input of a neural population in e area (local field po-
tential), than spiking activity, i.e., the output of a pagtidn of neurons in a given
area (multi-unit activity).

3.3.3 Experimental Design in fMRI

Two experimental designs are often used in fMRI studiescked design and
event-related design (Frackowiak et al., 1997). Indloeked designexperimen-
tal conditions are presented in separate blocks with ondition per block. Each
block consists of several trials and usually lasts for 406&0ts. The great number
of brief repetitions of trials within a block results in higtatistical power. Thus,
blocked designs represent very efficient fMRI designs {einisZarahn, Josephs,
Henson, & Dale, 1999). Blocked design, however, does noivaib separate the
hemodynamic response for each single trial ruling out thesibdity to dissoci-
ate correct and erroneous responses within one block. Adudisadvantage is
a constricted randomization of conditions leading to ancg#ted sequence of
trials.

The event-related desigis based on the presentation of single trials. The
advantages of this design are an unrestricted randomizafiall trials, which
allows to exclude effects due to anticipation and habituatand a separation of
the hemodynamic response for each trial. Because a distinof correct and
erroneous responses within each trial is crucial for thegmefMRI study, an
event-related design was used. The hemodynamic delay &Ghe response
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requires long inter-stimulus-intervals (I1Sls) that rahgéween 12 s and 20 s. The
use of long ISlIs results in fewer trial repetitions and a lwsstatistical power.
Dale and Buckner (1997) varied stimulus presentation tasganged between 1
stimulus per 20 s and 1 stimulus per 2 s. The results showsdadjsanatomically
segregated responses to different stimulus types for sdomedl as rapid stimulus
presentations provided that stimuli are carefully randmui

3.3.4 Analysis of fMRI Data

FMRI records the BOLD signal over time at discrete spatiahtmns within an
imaging plane placed within the brain. This procedure tesnola time sequence
of digital two-dimensional (2D) images of the brain, whiate acquired every
second within each defined three-dimensional (3D) voluremeht that is termed
voxel One measured signal value per 2D image is assigned to e&eh Ttus,
an fMRI data set consists of a defined amount of voxels, whach @oxel repre-
sents a time series of its signal value over the experiment.

FMRI studies mainly aim to investigate the relationshipAmsn the time se-
ries of a voxel and specific experimental conditions to ogemew insights into
the implementation of cognitive brain functions. The datalgsis consists of sev-
eral steps of preprocessing, co-registration, statistauation and visualization
of fMRI data, which will be explained in the following. Thegsent fMRI data is
analyzed with the software-package LIPSIA (Lohmann, EljiiBosch, Mentzel,
Hessler, Chen, Zysset, & von Cramon, 2001).

Preprocessing

Several preprocessing steps are required to improve the&@MRo remove ar-
tifacts due to motion, slice acquisition, and low frequemncifts. Artifacts due

to susceptibility gradients or blood pulsation in large vessels can be hardly cor-
rected. Therefore, brain regions affected by those atsifabould be excluded
from further analysis.

2Susceptibility artifacts primarily occur in tissue boriher air-filled cavities due to different
magnetic properties, e.g., in the orbitofrontal cortex.
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In the present fTMRI experiment, data are corrected for moédifacts us-
ing a matching metric based on linear correlation for gecdigatalignment. In
this procedure, 2D images are geometrically rotated arftedhintil a satisfac-
tory match with a reference scan is achieved. The correctiethod can only
be applied separately for each slice in the axial plane tfirjsPrice, Fletcher,
Moore, Frackowiak, & Dolan, 1996). The slices acquired ie dMRI scan are
measured sequentially resulting in a systematic delaydratiyuisition time be-
tween each slice. This offset in slice acquisition may af¢atistical analysis and
needs to be compensated for. A sinc-interpolation algortthsed on the Nyquist-
Shannon theorem is applied for slice-time correction (St&rBradley, 1992).
Low-frequency drifts due to physiological or technical seas affect the aver-
age signal intensity. Therefore, low-frequency signadssaippressed by applying
a 1/120 Hz high-pass filter. Spatial smoothing should be @izechulti-subject
studies to achieve a sufficient regional overlap of activafoci. In the present
fMRI experiment, spatial smoothing of the signal is done bgams of a Gaus-
sian filter with a kernel size of 5.65 mm full width at half mepdm (FWHM)_.
The increased autocorrelation caused by the filtering isrtahkto account during
statistical analysis adjusting the degrees of freedom §W&far& Friston, 1995).

Spatial Transformation

In order to enable statistical group comparisons, the imagall participants have
to be equal in size and in position in space. The co-registratf the anatomical
and functional data is done in three steps: first, the anatdrslices (MDEFT)
are rotated and scaled such that they are geometricallyegligith the functional
slices (EPI-T1}. This linear registration is used to compute a 3 x 3 transétion
matrix, containing three rotational and three translatiggarameters that register
the anatomical slices with the 3D high resolution referehtedata set. The 3D

3The kernel size of the Gaussian filter is computetV HM = V8xIn2x 0 x pixelsize where
sigma indicates the standard deviation of the Gaussianifumct

4An MDEFT (modified driven equilibrium Fourier transform) semae is a common method
to acquire anatomical images. The BOLD response is usualjyised with an EPI (echo planar
imaging) sequence, an ultrafast MRI imaging technique.
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reference data set is acquired for each participant in a@Epsession. Second,
each individual transformation matrix is scaled to a stashddereotactic coordi-
nate system (e.g., Talairach stereotactic space, Tdki&dournoux, 1988) by
applying linear scaling. In the final step, these normalizadsformation matri-
ces are applied to the individual functional raw data. Sfiaps are scaled using a
trilinear interpolation, generating 3D output data wittpatsal resolution of 3 x 3
X 3 mm (27 mrﬁ’) per voxel.

Statistical evaluation

The aim of the statistical evaluation is to define brain regithat are significantly
correlated with a cognitive function, which is operatioredl by the experimen-
tal design. This can be obtained by the generation sfatistical parametric
map (SPM) showing the statistical significance of each voxeld@pecified ex-
perimental condition. The statistical evaluation of theRMlata is based on a
least-square estimation using theneral linear mode{GLM) for autocorrelated
oberservations (random effects model; Friston, Holmen®dsrasby, Williams,
Frackowiak, & Turner, 1995a; Friston, Holmes, Worsley,ifm| Frith, & Frack-
owiak, 1995b; Worsley, & Friston, 1995; Friston, 1994). Thedel equation is:

Y =XB+e (3.4)

This linear combination is callefitted responseThe model equation, including
the observed fMRI data Y, the design matrix X, and the ernantg is convolved
with a Gaussian kernel of dispersion of 4 s FWHM. The moddLithes an esti-
mate of temporal autocorrelation that is used to estimaestiective degrees of
freedom (Worsley, & Friston, 1995).

According to event-related designs as used in the preseRt 8periment,
the design matrix X is generated from a synthetic hemodyoagasponse func-
tion (Friston, Fletcher, Josephs, Holmes, Rugg, & Turn@®81 Josephs, Turner,
& Friston, 1997) and its first, second, and third derivatithee so calledbasis
functions The derivatives of the synthetic hemodynamic responsetifum are
assumed to model different properties of its function: thet fierivative should
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be more sensitive to the amplitude, while the second dérevahould be more
sensitive to the time course and the third derivative shbeldnore sensitive to
the time dispersion. The model paramet@rare weighting coefficients for the
linear combination of the basis functions and are influenmgdhe number of

employed basis functions. The model parameters are unkaodhave to be es-
timated based on a least-square estimation. In the prdd®&itdxperiment, three
basis functions are used to model the hemodynamic respomstion. Thus,

three weighting coefficients are estimated for each voxel.

In the following, contrast imagesi.e., estimates of the raw-score differences
between specified conditions, are generated for each semsibparticipant. For
multi-session analysis, the estimated model parameterhéospecified condi-
tions are tested by using a t-statistic (cf., Bortz, & D@ti1995). The resulting
t-values are transformed into z-scores resulting in arviddal SPM(z) (Lohmann
et al., 2001). The z-scores indicate whether the specifiadittons significantly
differ from each other on a voxel-wise basis. To look for ffigant differences
between groups, the contrast images of each group are tegtading a two-
sample t-test. In order to minimize the probability of fatsssitives (type | error),
exclusively voxels with a z-score greater than 3.09(p.001, uncorrected) and
with a satisfactory volume size are considered as activatgdls (Forman, Co-
hen, Fitzgerald, Eddy, Mintun, & Noll, 1995).

Visualization

In order to visualize the activated regions within the bréie SPM(z) is superim-
posed on an anatomical high resolution image. In the prdb#RtL experiment,

the same anatomical high resolution image is used to depat bnages. This
anatomical image is an individual brain showing a quiteqsatical alignment of
gyri and sulci (see Figure 3.7). The significances of the SPife color-coded
for each voxel. Only significantly activated voxels are bisiin the image. For
the purpose of visualization, the spatial distributiontef SPM is advanced to

1 mn® by using an interpolation method (Lohmann, 1998).
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Figure 3.7: Left, medium, and top view of the anatomical image which is useal as
reference image to depict brain images revealed in the pré8&Rt experiment.

3.4 Concluding Remarks

The described methods are non-invasive procedures thdiecaspeatedly con-
ducted. Nevertheless, written informed consent accortbnidpe declaration of
Helsinki is obtained from each participant and their rigits protected. Several
precautions have to be considered when conducting fMRIrerpats to ensure
high safety standards. Because participants are brougha wery high magnetic
field (e.g., 3 Tesla [T]), those with pace makers or other Huédaobjects inside

the bodies have to be excluded categorically from fMRI tsidiTherefore, partic-
ipants must be informed about the exclusion criteria angutssible risks about
their attendance of an fMRI study. In general, each fMRI expent has to be
approved by the local ethic committee of the respectivearsity.






Chapter 4

Experiment 1a (ERP)

4.1 Introduction

The aim of the present ERP study is to investigate the elgayiological corre-
lates oferror correctionand its temporal characteristics by means of behavioral
data, ERPs, and LRPs. First, the issue is addressed whetbeicerrection is
reflected by a modulation of the amplitude and/or the laterieyror-related ERP
components. To achieve this aim, participants were ranglainided into two
groups. One group was instructed to correct each committed By immedi-
ately pressing the correct key. A second group was unawageraf corrections
being recorded. A similar design was used in the study by iBode-Fornells
and colleagues (2002) with an important difference. Whileheir study error
correction was forbidden in the non-instructed group, lew@ediate corrective
behavior was merely not instructed. This design offers twpdrtant advantages:
first, additional processes of control due to the prohihitid error correction can
be ruled out, and second, a supplementary comparison hefngdental correc-
tions expected in the non-instructed group and intentiooakections expected in
the instructed group can be conducted to get a more detadedof the correction
process.

Second, the present experiment further examines whethezction speeaf-
fects error-related ERP components. Based on the curresi¢lsof performance

65
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Table 4.1: Predictions for ERN latency and amplitudes for slow and &asbr
corrections based on current models of performance manior

fast correction slow correction

Mismatch Hypothesis: comparison upon completion of camesponse
representations

ERN Latency early, at correction late, at correction
ERN Amplitude large large

Alternative version of Mismatch Hypothesis: comparisoompeceipt of
efference copy

ERN Latency early early
ERN Amplitude large small

Response Conflict Hypothesis: maximal post-response confli

ERN Latency early delayed
ERN Amplitude large small

Note: ERN: error-related negativity

monitoring (cf., chapter 2.3), the following predictiorsncbe made for amplitude
and latency of the ERN (for an overview, see Table 4.1). Mimmatch Hypoth-

esisput forward by Falkenstein and colleagues (1990) assunatdtib ERN is

elicited at the moment of the completion of the responsec8eteprocess. Thus,
the comparison between response representations canléaieesplely after the
selection of the corrective response. This reasoning leatise prediction that
the ERN should be elicited time-locked to the correctivpoese. Following this
idea, a substantial delay of the ERN on slowly relative takjyicorrected errors
can be predicted. Concerning the ERN amplitude, no differdretween slow and
fast error corrections should be hypothesized. Due to tttaHat corrected errors
are assumed to be easy to detect, they should elicit a lagyaatth reflected in a
large ERN amplitude. Thelternative version of the Mismatch Hypothe@®les
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et al., 2001) predicts that the ERN peaks when the effereapg is received.
Since there is no reason to assume that the speed of theneffezepy is causally
connected to the corrective behavior, the latency of the ERduId be constant
across fast and slow error corrections. The amplitude oEtR8&l should be re-
duced for slowly relative to quickly corrected errors as suteof a smaller mis-
match caused by a delayed second response representatieRe3ponse Con-
flict Hypothesisassumes that the ERN peaks at the time of maximal post-respon
conflict. Slow error corrections should be based on a delagednd response
tendency leading to a delayed and decreased maximum ofgestnse conflict.
During fast error corrections, the second correct resptsgency follows very
closely the erroneous one and the corrective response imittad quickly after
the error. Thus, a longer latency and smaller amplitude efBRN for slowly
relative to quickly corrected errors should be expected.

4.2 Method

4.2.1 Participants

Forty-four individuals participated in the experiment. ejhwere randomly di-
vided into two groups: one group was instructed to correirerimmediately

by pressing the correct button after committing an erroegesponse (correction
instructed, CI); a second group was unaware that error cwns were recorded
(correction non-instructed, CN). It is important to notattll volunteers were
naive to the experiment and did not participate in any peviexperiment involv-

ing immediate error correction. To guarantee a homogenemusctive behavior
within each group, exclusion criteria for the two samplesenghosen. Partici-
pants in the CI group were excluded from analysis, when thewed a correction
rate below 50%, while in the CN group participants with a eotion rate above
50% were excluded. Data from two volunteers met these eérdugiteria. In

addition, two participants were excluded from analysisabee of an error rate
below 10% resulting in an insufficient number of error tridsallow meaningful

statistical analysis. The sample of forty volunteers (Qugr. N=20, 9 female;
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CN group: N=20, 12 female) was right-handed and had normeaboected-to-
normal vision. They ranged in age from 20 to 31 years (M = 24JuiMeers were
paid for participating in the experiment.

4.2.2 Experimental Procedure

The present experiment consisted of five experimental blot® minutes each.
Participants had the possibility to relax for a short timénsen the blocks. A
modified version of the Eriksen flanker task known to yieldhhigror rates was
used in the present ERP experiment (Ullsperger, & von Cra2@dl). The time
course of the task is illustrated in Figure 4.1. At the beijigrof each trial, a
fixation mark was presented for 500 ms at the center of theescuter which
four flanker arrows occurred for 110 ms. The arrows were 0.4 ‘and 1.08°
wide and appeared 0.52° above and 1.04° below the screesr.cdifite target
arrow was presented for 30 ms in the center of the flanker arvaith a delay of
80 ms from the flanker’s onset. If the target arrow points anghme direction as
the flanker arrows, we refer to it as a compatible trial. If thiget arrow points
in the opposite direction, we refer to it as an incompatibild.t Compatible and
incompatible trials appeared in randomized order. Pa#itis were instructed
to respond with maximal speed and accuracy to the targetvasith the hand
indicated by its direction. Additionally, members of the @bup were instructed
to correct their errors by immediately pressing the corkegtafter committing an
error. Each response was followed by a symbolic feedbaclktabeponse speed,
which was presented for 600 ms at the screen center and iefoitme participants,
whether their answer was fast enough or should be speedddtapthe feedback
a fixation cross occurred for 500 ms such that the IS amount@880 ms.

An adaptive algorithm was introduced, which dynamicallyuats the re-
sponse time pressure based on the participant’s perfoamdiie algorithm aims
at an optimization of error rate (goal: 20 % incompatibl@es) and late response
rates (as low as possible). This procedure helps to redugedairts for low num-
ber of error trials. The mean response deadlines were cailpdretween the CN
group (M =434 ms, SEM = 13) and the Cl group (M =444 ms, SEM = 98) €
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timing
feedback
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% iate response
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Figure 4.1:Time course of the modified version of the Eriksen flanker tasWisly an
incompatible trial.

-0.56, p = .58). In addition, a probability bias towards theompatible trials was
applied to further optimize the number of error trials: 45%r@ls (540 trials)
were compatible, the other 55% of the trials (660 trialspmgatible.

4.2.3 Data Recording

The volunteers sat comfortably in a dimly lit, electricadligd acoustically shielded
chamber in front of a computer screen. The EEG was recorddd Ag/AgCI
electrodes from 51 electrode sites (the extended 10-2@rayseferenced to left
mastoid and offline re-referenced to linked mastoids. Edeet impedance was
kept below 5 kiloohm [R]. The EOGV was recorded from electrodes placed
above and below the right eye. To monitor horizontal eye mmrs, the EOGH
was collected from electrodes placed on the outer canthtine ¢éft and right eye.
EEG and EOG were AD converted with 22-bit resolution at a dengpate of 250
Hz. Artifacts caused by facial movements as well as drifteewejected off-line.
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4.2.4 Data Analysis

The signals were averaged time-locked to the first respofisis. was done sep-
arately for incompatible correct trials and incompatilbieeeous trials, in which
the response was delivered before reaching the respongdiinge@l00 to 600 ms
in response-locked ERP averages, -500 to 500 ms in respacised LRP aver-
ages). The average voltage in the 100 ms preceding the driketfanker arrows
served as baseline. The single trial EEG signals were dedédor horizontal

and vertical EOG artifacts by means of an eye movement dareprocedure

(Pfeifer, 1993) based on a linear regression method desthlp Gratton, Coles
and Donchin (1983) .

In the response-locked averages, peak-to-peak measuswamr calculated
to determine baseline-independent amplitudes of negadiffections by subtract-
ing the amplitude of the preceding positive peak from theseghent negative
peak of the components of interest (cf., Falkenstein e2@00). Based on the lit-
erature, the time search windows of the ERN and the Pe wesenlapriori. For
the ERN, two early time windows were defined from -80 to 0 mglerpositive
peak preceding the ERN and from 0 to 120 ms for the followingatige peak,
the ERN. Because the Pe is a more sustained positive deflepak search was
not possible in many participants’ data. Therefore, themagaplitude in the late
time window from 300 to 500 ms was used for statistical anslyBo investigate
the observed new ERP component, the correction-relateativigg (CoRN), two
middle time windows centered around the deflection of istenere chosen post-
hoc: first, a time window from 100 to 180 ms for the positive lppeeceding the
CoRN and second, a time window from 120 to 300 ms for the catisecnega-
tive peak, the CoRN. Because peak search was not possihladorrected errors
in the middle time window, the mean amplitude in the time windfrom 150
to 250 ms was used to compare corrected and uncorrected eritbin the CN
group. The negative peaks found for the ERN and CoRN als@ddor obtain-
ing latencies. In the presented illustrations of ERP wawe$y negative amplitude
values are plotted upwards, positive amplitude values d@xahs.
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In order to avoid a loss of statistical power that occurs wiepeated-measures
ANOVAs are employed to quantify multichannel and multitiméndow data
(Gevins, Smith, Le, Leong, Bennett, Martin, McEvoy, Du, & ileld, 1996;
Oken, & Chiappa, 1986), electrode sites were pooled to fotopégraphical re-

gions. The following regions of interest (ROIs) were defindt anterior (F5,

FC3, FC5, C3), midline anterior (F3, Fz, F4, FCz), right aote(F6, FC4, FCS6,

C4), left posterior (CP3, P5, P3, PO7), midline posteriar, O3, POz, PO4) and
right posterior (CP4, P4, P6, PO8). Figure 4.2 depicts ttsitipa of the defined

ROls.

Figure 4.2:Recorded electrode sites following the 10-20 system. Bigetsites pooled
into regions of interest (ROIs) are color-coded (yellow:t lefiterior; purple: midline

anterior; orange: right anterior; green: left posterior;ipk: midline posterior; blue:

right posterior.)
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The LRP was assessed by using the ERP waveforms recordedaaidd34,
in which the amplitude of the readiness potential is maxinfifotas & Donchin,
1980). The double subtraction method described in chapied 3vas used to
compute the LRP waveforms (cf., De Jong et al., 1988). Thennamaplitude
of the response-locked LRP was calculated in three time evisd(early time
window: 10-40 ms; middle time window: 100-200 ms; late tim@adow: 250-
400 ms) centered around the lateralizations of interesighwivere chosen post-
hoc. In the depicted LRP results, response activation todhect side is plotted
upwards, to the incorrect side downwards.

Only for illustration purposes, a low-pass filter with a dtifequency of 15
Hz was applied.

Statistical Analysis

For behavioral statistics, repeated-measures ANOVAsthéhwithin-subject fac-
tors Response Typ@wo levels: correct and erroneous responsBgdyious Re-
sponse Typétwo levels: preceding correct and preceding erroneoysorses),
Correction Typ€gtwo levels: corrected and uncorrected erro@)jrrection Speed
(two levels: fast and slow correction€gpmpatibility (two levels: compatible and
incompatible trials)Response Time Quartilgour levels: Q1, Q2, Q3, Q4), and
the between-subject fact@roup (two levels: Cl and CN group) were conducted.
Interactions were analyzed by computing subsequent londar ANOVAs and
t-tests (cf., Bortz & Doring, 1995). All effects with moreah one degree of free-
dom in the numerator were adjusted for violations of splitgreeccording to the
formula of Greenhouse and Geisser (1959). Percentages\alltiee response rate
data were tested additionally after arcsine normalizatigil reported statistical
effects also reached significance by applying the convettdd to the ANOVA.
Compatible erroneous trials were excluded from statistiocalyses, because of
an insufficient number of trials{ 1%) to calculate meaningful statistics.

1The conversion was performed as follows= arcsin(+/(Y/100)), whereX indicates the nor-
malized value an¥ indicates the percentage value.
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Response times were defined as the time between target owlstteabegin-
ning of the button press. Correction time was calculateth@sdsponse time dif-
ference between the erroneous response and the subseqrrentive response.
To disentangle fast and slow error corrections, correctemt &ials were divided
by the median of the correction time for each participanthia €1 group. The
mean correction time for fast corrections amounted to 1323&M = 9) and for
slow corrections to 274 ms (SEM = 17). In order to investigater corrections
within and between the two groups, a sub-sample of the CNpgtiat showed a
sufficient number of corrected error trials was chosen (N8l#male). To rule
out the influence of group differences in error rates and powsub-sample of
the CI group (N=14; 6 female) was used whose group power wagiwhl and
whose performance (mean error rates) matched with therpeafece of the CN
sub-sample.

The ERP statistics were based on repeated-measures ANGifthe/within-
subject factorfkesponse Typ€orrection TypeCorrection SpeedAnterior- Pos-
terior Dimension(two levels: anterior and posterior scalp regiorisjteral Di-
mension(three levels: right, midline and left scalp regions) and between-
subject factoiGroup. Subsequently, lower-order ANOVAs atvdlests were com-
puted to analyze resulting interactions (cf., Bortz, & Dgr 1995). All effects
with more than one degree of freedom in the numerator wengstad for vio-
lations of sphericity according to the formula of Greentewaad Geisser (1959).
Reported effects revealed in lower-order ANOVAs also reddignificance using
Bonferoni correctioA (Huberty, & Morris, 1989). In order to avoid to report large
amounts of statistical results not relevant to the issueuimvestigation, only
main effects or interactions including the factors Respadiygpe, Correction Type,
Correction Speed and Group are reported. Scalp potenpiajtaphic maps were
generated using a two-dimensional spherical spline iotatipn (Perrin, Pernier,
Bertrand, & Echallier, 1989) and a radial projection from @hich respects the
length of the median arcs. The time course of the LRP wasttatily analyzed

2Bonferoni correction was applied as follows:= 0.05h, wherea is the probability of Type |
error andh is the number of comparisons.
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by using repeated-measures ANOVAs with the within-subjactorsCorrection
TypeandCorrection Speednd the between-subject facBroupas well as byt-
tests (cf., Bortz, & Doring, 1995). Compatible erroneaials and late responses
(delivered after the response deadline) were excluded $tafistical analyses.

4.3 Behavioral Data

4.3.1 Results

Table 4.2: Mean proportion, and reaction times of correct, erronecasd late
responses for each stimulus type.

Group
CN Cl

Stimulus Type Compatible Incompatible Compatible Incdibjea

Correct 93.2 (1.5) 59.6 (1.4) 933 (1.4) 614 (1.0
RR  Error 07 (0.2) 176 (1.2) 10 (020 229 (1.9
in%  Correct late 47 (0.7) 209 (25) 51 (14 151 (2.2

Error late 0.2 (0.1) 05 (0.2 0.2 (0.03) 0.2 (0.04)

Correct 305 (5) 369 (5) 302 (5) 368 (5)
RT Error * 270 4) * 265 3)
inms Correct late 447 (14) 438 (12) 455 (14) 437 9)

Error late * * * *

Note: RR: response rate; RT: reaction time; CN: correctiom+iastructed group; Cl:
correction instructed group. Standard error of mean is presd in parentheses. *Too
few trials for meaningful analyses.

As depicted in Table 4.2, typical effects of incompatilgilitere found for both
reaction times and error rates. Correct response timdsding in-time and late
correct responses, were submitted to an ANOVA with the wifactor Compati-
bility and between-factor Group. The analysis revealedsifitant main effect of
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Compatibility reflecting longer reaction times for incontipke correct trials than
for compatible correct trials (F (1,38) = 1653.2<p.0001) (see, Figure 4.3). In
addition, error rates were higher for incompatible triadsnpared to compatible
trials (F (1,38) = 973.9, < .0001) (see, Figure 4.3). Consistent with previous
findings, volunteers were faster on incompatible erronegoals than on incom-
patible correct trials (F (1,38) = 1909.6,<.0001). All three ANOVASs revealed
no interaction with the factor Group.
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Figure 4.3: Reaction times (solid line) and error rates (dashed line) fompatible
correct (CC) and incompatible correct (IC) trials.

Group-specific effects occurred for the percentage of eoos and late re-
sponses. The CN group showed significantly lower error rggg4,38) = 5.4, p
< .05) and a higher number of late responses (F (1,38) = 47,0b) compared
to the Cl group (see, Figure 4.4).

To test whether prolonged effects of errors differed betwgreups, an ANOVA
with the factors Previous Response Type and Group was pegtbrevealing a
significant interaction of these factors (F (1,38) = 8.1 p01)>. A subordinate
within-group analysis showed a typical post-error slowéffgct in the CN group:
reaction times of correct trials were significantly slowéeierrors than after cor-

STrials preceded by compatible trials were excluded fromyaislof post-error adjustments
so that the comparison was between trials preceded by indiigphits and incompatible errors.
This procedure rules out confounds with the conflict sequeffeet often observed in flanker tasks
(Gratton, Coles, & Donchin, 1992)
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Figure 4.4:Percentage of erroneous and late responses for the cooratstructed (CI)
group and the correction non-instructed (CN) group.

rect responses (F (1,19) = 8.9<p.01) (see, Figure 4.5 left). This effect was not
present in the Cl group (F (1,19) = 0.4, p = .51). A significargvibus Response
Type x Group interaction was also found for error rates (BgLr- 11.1, p< .01).
The CN group committed more errors after erroneous respdive 18%, SEM

= 2) than after correct responses (M = 13%, SEM = 1) in contoagte CI group
(see, Figure 4.5 right).

Corrective Behavior

Participants in the CI group corrected their errors sigaiftty more often (M =
96%, SEM = 1) than participants in the CN group (M = 18%, SEM % @8)
= 7.3, p< .0001). The mean correction time was 109 ms (SEM = 8) for the CN
group and 200 ms (SEM = 13) for the CI group and differed sigaifily between
the two groups (t (38) =-6.0, g .0001).

Corrective behavior varied depending on the reaction tiofesroneous re-
sponses. Figure 4.6 illustrates the percentage of codesters sorted into the
reaction time quartiles of erroneous responses. An ANOMA thie factors Quar-
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Figure 4.5:Left: Reaction time of incompatible correct responses fahgvincompat-
ible correct and erroneous trials for the correction norsiructed (CN) group and the
correction instructed (Cl) group. Right: Percentage ofa@reous responses following
incompatible correct and erroneous trials for both groups.

tile and Group revealed a main effect of the factor Group (B&)L= 430.7, p<
.0001) exhibiting a higher correction rate in the Cl groupc@dly, there was a
significant interaction between the factors Quartile andupr(F (3,78) = 29.7,
p < .0001). This result suggests a different distribution afrective behavior
across reaction time quartiles for the two groups. A subseqwithin-group
comparison showed an equivalent number of corrected esitng) each quartile
in the Cl group (F (3,39) = 1.4, p = .27), while the percentafyecorected errors
significantly differed among the quartiles in the CN group(3B39) = 37.5, p<
.0001). As can be seen in Figure 4.6, the slower the readtioa for erroneous
responses the larger is the percentage of corrected emrding iCN group. The
correction time for each error response time quartile irGhgroup is depicted in
Figure 4.6. The ANOVA revealed a main effect of Quartile (B@ = 13.70, p<
.0001): correction times decreased when error responsgeiticneased.

Figure 4.7 illustrates the distribution of the mean numbfecarective re-
sponses across correction times in bins of 50 ms. As repaliede, there were
more corrections in the CI group than in the CN group acrdssoalection time
bins (F (14,364) = 7.3, i .0001). Incidental corrections in the CN group fell
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Figure 4.6:Quartile analysis of error response times for the correctinstiucted (ClI)
group and the correction non-instructed (CN) group. Cotiae rates (CR) and correc-
tion time (CT) are depicted as a function of error response $im@1 - Q4 refer to the
ascending RT quartile score of erroneous responses catmliseparately for the two
groups. Q1: fastest RT quartile, Q4: slowest RT quartile.

mostly into the fastest correction time bins, while erratreotions in the Cl group
were distributed primarily across slower correction tinresb

4.3.2 Discussion

As expected, typical effects of incompatibility were fousdggesting a higher
response conflict on incompatible trials than on compatitidds. Erroneous re-
sponses seem to be caused by premature responding reflesteatter reaction
times on errors relative to correct responses. The obsetatzdreveal evidence
that error correction rate can be manipulated by experiahémstruction. More-

over, response strategy seems to be affected by the pagdibicorrect errors.

Participants who were unaware that error corrections wererded showed a
smaller error rate, a higher number of late responses asawellpost-error slow-
ing efffect suggesting a more cautious response behaviddéRnkhof, 2002).

When patrticipants are explicitly told to correct their esiothey view errors as
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Figure 4.7:Distribution of error corrections across 50 ms bins of corfenttimes for the
correction instructed (Cl) group and the correction norstiructed (CN) group. The y-axis
shows the mean number of error corrections, the x-axis shovasd&nding correction
time bins.

expected and more acceptable than participants who docwivesan instruction
about error correction. Possibly, participants in the Cdugrconsider errors to be
unacceptable thereby attaching more significance to thehthemefore respond
with more caution. Participants in the CN group make sur¢ ttha response
is completely appropriate before its execution resultimdoiver error rates and
increased late response rates. In line with the findings hbRaand Rodgers
(1977), responses following erroneous responses on tleeging trial were not
only slow, but also inaccurate in the CN group. This findingtdiat a confused
behavior after errors.

Consistent with previous findings, participants who westrircted to correct
errors were able to correct errors very efficiently withoeinlg given an external
signal that indicated a committed error (Rabbitt, 19665I8,7; Higgins & Angel,
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1970). In line with Rabbitt (1967), participants in the CNvgp also showed im-
mediate error corrections although to a lesser degree. iBtrébdtional analysis

suggests that the gain in error correction rate observelderCt group is due to
an increase in slow error corrections. This could be caugeddhasic intentional

process based on error detection. That process can leadhtdig enhancement
of stimulus processing and/or to an evolving second resptarglency. An alter-
native explanation is that a change in the response mode ohtitor system has
resulted either in a general prolongation of stimulus psetgy or in an enabling
of multiple responses.

Rabbitt (2002) reported a study, in which intentional "esignaling responses”
were much slower than slow error corrections revealed irptheent study: 650-
750 ms compared to 240 ms (correction time in the fastest Birgjuartile). This
finding seems to challenge the account that slow error diwrecin the Cl group
result from a phasic, intentional process based on errectien. Itis important to
note that the intention to produce an error signaling respam Rabbitt's task re-
quires to leave the current task set, to recode the resparsdso establish a new
response tendency. In contrast, intentional correctiotisd present study merely
require that the existing correct response tendency iseelito exceed response
threshold. It seems conceivable that this enhancemerssisilee-consuming than
the generation of a new response.

Incidental corrections in the CN group occurred in a narroeetrange from
0 to 100 ms after committing an error. The CI group, howevisg aommitted
such fast error corrections, but in the minority of correti. The distributions of
incidental corrections in the CN group and fast correctiartae CI group widely
overlap in the two shortest correction time bins (0 to 100ans) start to differ sig-
nificantly when extending a correction time of 100 ms. The benof intentional
corrections increases with increasing correction timegneas the number of in-
cidental corrections decreases. The quartile analysi®dsimates that incidental
corrections occur mostly for slow error response times. rAilar pattern was
observed for fast corrections in the Cl group appearinggredantly for slower
erroneous responses. These findings suggest a similafyingenechanism for
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incidental corrections in the CN group and fast correctiarthe Cl group, which
is independent of the intention to correct errors and ha® tdistinguished from
intentional slow corrections in the CI group.

In the CN group, the majority of errors remained uncorrectédeems that
usually the response to a task can only be executed onceydeeramost cases
errors cannot be corrected by immediately executing thesifgresponse. The
quartile analysis of error response times revealed that earrection rate in the
CN group decreases with decreasing error response timedowltorrection rate
may result from a large portion of trials involving an earlyameous response
tendency and a delayed second correct response tendericl, ddes not reach
response threshold within a given time after the first respoit can be speculated
that the second correct response tendency either doesrtiatrfevolve because
stimulus processing is finished, or its execution is block&doon as an efference
copy of the first response has been received. This seems titebated by the
intention to correct errors so that also late correctioreob® possible.

4.3.3 Derivation of ERP Hypotheses

Based on the behavioral findings, two types of error comactian be hypoth-
esized depending on the instructional conteixicidental error correctionand
intentional error correction In accordance with Rabbitt (2002), it can be as-
sumed that incidentally corrected errors are delayed coresponses, which arise
from ongoing stimulus processing resulting in a secondecbnesponse tendency,
which in turn produces the corrective response. Incidesriar corrections are
expected in the CN group, when two response tendencies thaichmaximum
nearly simultaneously. Fast error corrections in the Cugrshould rely on sim-
ilar processes as incidental corrections in the CN groupth®mther hand, slow
error corrections in the Cl group should be based on an ioteadtprocess. Fol-
lowing this view, it can be assumed that ERN amplitude arehlat is more simi-
lar for incidental and fast error corrections than for fagt alow errors corrections
or incidental and slow error corrections.
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Concerning uncorrected errors in the CN group, current tsooeperfor-
mance monitoring would lead to concordant predictions ati@imodulation of
ERN amplitude and latency. Table 4.3 illustrates the cotegl@ersion of Table
4.1 based on the behavioral results (for a description optkdictions of ERN
modulation by fast and slow corrections in the Cl group see@5). The Mis-
match Hypothesis (Falkenstein et al., 1990) assumes thdERN is elicited at
the moment of the completion of the response selection psocEhus, the ERN
should be significantly more delayed for uncorrected erttwas for incidentally
corrected errors. A reduction of the ERN amplitude can beeebgul for uncor-
rected errors assuming that the error remained uncorrdaetb a weaker correc-
tive response representation (cf., Falkenstein et al§19he alternative version
of the Mismatch Hypothesis, put forward by Coles et al. (30@buld predict no
changes in ERN latency by incidentally corrected and uected errors, because
the efference copy should not be causally connected to theative behavior.
The ERN amplitude should be reduced for uncorrected erearsed by a delayed
second response tendency, which leads to a smaller misnfatelogous to this
argument, the Response Conflict Hypothesis assumes thatrecied errors in
the CN group are based on a delayed second response tendedimtipg a de-
layed and decreased maximum of post-response conflict., BHosger latency
and smaller amplitude of the ERN for uncorrected errors eapxpected. Note
that the latency shift would not be predicted to be as largeitsthe original
Mismatch Hypothesis, because maximal conflict is elicitdgbmvperformed and
corrective response tendencies maximally overlap.

4.4 Electrophysiological Data

4.4.1 ERP Results

Figure 4.8 illustrates the response-locked ERPs for inediile correct and in-
compatible erroneous trials for the electrode sites of thdsRfor an enlarged
illustration of the ERP time course at FCz see Figure 4.9) tke Cl group,
ERPs for corrected errors are depicted, for the CN group,sHBPuncorrected
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Table 4.3:Predictions for ERN latency and amplitudes for uncorreaedrs, in-
cidental, fast, and slow error corrections based on curmaoidels of performance
monitoring.

CN Cl
no corr incidental corr fast corr slow corr

Mismatch Hypothesis: comparison upon completion of canesponse
representations

ERN Latency delayed early, at corr early, at corr late, at corr
ERN Amplitude small large large large

alternative version of Mismatch Hypothesis: comparisoorugeceipt of
efference copy

ERN Latency early early early early
ERN Amplitude small large large small

Response Conflict Hypothesis: maximal post-response cbnfli

ERN Latency delayed early early delayed

ERN Amplitude small large large small
Note: Intentional processes are printed in italic, incid@ircorrection processes in bold
italic. Cl: correction instructed group; CN: correction meinstructed group; corr:
correction.

errors. The ERN was identified for erroneous responses mpgakound 80 ms af-
ter the first button press. The ERN showed a fronto-centedpatistribution with
its maximum at FCz. The ERN was followed by a broadly distedupositivity
on erroneous trials, the Pe. Exclusively on corrected drials, an additional
negative deflection occurred 200 to 240 ms after the erranessponse. This
deflection will be termedaorrection-related negativityshort CoRN The cortical
distributions of these error-related ERP components gl in Figure 4.9.

In order to investigate group differences in the errorteeldERP components,
the amplitude values from incompatible erroneous trialevgebjected to a three-
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——— CN error trials
— — — CN correct trials
—— Cl error trials
— — — Cl correct trials

Figure 4.8:Response-locked ERPs for incompatible correct and incoivipatironeous
trials for the correction instructed (CI) group and the cection non-instructed (CN)
group for the electrode sites of the ROIs. For the CI group, ERIP corrected errors are
depicted, for the CN group, ERPs for uncorrected errors.

way ANOVA with the within-subject factors Lateral Dimensi@nd Anterior-
Posterior Dimension and the between-subject factor Group.

Early time windowlIn the early time window, the statistical analysis revealed
a significant main effect for the factor Group showing a lesspunced ERN
for the CI group than for the CN group (F (1,37) = 8.0<p.01). Secondly,
a significant interaction Group x Anterior-Posterior Diraiem was observed (F
(1,37) = 5.0, p< .05). Follow-up analyses revealed a significantly smallRNE
for the ClI group in each anterior ROI (left: t (38) =-2.8<p.01; middle: t (38) =
-4.0, p< .001; right: t (38) =-4.0, < .001).
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Middle time window.In the middle time window, a second negative deflec-
tion occurred on corrected error trials in the Cl group, &dnCoRN. Conducting
a paired two-sample t-test on incompatible erroneousstrihis effect reached
marginal significance at one midline electrode (FCz) (t 38)8, p< .10).

200 - 240 ms
—
-8 uV +6

——— CN error trials
— — — CN correct trials
——— Cl error trials
— — — Cl correct trials

300 - 500 ms
-13 W46

Figure 4.9:Left: Response-locked ERPs for incompatible correct andrivgatible er-
roneous trials in the correction instructed (Cl) group arigetcorrection non-instructed
(CN) group at the midline electrode FCz. Right: Isopotenti@ps of the ERPs for cor-
rected error trials in the correction instructed (Cl) grougnd uncorrected error trials
in the correction non-instructed (CN) group in the time windoof the ERN, the CoRN,
and the Pe. ERN: error-related negativity, CORN: correntielated negativity, Pe: error
positivity.

Late time window.The ANOVA in the late time window elicited neither a
significant main effect for the factor Group (F (1,38) = 1.8=p19) nor any
significant interactions with this factor.



86 CHAPTER 4. EXPERIMENT 1A (ERP)

Incidental Error Correction

In order to investigate the hypothesized types of erroremtion, incidental and
intentional error correction, several sub-group analysere performed. As men-
tioned before, participants from the CN group incidentalyrected almost one
fifth of their errors although corrective behavior was naitiincted. Incidental
error corrections were investigated by a within-group gsialcomparing uncor-
rected error trials and incidentally corrected error $rialthin the CN group. The
time course of the response-locked ERP data for incidgrtalirected and uncor-
rected error trials of the CN group is illustrated in Figur&Qt
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Figure 4.10: Response-locked ERPs for uncorrected and incidentallyected error
trials in the correction non-instructed (CN) group for thieetrode sites of the ROls.

Early time window.A three-way ANOVA with the factors Correction Type,
Lateral Dimension and Anterior-Posterior Dimension wasdiwted. The data
revealed no significant difference of the ERN amplitude leetwincidentally cor-
rected and uncorrected errors (F (1,13) = 0.2, p = .68). IrcarskANOVA with
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the factors Correction Type, Lateral Dimension and Antefiosterior Dimen-
sion, peak latencies of incidentally corrected and uncteckerrors were com-
pared. The analysis revealed a significant main effect offiabtor Correction
Type showing a significantly later peak for uncorrectedrsr(é (1,13) = 30.2, p
<.0001).

Middle time window.In the middle time window, the CoRN was elicited on
incidentally corrected errors. In the mean amplitude aig)ya significant Correc-
tion Type x Lateral Dimension x Anterior-Posterior Dimesrsitriple interaction
was observed (F (2,26) = 4.5, 9 .05). Follow-up analyses revealed a larger
CoRN for incidentally corrected than for uncorrected etrials in each anterior
ROI (left: F (1,13) = 24.5, < .001; middle: F (1,13) = 33.2, g .0001; right: F
(1,13) = 27.0, p< .001).

Late time window.To test for differences in the Pe amplitude, repeated mea-
sures ANOVAs were conducted revealing neither a significaain effect of the
factor Correction Type (F (1,13) = 0.7, p = .43) nor any intdmns with this
factor.

Incidental versus Intentional Error Correction

To test whether correction speed modulates error-relag&ld®mponents, a within-
group ANOVA was conducted comparing fast and slow erroreztions within
the Cl group. Furthermore, a between-group ANOVA was peréat to investi-
gate whether incidental corrections in the CN group anddasections in the CI
group are based on a similar underlying mechanism. The mesglocked ERPs
for quickly and slowly corrected errors in the Cl group as lveasl incidentally
corrected and uncorrected errors in the CN group are delpictéigure 4.11. An
enlarged illustration of the ERP waveforms at one midlirecibde is displayed
in Figure 4.12.

Early time window. To compare the amplitude and peak latencies of the
ERN for slowly and quickly corrected errors within the Cl gm a three-way
ANOVA with the within-subject factors Correction Speedtéral Dimension and
Anterior-Posterior Dimension was performed. The analysi®aled no signifi-
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FZ

—— CN uncorrected errors
— — — CN corrected errors

———— CI slow error correction
— — — Cl fast error correction

Figure 4.11:Response-locked ERPs for uncorrected and incidentalkgcted errors in
the correction non-instructed (CN) group and for slow anstfarror corrections in the
correction instructed (CI) group for the electrode siteghs ROIs.

cant difference of the ERN amplitude between slow and fast eorrections (F
(1,13) = 1.1, p = .31). The latency data for the ERN showed aifitggnt main
effect for Correction Speed reflected in a later peak for sisveompared to fast
corrections (F (1,13) =51.2,% .0001).

In a second step, amplitudes and peak latencies of the ERMbrtinciden-
tally corrected errors in the CN group and both slow and fastections in the
CIl group were contrasted by means of two ANOVAS, including ftctors Lat-
eral Dimension, Anterior-Posterior Dimension and GroufrNEamplitudes did
not differ significantly between incidental correctionstire CN group and fast
(F (1,26) = 1.2, p=.29) and slow (F (1,26) = 0.3, p = .59) cdioas in the ClI
group. Concerning the ERN latency, the between-group aeslyevealed sig-
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nificant main effects for the factor Group. The ERN for incitidly corrected
errors in the CN group peaked significantly earlier than fathkquickly (latency
difference = 7 ms; F (1,26) = 5.2, ¥ .05) and slowly (latency difference = 27
ms; F (1,26) = 69.9, p< .0001) corrected errors in the Cl group. Note, there
was a larger latency difference between incidental and stoar corrections than
between incidental and fast error corrections.

Middle time windowFirst, the CoRN amplitudes of incidentally corrected er-
rors in the CN group and quickly corrected errors in the CLigravere contrasted.
The ANOVA with the factors Anterior-Posterior Dimensionateral Dimension
and Group exhibited a main effect of the factor Group (F (2:26.4, p< .05),
but no interaction with the topographical factors Anteffwsterior Dimension
and Lateral Dimension. The data showed a larger CoRN forcfaisections in
the CI group than for incidental corrections in the CN gro@similar result was
obtained in the comparison of incidentally corrected erinrthe CN group with
slowly corrected errors in the Cl group (main effect of GroBp2,26) = 4.7, p
< .05). The within-group comparison of the CoRN amplitudesfést and slow
corrections revealed neither a significant main effect (E3)L= .80, p = .40) nor
any interactions with the factor Correction Speed. As depiin Figure 4.9, both
ERP components, the ERN and the CoRN, are fronto-centradtyitiited. The
CoRN seems to extend more to lateral electrodes than the BRNawlight lat-
eralization to the right. This was confirmed by an ANOVA, toig¢hnormalized
amplitude data for the ERN and CoRN in fast error correctivase submitted
(Component x Lateral Dimension interaction: F (2,26) = §.% 0.01).

To investigate the latency differences of the CoRN, a thwvag-ANOVA in-
cluding the factors Correction Speed, Lateral Dimensiath Anterior-Posterior
Dimension was performed. The comparison between quickty ssowly cor-
rected errors within the CI group revealed a significant €ion Speed x Anterior-
Posterior Dimension interaction (F (1,26) = 7.7 p05). The data showed a later
peak of the CoRN for slow corrections (M =244 ms, SEM =7) aspamad to fast
corrections (M = 218 ms, SEM = 8). This effect was most promednat anterior
electrode sites (F (1,26) = 5.0,9.05). The CoRN latency also differed signifi-
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cantly between slow corrections in the ClI group and incidlecrrections in the
CN group (M =211 ms, SEM = 8; F (1,26) = 5.9.05) peaking significantly
later for slow corrections. This effect was again largestraerior electrode sites
(F (1,26) = 8.8, p< .01). No significant latency shift of the CoRN was found be-
tween fast corrections in the ClI group and incidental coiwas in the CN group
(F (1,26) = 0.3, p = .58).

———— CN uncorrected errors
— — — CN corrected errors
——— Cl slow error correction
— — — Cl fast error correction

Figure 4.12: Response-locked ERPs for uncorrected and corrected efiads tin the
correction non-instructed (CN) group and for slow and fasbecorrection trials in the
correction instructed (CI) group at one midline electrode.

In order to investigate whether the CoRN is temporally depen either on
the first erroneous response or on the second correctiverrespan ERP-image
plot was computed (Delorme, & Makeig, 2004). Figure 4.13dsirates the ERN
and the CoRN components scaledud levels at channel FCz, aligned with the
erroneous button press, and sorted according to the jpauntits’ correction times.
The ERP-image plot revealed a distinct negative deflectiothé time window
of the ERN time-locked to the initial error. In the time windmf the CoRN,
a negativity occurred after the corrective response, whithwed a distribution
along the correction time.
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Figure 4.13:A: Response-locked ERP-image plot for incompatible corceetmor trials
at channel FCz. Each vertically stacked thin color-codedzomtal bar represents a
single trial in the event-related dataset. Trials are sdraecording to the participants’
correction time (CT), smoothed across 50 neighboring trial¢hie sorting order. The
trace below the ERP image shows the ERP average of the imaga@paths. As data
from all subjects of the correction instructed (Cl) groupreveollapsed, amplitudes of
each trial were normalized for each subject. B: Correct-@sge locked and corrective-
response locked ERP averages, respectively, for incomeatirect trials (solid, black
line) and incompatible corrected error trials (dashed, dme) for the Cl group at
channel FCz. C: Same ERPs as depicted in Figure 4.13 B aftdiBlEgh-pass filtering.
ERN: error-related negativity, CORN: correction-relatedgativity.

Late time windowAn ANOVA with the factors Lateral Dimension, Anterior-
Posterior Dimension and Group was conducted to investidiéfierences in Pe
amplitude between fast and slow corrections in the Cl grolipe ANOVA re-
vealed a main effect of the factor Correction Speed (F (1513.0, p< .001) and
two interactions, a Correction Speed x Anterior-Postelonension interaction
(F (1,13) =5.2, p< .05) and a Correction Speed x Lateral Dimension interaction
(F (2,26) = 8.1, p< .01). Follow-up contrasts showed a larger positivity fatfa
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compared to slow error corrections at frontal electrodesgE (1,13) = 33.0, g
.0001). This effect was reversed at posterior electroés ¢k (1,13) = 15.7, g
.01). The Pe amplitude did not differ significantly betwerdidentally corrected
and uncorrected errors in the CN group (F (1,13) = 0.7, p = .43)

Differences in the Pe amplitude were observed in the betweaup analysis
contrasting incidental corrections in the CN group and ¢astections in the CI
group. The ANOVA revealed a triple interaction Group x Aitdeosterior Di-
mension x Lateral Dimension (F (2,52) = 6.0<p.01). Follow-up comparisons
exhibited a significantly larger Pe for fast corrections he tCl group than for
incidental corrections in the CN group at midline frontaatodes. Comparing
incidental corrections in the CN group and slow correctionthe Cl group, a
significant main effect of the factor Group was found (F (},26.2.6, p< .01)
indicating a larger Pe for slow corrections in the CI group.

4.4.2 LRP Results

Analogous to the ERP analysis, LRPs for fast and slow errmections within
the CI group were calculated. To allow an additional congmariwith inciden-
tally corrected errors in the CN group, the same CN and Clggobp samples
as in the ERP analysis were used. Figure 4.14 illustrate& Ris for inciden-
tally corrected and uncorrected errors in the CN group akagdbr fast and slow
corrections in the CI group time-locked to the erroneouparse. As expected,
a clear lateralization to the incorrect side preceded thenepus response. An
interesting pattern in the time course of the LRP was obskiwethe lateraliza-
tion to the correct side in the CI group: a deflection in théyetime window was
immediately followed by a second deflection in the middleetimindow to the
same side.

Early time windowln the early time window, incidental corrections in the CN
group (t (13) =-2.9, i< .05) and fast corrections in the Cl group (t (13) =-3.X p
.01) showed a lateralization to the correct side, whiched#dl significantly from
zero. There was no difference in the size of the amplitudésden incidental
and fast corrections (t (13) = -0.6, p = .56). Uncorrectedrsrin the CN group
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correct

incorrect

——— CN uncorrected errors
— — — CN corrected errors

—— Cl slow error correction
— — — (Cl fast error correction

Figure 4.14:Response-locked LRPs for uncorrected and corrected eri@lstin the
correction non-instructed (CN) group and for slow and fagbe correction trials in
the correction instructed (CI) group calculated from hongdas electrodes C3 and C4.
Upwards plotted deflections indicate an activation of a moesponse to the correct
response side; downwards plotted deflections to the incbresponse side.

showed a small lateralization to the correct side, whichraitireach statistical
significance (t (13) =-0.6, p =.58). Slow corrections in thgfup still remained
on the incorrect side (t (13) = 2.1,9.10).

Middle time window.As illustrated in Figure 4.14, fast (t (13) = -7.0,
.0001) and slow (t (13) = -4.1, g .01) corrections of the CI group lateralized to
the correct side, while incidental corrections in the CNugroeturned to zero (t
(13) =-1.5, p =.17). Uncorrected errors in the CN group stibnelateralizaton
to the correct side (t (13) = -1.1, p = .30). Within-group AN&/revealed no
difference in the size of the amplitudes comparing fast émal sorrections in the
Clgroup (F (13) = 2.9, p=.11).

Late time windowSurprisingly, in the late time window the LRPs of inciden-
tally corrected errors in the CN group lateralized to th@m®eous side (t (13) =
3.3, p< .01), while the LRPs of fast (t (13) = 0.5, p = .66) and slow @)(% -0.9,
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p = .41) corrections in the Cl group and of uncorrected efirotee CN (t (13) =
-0.2, p = .84) group did not significantly differ from zero.

4.4.3 Discussion

The ERP experiment was designed to investigate the timeseafrerror correc-
tion and whether error correction and/or correction speedutate error-related
ERP components. Based on the different theories of perfacemonitoring, spe-
cific amplitude and latency patterns of the ERN for fast and/grror corrections
are predicted. Adapted from the behavioral results, twedyqf error corrections,
incidental and intentional error correction, are suggkstdich were tested in the
ERP study. The following Discussion chapter will first foarsthe LRP data on
error correction. Then, the new ERP component associatédimmediate error
correction, the CoRN, will be elaborated and preliminarggastions about its
functional role will be offered. The temporal charactécsiof the ERN depend-
ing on error correction will be discussed within the framekvof the performance
monitoring theories. Finally, the Pe findings will be addez

LRPs and Error Correction

In the LRP data, errors were reflected by a pre-responsetiotivto the incorrect
side. Consistent with previous findings, corrected errbosved a clear lateraliza-
tion to the correct side, while uncorrected errors elicitedateralization (Falken-
stein et al., 1994; Rodriguez-Fornells et al., 2002). Thé*&Rlso differed for
the two proposed types of error correction. Incidentalextions in the CN group
and fast corrections in the CI group exhibited an early &ization of comparable
size to the correct side, which immediately followed theoerintentional slow
corrections were associated with a later lateralizatiothéocorrect side, which
was more extended in time. In the same time range, fast ¢mmecin the ClI
group showed a second, even larger lateralization to tirectoside, whereas the
LRP of incidental corrections in the CN group quickly retemirto zero.

The data suggest that incidental corrections in the CN gevapeflected by
the first short-lasting lateralization to the correct sidée following late, sus-
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tained lateralization for slow corrections in the Cl grogems to be specific for
the intention to correct errors. It seems conceivable thiatate lateralization re-
flects the (pre)motor activity triggered by error detectiond the resulting supra-
threshold enhancement of the corrective response tendenaycorrected errors,
however, a small but not significant short-lasting lateedlon followed the erro-
neous response (cf., Figure 4.14). This small correctigparse tendency could
be too weak to exceed response threshold in order to ingiatecidental cor-
rection. The cause of the late lateralization to the inatrside for incidental
corrections in the CN group remains uncleatr.

In contrast to the observed monotonic shift from the iniéglor to the cor-
rective response reported by Falkenstein et al. (1994) ambligiez-Fornells et
al. (2002), the present data revealed a biphasic latetializfor fast corrections
in the CI group. One can speculate that the first lateratinatd the correct side
corresponds to the incidental correction process baseagoiry stimulus pro-
cessing, which does not require error detection. The suiestdonger-lasting
lateralization may correspond to the intentional cormtiprocess that leads to
the enhancement of the corrective response tendency afberdetection. In fast
corrections, this active enhancement occurs after thense@sponse has been
initiated, in slow corrections it could be the initiatingest itself. Thus, the LRP
findings hint at a phasic intentional process on slow cawmast which actively
enhances stimulus processing and/or the evolving secepdmse tendency, and
is triggered by error detection.

Correction-related Negativity

Exclusively for corrected errors, the ERN was followed byegative waveform
associated with the corrective motor response, tercoeection-related negativ-
ity (CoRN). Both ERP waveforms, the ERN and the CoRN, are dig&t over
fronto-central electrode sites. The topography of the CaRkBlightly broader
than the scalp distribution for the ERN. It extends to etmigrsites covering pre-
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motor cortice$. The CoRN peaks in the time window from 200 to 240 ms after
the onset of an incorrect response and has a peak-to-pedikatapf about 51V
atFCz.

The CoRN was also visible in previous experiments revedligh correction
rates (Dikman, & Allen, 2000; Falkenstein et al., 1996, 1994ut was not re-
ported by the authors. In previous studies by Falkensteihcalieagues (1996,
1994), a small CoRN is visible after visual and auditory siirsuggesting that it
is not affected by stimulus modality. It is unlikely that tGeRN is elicited by the
additional motor response reflecting MRPs (Shibasaki £18@80; Vaughan et al.,
1968) of the correcting key press rather than by a cognitreegss. Recently
published data by Rodriguez-Fornells and Minte (2004)pamed one-hand re-
sponses and two-hand responses in a two-choice reactientéighk. The data
showed no additional negative deflection for the second megponse. In an ex-
periment by Falkenstein and colleagues (1994), partitipaere asked to press
the response key twice. The time delay between the sucedssywpresses ap-
proximated the delay of the correction key press. The resldmonstrated that
MRPs only affect later ERP effects in the time range of thedPeund 300 ms).

The presence of the CoRN does not seem to be related to tihdidantéo cor-
rect errors, since it was observed in incidental correstiarthe CN group as well
as in fast and slow corrections in the CI group. Its amplifut®vever, may be
modulated by the intention to correct errors reflected irrgelaamplitude for in-
tentional error corrections relative to incidental errorrections. The ERP-image
plot indicates that the CoRN is rather time-locked to theoedccorrective re-
sponse than to the initial error. This offers the intergietathat the CoRN is just
a CRN; an ERN-like wave observed after correct responsesnire studies (Vi-
dal et al., 2000; Ford, 1999). If the second corrective raspphowever, elicits a
CRN, this component should also occur after the responseroect trials. As de-
picted in Figure 4.13B, there was no CRN found following tgponse on correct

4The CoRN also showed a slight lateralization to the rightssites. Analysis of error rates
and correction rates revealed no differences for right-lafichanded responses, so that the reason
for the slight lateralization remains unclear.
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trials. This is confirmed by the statistical analysis reweph significant main ef-
fect of the factor Condition (incompatible correct triats incompatible corrected
error trials) in the time window from 0 to 120 ms in the correesponse locked
and corrective-response locked ERP averages, respgdiivél,13) = 13.7, p<
.01). In order to rule out the differential influence of theratlus-related P300
that might have masked the CRN on correct first responseghadaiss filter with
a cut-off frequency of 3.5 Hz was applied. As depicted in Fegt13C, no CRN
is visible on correct trials, whereas the CoRN remains pitefeg corrective re-
sponses (F (1,13) = 12.8,9.01).

In sum, it can be concluded that the CoRN is most likely relateerror cor-
rection. The CoRN is believed to be associated with ongdiimgutus-response
mapping based on continued stimulus processing and/or lrkameament of the
evolving corrective response tendency. The timing pattéthe CoRN precludes
the notion that it could be directly related to responsecsiele.

ERN Latency

As expected, an ERN was elicited after erroneous respordas.observed la-
tency pattern of the ERN fits best with the predictions madthbyesponse con-
flict model (cf., Table 4.3, page 83). The latency was delayedbout 15 ms
to 20 ms for uncorrected and slowly corrected errors as coedp@® incidental
and fast corrections, respectively. The results are inviite the notion that the
maximal post-response conflict is postponed, when the se@sponse tendency
is delayed (Yeung et al., in press). The notion of a delayedrgkresponse ten-
dency on slowly corrected errors is corroborated by the LR&irgs showing a
later lateralization to the correct side.

The present findings are inconsistent with both variante@Mismatch Hy-
pothesis. The original version of the Mismatch Hypothesgoests that the ERN
is elicited when both response representations are coedp{Ealkenstein et al.,
1991). This should result in an ERN latency in the time rangthe corrective
response. Particularly in slow corrections, this shouldehiad to an ERN la-
tency increase of more than 150 ms instead of 15 ms to 20 msuad fa the
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present experiment. According to the alternative versibthe Mismatch Hy-
pothesis proposing that the comparison eliciting the ER®&I<lace upon arrival
of the efference copy (Coles et al., 2001), no latency difiees would have been
predicted.

Similar findings about the modulation of the ERN latency byrection speed
were reported by Falkenstein et al. (1996). Surprisingitatency differences be-
tween quickly and slowly corrected errors were observedarstudy by Rodriguez-
Fornells and colleagues (2002). This difference might heaésed by the differ-
ent medians of the reaction time for fast and slow error otiors. In the study
by Rodriguez-Fornells et al. (2002), a difference betwéenmedian of fast and
slow corrections amounted to 104 ms, whereas in the preseetiment there
was a difference of 141 ms. Assuming that the latency diffezeof the ERN de-
pends on correction speed, a decreasing temporal distateedn quickly und
slowly corrected errors should diminish the ERN latenciedénce.

ERN Amplitude

The ERN showed a significantly smaller amplitude for coedctrrors in the ClI
group relative to uncorrected errors in the CN group oventiibelectrode sites.
This result is inconsistent with previous studies repgrtio amplitude difference
between corrected and uncorrected errors (Falkenstein £984) or a decreased
ERN amplitude for uncorrected compared to corrected e(Ruodgriguez-Fornells
et al., 2002; Falkenstein et al., 1996; Gehring et al., 1993)e latter finding
would be predicted by the Response Conflict Hypothesis (Yeiral., in press;
Botvinick et al., 2001) and the alternative version of thesatch Hypothesis
(Coles et al., 2001). Both hypotheses assume a smaller ERNnfbrrected
errors based on a delayed second response tendency, whltts ie a decreased
maximum of post-response conflict and a smaller mismatspectively.

In contrast to the Mismatch Hypothesis and the Response i€addftpothe-
sis, the evaluative monitoring account provides a satisfgexplanation for the
observed amplitude pattern. Several studies showed thiatharhmotivational
significance of errors is reflected in a larger ERN amplitudisperger, & Szy-
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manowski, 2004; Hajcak et al., 2003; Gehring, & WilloughB902; Hajcak, &
Simons, 2002; Dikman, & Allen, 2000; Luu et al., 2000a; Gegréet al., 2000,
1993). Thus, errors should be more significant for the CN grtban for the ClI
group. This assumption was confirmed by the behavioral dataating differ-
ences in response behavior between the two groups (cfipisetB, page 74).
Due to the fact that the possibility to correct errors wasinstructed to partic-
ipants of the CN group, they believed errors to be unacceptaitaching more
significance to them and therefore responded with morearautt is suggested
that the higher motivational error significance in the CNugrds reflected in the
larger ERN amplitude. Latest findings revealed supporgaeilts demonstrating
a significant correlation between ERN amplitude and ergmiicance: the larger
the ERN amplitude the higher the error significance (unghblil observations).
Inconsistent with the predictions of the current modelsafgrmance mon-
itoring, the ERN amplitudes showed no significant diffeeeiiic the sub-group
comparisons. The absence of an amplitude difference mayt#t been caused by
a loss of statistical power. While in the overall group congzn 20 participants
were collapsed in each group, only 14 participants per gmeere included in
the sub-group comparisons. Moreover, the sub-groups watehed according
to their performance diminishing between-group diffees)avhich have suppos-
ably elicited the amplitude modulation of the ERN in the allegroup compar-
ison. It remains unclear why the relationship of ERN amgktwand error cor-
rection shows this inconsistent pattern of results compggate literature and the
present study. It can be speculated that the ERN size depentiiee amount of
post-response conflict in a non-linear manner and showisgeiffects.

Pe Amplitude

Sub-group comparisons showed a significant difference dervincidental and
fast corrections as well as fast and slow corrections, malsté to a larger posi-
tivity on fast error corrections at mid-frontal electrodies. There was, however,
no amplitude difference between incidentally corrected ancorrected errors
within the CN group. The functional significance of these ifigg is rather un-
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clear, since the Pe is usually maximal at centro-pariettteddes (Falkenstein
et al., 1996, 1994). On the other hand, some studies alsoteepmmore midline
central distribution of the Pe (Ullsperger, & von CramonQ20Falkenstein et al.,
2000) . Falkenstein et al. (1994) suggested that the Petiaated errors could be
affected by a MRP of the correcting key press. The fact th&®edifference was
observed between corrected and uncorrected errors withi€N group renders
this account unlikely.

The Pe results are inconsistent with the notion that thispmmant is associ-
ated with post-error slowing (Nieuwenhuis, RidderinkhBfom, Band, & Kok,
2001), since a smaller Pe for the CN group was found showisggmwor slowing
compared to the CI group, in which post-error slowing wasabsThe findings
strengthen the view that the Pe has a large variability aaldferent individuals
and different tasks such that the nature of this componéhteshains question-
able (Stemmer et al., 2004; Falkenstein, 2004; Falkensteih, 2000).

4.5 Conclusion

Experiment 1A examined the electrophysiological coresatf error correction
using behavioral data, ERPs, and LRPs. Moreover, the miotulaf error-related

ERP components by correction speed was investigated. EBiRgmdemonstrate
a new component associated with error correction, the ctiorerelated negativ-
ity (CoRN). The results further hint at two types of errorreation depending on
the instructional context: incidental and intentionaloercorrection. Behavioral
results indicate that response strategy is affected by dhsilgility to correct er-

rors. Participants in the CN group seem to attach incredgedisance to errors
leading to a more cautious response behavior. This highvatmthal error sig-

nificance seems to be reflected in an enhanced ERN ampliturlg.|d&ency can

be modulated by correction speed: the ERN peaked earligpuickly corrected

errors compared to slowly corrected errors as predictedhéResponse Conflict
Hypothesis. The amplitude of the Pe significantly differetieen fast and slow
correction, whereas the ERN amplitude did not.



Chapter 5

Experiment 1b (HR)

5.1 Introduction

The second focus of the ERP experiment is to investigateiaraghanges as-
sociated with error detection and error correction. Previstudies showed that
cardiac deceleration reflects external feedback to respemers (van der Veen et
al., 2004; Crone et al., 2003, Somsen et al., 2000) as wetitasal error moni-
toring (Hajcak et al., 2003). Positive feedback and comegponses, respectively,
as well as negative feedback and erroneous responses;tieslyeelicited a de-
celerative response. The strength, however, of HR dedielerdepended on the
valence of the stimuli. Negative feedback and erroneoysoreses showed an en-
hanced cardiac slowing relative to positive feedback amdcbresponses. Based
on these findings, a HR deceleration for both, correct arat &rals, with a more
pronounced deceleration for errors can be predicted.

In order to examine cardiac changes associated with errogatimn, cardiac
deceleration on immediately corrected errors in the Cl grand uncorrected er-
rors in the CN group is contrasted. A study by van der Veen.g8l04) related
cardiac deceleration to successful response adjustmantiseosubsequent trial
following response errors. Based on these results, HR @etign is also associ-
ated with immediate error corrections occurring within éneor trials.

101
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5.2 Method

In the experiment, the EEG and the ECG were simultaneouslgrded while
participants performed the modified version of the Eriksankér task (for the
task description see chapter 4.2.2, page 68).

5.2.1 Participants

The sample is described in chapter 4.2.1 (page 67). Sixcjjatits (three out
of each group) were excluded from analysis because of heaigg Im the data
making an identification of the R-peaks impossible. The darop thirty-four

volunteers (CI group: N=17, 7 female; CN group: N=17, 11 fexhaas right-
handed and had normal or corrected-to-normal vision. Thaged in age from
21 to 29 years (M = 25).

5.2.2 Data Recording

The ECG was bipolarly recorded with two Ag/AgCI electrodéscpd on the left

and right ventral forearm. Analogous to the EEG recordihg,ECG signal was
AD converted with 22-bit resolution at a sampling rate of 280 The data were

band-pass filtered off-line with 2 to 60 Hz. The position of fR-peaks was de-
tected off-line with an accuracy of 4 ms and corrected for emognt artifacts and
signal drifts. The HR was calculated based on the interaad thetween succes-
sive R-peaks. The discontinuous HR signal was transform&da continuous

signal by linear interpolation (cf., Koers et al., 1999; d&h, 1999; Mulder, &

Mulder, 1981).

5.2.3 Data Analysis

The same logic as described for the ERP data was used to arthlyHR data
(cf., chapter 4.2.4, page 70). Response-locked averagesoakulated for in-
compatible correct and incompatible erroneous trials éntitlme range from -200
to 1300 ms. The average voltage in the 100 ms preceding tlet ofhihe flanker
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arrows served as baseline. The mean amplitude was caltdtatéwo defined
time windows (early time window: 0-600 ms; late time windd¥@0-1300 ms).

Statistical Analysis

In order to investigate HR changes associated with erra@ctleth and error cor-
rection, a two-way repeated-measures ANOVA with the withibject factoRe-
sponse Typ@wo levels: correct and erroneous responses) and the betsihject
factor Group(two levels: Cl and CN group) was conducted. Interactionsveg-
alyzed by computing subsequent lower-order ANOVAs &tekts (cf., Bortz, &
Doring, 1995). All effects with more than one degree of flem in the numerator
were adjusted for violations of sphericity according tofitrenula of Greenhouse
and Geisser (1959). Late responses (delivered after tpenss deadline) were
excluded from statistical analyses.

5.3 Results

Figure 5.1 illustrates the response-locked averages oféRges for incompat-
ible correct trials and incompatible error trials in bottogps. Corrected error
trials are depicted in the CI group, uncorrected errordriathe CN group.

Early time window.In the early time window, the two-way ANOVA with the
factors Response Type and Group revealed neither a significain effect of
the factor Response Type (F (1,32) = 0.9, p = .35) nor a Respbype x Group
interaction (F (1,32) = 2.1, p =.16).

Late time window.In the late time window, the two-way ANOVA with the
factors Response Type and Group showed a significant maot é€fr the factor
Response Type exhibiting a more pronounced HR deceler&dioarrors com-
pared to correct trials (F (1,32) = 30.6,<.0001). Furthermore, a significant
Response Type x Group interaction was observed reflectiaggarl HR deceler-
ation for uncorrected errors in the CN group than for cogeatrrors in the CI
group (F (1,32) = 4.2, p< .05).
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Figure 5.1: Response-locked event-related HR averages for incompatiotect and
incompatible erroneous trials for the correction instrugt@l) group and the correction
non-instructed (CN) group. For the CI group, event-relatéld averages for corrected
errors are depicted, for the CN group, event-related HR agesafor uncorrected errors
are depicted.

5.4 Discussion

In line with previous results, errors as well as correct ogsgs elicit a cardiac
deceleration being more pronounced for errors. This resigyests that HR de-
celeration reflects autonomic responses induced by inteenBbrmance monitor-
ing. If the performance monitoring process is interruptaa,error might occur
resulting from a mismatch between the appropriate and thealhc performed
response. This detected mismatch seems to be reflected mhanced cardiac
deceleration (cf., Crone et al., 2003). The result, howesauld also be inter-
preted in terms of valence (positive versus negative outypms suggested by
van der Veen and colleagues (2004).

As expected, HR deceleration was modulated by error cioreshowing a
larger decelerative response for uncorrected errors ihgroup than for cor-
rected errors in the Cl group. Taking the results by van den\ét al. (2004) into
account, cardiac deceleration seems to be related to &ngds well as short-
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term behavioral adjustments following response errorsseBan the behavioral
findings (cf., chapter 4.3), an alternative interpretatbtbthe HR data is favored.
The behavioral results showed that the CN group and the Cipgdifered with
respect to their response strategy. It can be assumed éh@hNigroup believes er-
rors to be unacceptable thereby attaching more significeniteem and therefore
responds with more caution to prevent response errors. fEtreicted possibility
to correct errors in the Cl group seems to decrease the rtiotighsignificance of
response errors. Crone et al. (2003) related HR decelerttia violation in the
predictions of the outcome. Thus, the higher motivationairesignificance in the
CN group is suggested to lead to a stronger violation of théopaance-based
expectations on error trials reflected in a larger HR deattar.

5.5 Conclusion

Experiment 1B investigated cardiac changes related to detection and error
correction. The HR results revealed a cardiac slowing orecbtrials as well
as on erroneous trials. There was, however, a larger HR efatieih on errors.
Furthermore, cardiac slowing on errors differed betweerto groups. The CN
group showed a more pronounced HR deceleration relativeetd@t group. In
line with the findings of Experiment 1A, the data suggest tligh motivational
error significance in the CN group is reflected by an enhandrdiételeration.






Chapter 6

Experiment 2 (fMRI)

6.1 Introduction

While many fMRI studies have focused on the neural correlat@rror detection
and response conflict, there are few investigations exagitiie cortical imple-
mentation of the consequences of errors. Dehaene andguadie#1994) proposed
that a system located in the dorsal ACC and/or the pre-SMAgaged when an
error is detected in time for a correction to be attemptede ifikiolvement of the
dorsal ACC or more precisely of the RCZ in behavioral adjustta following er-
rors was strengthened by single cell recording studies inkexs (Shima & Tanji,
1998). FMRI findings in humans showed similar areas on thetdraedian wall
related to long-term behavioral adjustments, i.e., postreslowing (Kerns et al.,
2004; Garavan et al., 2002; Carter et al., 2001).

The aim of the present fMRI experiment is to investigate theral correlates
of short-term behavioral adjustments following responsers, namely immedi-
ate error correction. In order to achieve comparabilityh® present ERP exper-
iment, the same task and group classification were used. id&vimg the corti-
cal function of the RCZ in error processing (Ullsperger, &vBramon, 2001;
Botvinick et al., 2001) and of the pre-SMA in motor plannifigji, 1994), these
brain areas seem to be suitable for a functional implemientaf immediate er-
ror correction. The fMRI experiment focuses on the iderdtfin of cortical areas
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on the frontomedian wall associated with immediate erroremtion. Taking the
neural correlates of error detection into account, theeissfuwhether both pro-
cesses, error detection and error correction, rely on a aommmeuroanatomical
substrate is addressed.

Based on the HR results reported in chapter 5.3, this expetifurther ex-
amines the relation of the inferior insula and cardiac clkancaused by error
responses. The inferior insula is proposed to be a centtatrdmant in the reg-
ulation of cardiac autonomic activity (see chapter 3.213)e anatomical projec-
tions of the inferior insula to several cortical and subicattstructures directly
engaged in HR regulation argue for its suitable role in anaio cardiovascular
control (Verberne, & Owens, 1998). Empirical studies irsr@.g., Butcher, &
Cechetto, 1995) as well as in humans (Oppenheimer et ak) H€b suggest the
involvement of the inferior insula in the cardiac regulatidn the present fMRI
experiment, the question is raised whether the revealederiated HR modula-
tion is reflected on the brain level focussing on the infeinsula.

6.2 Method

6.2.1 Participants

Thirty-one individuals participated in the experiment. eTgroup classification
and the exclusion criteria were analogous to the ERP expatirfcf., chapter
4.2.1, page 67). Two participants in the Cl group were exadufitom analysis
because of a correction rate below 50% and one participaheiN group due
to a correction rate above 50%. In addition, one participead excluded for an
insufficient number of error trials{10%). The sample of twenty-seven healthy
volunteers (Cl group: N=14, 6 female; CN group: N=13, 5 feshalas right-
handed and had normal or corrected-to-normal vision. Tdgerranged from 21
to 35 years (M = 25). Participants were paid for the experimen
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6.2.2 Experimental Procedure

The speeded modified flanker task applied in the ERP experiwas also used

in the fMRI study (for the task description see chapter 4.2a2)e 68). In order to

keep the participants’ stay within the MR scanner below ang the experimen-

tal session consisted of one block, which lasted 27 min. Blbisk comprised 162

compatible trials and 162 incompatible trials presentaamomized order. Prior
to the experimental session, an anatomical scan was rucckispter 6.2.3). Dur-

ing this anatomical scan, participants performed two sylset training sessions
(160 trials each), which were used to individually estintateresponse deadline
applied in the experimental session. When the responsdimieads exceeded, a
feedback occurred informing the participants to speed ejp thsponding.

6.2.3 fMRI Procedure

Imaging was performed at 3T on a Bruker (Ettlingen, Germatgdispec 30/100
system equipped with the standard bird-cage head coil (SBKRI11 580/400/S,
MAGNEX Scientific Ltd., Abingdon, UK). Twenty slices (thiokss 4 mm, spac-
ing 1 mm) were positioned parallel to the bicommissural (RC} plane covering
the whole brain. Prior to the functional runs, a set of 2D amétal images was
acquired for each participant using an MDEFT sequence (2866xpixel ma-
trix). Functional images in plane with the anatomical imagere acquired using
a single-shot gradient EPI sequence (TR = 2; TE = 30 ms; 64 x>@& matrix;
flip angle 90; field of view 192 mm) sensitive to BOLD contrastIn order to
improve temporal resolution for modeling of the hemodyranaisponse, an in-
terleaved design was employed (Miezin, Maccotta, OllinBetersen, & Buckner,
2000). In a separate session, high-resolution whole braagés were acquired
from each participant to improve the localization of adiwa foci using a T1-
weighted 3D segmented MDEFT sequence covering the whoike. bra

1The parameter TR (time to repeat) specifies the time betweercdwsecutive excitations of
the same slice by a sequence of RF pulses. The parameterm&t(tiecho) specifies the time
period between the exposure of the RF pulse and the acquiredid/fial.
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Participants received the instruction before the fMRI eixpent started. Then,
they were ask to lie on a scanner bed with their left and rigtiex finger posi-
tioned on MRI-suitable response buttons. In order to preldedy movements,
the head of the participants was carefully fixated and thensaand hands were
stabilized by vacuum cushions. Earplugs were used to grétecparticipants
against scanner noise. Participants wore mirror-glasske®k at the visual stim-
uli, which were projected to a pane of glass positioned aetiteof the scanner.
The fMRI experiment started with the anatomical scan, whasted about 20 min
and was also used as a training session. Immediately adteittie functional data
were aquired, while participants performed the experialeask.

6.2.4 Statistical Analysis

For behavioral statistics, repeated-measures ANOVAsthéhvithin-subject fac-
torsResponse Tyféwo levels: correct and erroneous responggsjrection Type
(two levels: corrected and uncorrected erro@)mpatibility (two levels: compat-
ible and incompatible trials), and the between-subjedbfaéroup(two levels: ClI
and CN group) were conducted. Interactions were analyzembimputing subse-
quent lower-order ANOVAs antitests (cf., Bortz, & Doring, 1995). All effects
with more than one degree of freedom in the numerator werested for viola-
tions of sphericity according to the formula of Greenhousd &eisser (1959).
Response rate data were also tested after arcsine nortivaligsee page 72). All
reported statistical effects also reached significancegplymg the converted data
to the ANOVA.

The analysis of the fMRI data was conducted using the soéwackage LIP-
SIA (Lohmann et al., 2001) as described in chapter 3.3.4.t,Nk& computed
contrast images will be explained in more detail.

The following conditions were specified in the GLM: compkgilborrect tri-
als, incompatible correct trials, incompatible erronetiads (Cl group: corrected
errors; CN group: uncorrected errors) and late responsdis€obd after response
deadline). Compatible erroneous trials were excluded Btatistical analysis be-
cause of an insufficient trial numberx4%). Response conflistas examined by
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contrasting compatible correct trials and incompatiblerext trials. Error detec-
tion was investigated by the contrast incompatible erroneaais trersus incom-
patible correct trials. The resulting SPMs were threstwlaiep<.001 threshold
(uncorrected). Local maxima of the z-maps residing in atitm areas of size
smaller than 360 cubic millimeters (= 8 measured voxels)ewert reported to
minimize the probability of false positive results (typerta). In order to inves-
tigate the brain activity related to immediagderor correction a between-group
analysis was performed contrasting the brain activity anembed errors commit-
ted in the CI group and the brain activity on uncorrectedreroommitted in the
CN group. The comparison was confined to regions that wergfisigntly acti-
vated during errors in at least one of both groups. The betweeup analysis
consisted of a two-samptetest. Because of the anatomical variability of the ob-
served cortical regions, a less conservative thresholgl@tGb (uncorrected) was
used for the resulting SPM of the group comparison.

6.3 Results

6.3.1 Behavioral Data

The behavioral data revealed instruction-based behayarticipants in the ClI
group corrected their errors significantly more often (M #B82SEM = 4) than
participants in the CN group (M = 21%, SEM = 6; t (25) = 8.7<p0001). The
mean correction time was 104 ms (SEM = 10) for the CN group &id1s (SEM
= 11) for the CI group and differed significantly between the groups (t (24) =
3.7, p< .01).

As depicted in Table 6.1, typical effects of incompatililivere found for
both reaction times and error rates. Correct response tmees submitted to
an ANOVA with the within-factor Compatibility and the betem-factor Group.
The analysis revealed a significant main effect of Comgagitshowing longer
reaction times for incompatible correct trials (M = 416 m&Ns= 4) than for
compatible correct trials (M = 360 ms, SEM = 4; F (1,25) = 1@3%.< .0001).
Secondly, error rates were higher for incompatible trids< 37%, SEM = 2)
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Table 6.1: Mean proportion, and reaction times of correct, erroneousl date
responses for each stimulus type.

Group
CN Cl
Stimulus Type Compatible Incompatible Compatible Incdiblea
Correct 929 (1.6) 425 (5.3) 88.8 (1.5 420
RR  Error 16 (0.3) 336 (28 35 (0.8) 39.2 (3.2
in%  Correct late 48 (1.2) 220 (33) 71 (14 171
Error late 06 (03 19 (@0 06 (©3) 17
Correct 362 (6) 421 (7) 359 (5) 414
RT Error * 334 (6) * 334 (6)
inms Correct late 500 (9) 489 (10) 498 (9) 491
Error late * * * *

Note: RR: response rate; RT: reaction time; CN: correctiom+iastructed group; Cl:
correction instructed group. Standard error of mean is presd in parentheses. *Too
few trials for meaningful analyses.

compared to compatible trials (M = 3%, SEM = 1; F (1,25) = 290.4 .0001).
Consistent with previous findings, participants were gigaintly faster on incom-
patible erroneous trials (M = 334 ms, SEM = 4) than on incotibfeatorrect trials
(M=417 ms, SEM =4, F (1,25) = 651.8,9.0001). Allthree ANOVASs revealed
no interaction with the factor Group.

6.3.2 FMRI Data
Error Detection

In the fMRI analysis, brain areas related to error detecti@ne examined con-
trasting incompatible erroneous trials with incompatitxderect trials. A list of all
significant activations of the Error Detection contrastrisgented in Table 6.2.
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Table 6.2:Anatomical specification, Talairach coordinatésy, z), and maximal

z-scores (Z) of voxels covarying significantly €<p.001) with Error Detection
(incompatible erroneous vs. incompatible correct trials)

Area Hemisphere x 'y z Z
pre-SMA (BA 6)
pre-SMA (BA 8)

-2 2 62 4.2
-1 14 53 4.2

X X0 - -
\I

pre-SMA (BA 6) 20 62 34
pre-SMA (BA 8) 2 29 56 3.8
RCZ (BA 24/32) R 1 21 38 42
anterior inferior insula L 46 14 -4 3.4*

Note: SMA: supplementary motor area; RCZ: rostral cingulatee, MFG: medial
frontal gyrus; BA: Brodmann Area; R: right; L: left. *signifit activation observed on
a lower spatial threshold (90 cubic millimeters)

The fMRI data exhibited a clear activation pattern on thatomedian wall.
On errors, the focus of the hemodynamic activity was pritmdmicalized in two
areas: the right RCZ and the pre-SMA bilaterally. As illagdd in Figure 6.1,
there was a widespread activation in the pre-SMA extendimg BA 32. The
error-related activation in the RCZ was located on the boB#e24 / BA 32 and
showed a more focal distribution.

In the Error Detection contrast, no activation in the irderinsula was ob-
served. When reducing spatial threshold (90 cubic millar&t however, a sig-
nificant activation in the anterior inferior insula was relegl on error trials relative
to correct trials (see, Figure 6.1).

Error Correction

In a second step, the issue was addressed whether errartmor iis implemented
in similar brain areas as engaged in error detection orsreliea different cortical
network. In order to isolate correction-related brain oegi corrected error trials
occurring in the CI group and uncorrected error trials ogagrin the CN group
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Error Detection
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Figure 6.1: Cortical activations of the contrast incompatible erroneduals vs. in-
compatible correct trials on coronal (y=15), sagittal (x=&nd axial (z=31) slices of a
3D structural MRI. Trial averaged time courses of the anteiiderior insula, the pre-
supplementary motor area (pre-SMA) and the rostral cingutatee (RCZ) are depicted
on the top of the figure.

were contrasted by using a two samplest (e.g., Bortz, & Doring, 1995). Table
6.3 lists the significant activation foci related to errorregtion.

Consistent with the results reported for error detectibe fMRI data revealed
activation foci in the right RCZ and in the left pre-SMA asised with immediate
error correction. The correction-related activations lmnfrontomedian wall and
the corresponding trial-averaged time courses are idtedrin Figure 6.2.

Additional activations associated with error correctioerg/found in the right
caudal part of the SMA (SMA proper) and in the left cuneus. Bteliesting acti-
vation pattern was also observed in the parietal cortexaxfitiint hemisphere. The
data revealed a higher hemodynamic response for correptad @ the parietal
operculum, an area located between the central sulcus ambsterior ascending
branch of the Sylvian fissure, where an imaginary lateraresion of the postcen-
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Table 6.3:Anatomical specification, Talairach coordinatésy, z), and maximal
z-scores (Z) of voxels covarying significantly €p.05) with Error Correction
(corrected erroneous vs. uncorrected erroneous trials).

Area Hemisphere x vy z Z
pre-SMA (BA 6) L 5 0 62 29
SMA proper (BA 6) R 4 -6 56 25
RCZ (BA 24/32) R 1 21 38 21
parietal operculum (BA40) R 55 -23 23 41
supramarginal gyrus (BA39) R 61 -32 38 24
postcentral gyrus (BA 1) R 58 -15 35 2.1
cuneus (BA 18) L -5 87 12 2.2

Note: SMA: supplementary motor area; RCZ: rostral cingulatee, BA: Brodmann
Area; R: right; L: left.

tral sulcus points to the middle of the parietal operculuge(Bigure 6.2). Sepa-
rated activation foci were located in two areas superiohéoparietal operculum:
one on the crown of the postcentral gyrus, and a second fodhe supramarginal
gyrus posterior to the parietal operculum and adjacentdgtsterior ascending
branch of the Sylvian fissure.

6.4 Discussion

The fMRI experiment focused on the neural correlates ofratetection and er-
ror correction. Accordingly, it was investigated whethemitar brain areas are
engaged in these two processes. Based on the observedetated HR changes
in the EEG study, the hypothesis was tested whether the ratiolulof cardiac

activity is reflected by the inferior insula.
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Error Correction
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Figure 6.2: Cortical activations of the contrast corrected erroneotial$ vs. uncor-
rected erroneous trials on coronal (y=22), sagittal (x=1)chaxial (z=23) slices of a 3D
structural MRI. Activations in the cisterna laminae tectidain the cisterna cerebelli su-
perior were likely caused by pulsation artifacts. Trial aaged time courses of the rostral
cingulate zone (RCZ) and the pre-supplementary motor area$dA) are depicted on
the top of the figure. pO: parietal Operculum.

In accordance with the behavioral results revealed in the Efedy, the data
showed an increase in error correction rate by experimém#iuction. Partici-
pants in the ClI group corrected more than 80% of their ervangreas participants
in the CN group corrected only 21% (cf., Rabbitt, 1967).

The following Discussion chapter will first concentrate ativated brain ar-
eas associated with error detection. The relation of theriantinferior insula and
cardiac changes due to error detection will be discussedvadtds. Finally, the
functional implementation of error correction will be etebted.
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6.4.1 Error Detection

Findings that error detection is reflected by a frontomediartical network of
brain regions with a focus in the RCZ and the superior pre-S¥Ald be repli-
cated (Garavan et al., 2003, 2002; Ullsperger, & von Crargfa]; Kiehl et al.,
2000; Carter et al., 1998). This result supports the notiah the RCZ plays a
decisive role in error detection. The involvement of the-BMA in error detec-
tion is still unclear. Ullsperger and von Cramon (in pres@ecslated that the
error-related activation in the pre-SMA might be due to ffisient inhibition of
the erroneous response. In line with the response conflidkem&aravan and
colleagues (2002) argued that the activation of the pre-Sthy reflect post-
response conflict, which is present on error trials (cf.,¢eat al., in press). The
activation in the pre-SMA, however, reported in the presgaty was located
posteriorly and superiorly to the activations associatéd mesponse conflict.

In contrast to some previous studies (Garavan et al., 203 it al., 2000),
no significant activation was found in the lateral prefrbrdartex (LPFC). It
seems that error-related activation in the LPFC is a morahiel finding for Go-
Nogo tasks (Garavan et al., 2002; Kiehl et al., 2000) thafidoker tasks (see also
Ullsperger, & von Cramon, in press; Ullsperger, & von Cran2001) . It can be
speculated that errors in Go-NoGo tasks result in more tabsk-set-related ad-
justment processes leading to lateral prefrontal actimaticf., Garavan, Hester,
& Fassbender, 2004) than flanker tasks do.

Based on the HR findings revealed in the present EEG studykefpter 5.3),
it was tested whether the error-related HR modulation ieceft on the inferior
insula, a region strongly associated with cardiovascutetrol. The Error De-
tection contrast revealed an activation focus in the lefé@or inferior insula on
errors relative to correct responses. Note, this actimatias small but significant.
It can be argued that the higher activation in the anterifarior insula reflects
the larger HR deceleration elicited on response errors.
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6.4.2 Error Correction

To investigate cortical areas related to immediate errarection, corrected and
uncorrected error trials were contrasted. The major findihthis study is the
increased activation in the RCZ and the pre-SMA on both cteteand uncor-
rected errors. The common activated brain regions, howdifeered in strength
of activation showing a significantly greater hemodynara&ponse for corrected
than for uncorrected errors.

The fMRI data demonstrate that both error detection and eowection ac-
tivate cortical networks involving the pdFMC. This findingggests that cortical
areas involved in error detection play also a role in the amntation of im-
mediate error correction. According to the Talairach-dowates, the regional
overlap of the maxima in the RCZ was nearly perfect (cf., @&bR and 6.3). A
clinical study reported a reduced error correction rate patent with an RCZ
lesion assuming an involvement of the RCZ in error correctewick, & Turken,
2002). Taking previous results into account, the RCZ angtheSMA seem not
only to be involved in long-term adjustments as post-ermwing but also to be
engaged in immediate corrective behavior as evidencedéyrisent data (cf.,
Kerns et al., 2004; Garavan et al., 2002; Carter et al., 20@1gontrast, Husain
et al. (2003) showed that a selective lesion in the pre-SMésdweither impair
error monitoring nor error correction challenging the imtpat role of the pre-
SMA in error correction. Taking the neuroanatomy into actpthe pre-SMA,
however, appears to be particularly suitable for an involeet in the preparation
of corrective behavior.

Neurons in the rostral CMA, the monkey homologue of the huR@Zz, re-
spond to alternations in the motor behavior (Shima, & Tar§p8) after error de-
tection in order to reach the intended goal (Ito et al., 2008 important role of
the RCZ in error correction is strengthened by neuroanainfindings in mon-
keys revealing direct projections from the rostral CMA toejpnotor areas and
the SMA to facilitate movement-related processes (Picargtrick, 1996; Dum,
& Strick, 1991). Dum and Strick (1991) argued that the rosG®IA has the
potential to generate and control movements as necessaoyrictive behavior.
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The present findings fit very nicely with the monkey data. Asréased activation
in the RCZ was found during error correction in terms of aeraftion of motor
behavior after error detection.

An alternative view is provided by the Response Conflict Higpsis (Yeung
et al., in press; Botvinick et al., 2001; Carter et al., 1998YIRI studies suggest
that the ACC (Botvinick et al., 2001; Carter et al., 1998) djaaent areas on
the frontomedian wall (Ullsperger, & von Cramon, in pre3)P, Garavan et al.,
2003, 2002) monitor response conflict. One could specutatigthie increased ac-
tivation in the RCZ and the pre-SMA during error correctionrid in the present
data reflects an enhanced conflict in the CI group caused bgragst activation
of the second correct response tendency exceeding thdestetently published
data, however, showed that the RCZ is activated during £wen in the ab-
sence of response conflict, e.g., in feedback-based emoegsing (Holroyd et
al., 2004; Ullsperger, & von Cramon, 2003). The question tiwiethe RCZ re-
flects post-response conflict or the initiation of remedidilcas after errors cannot
be decided on the basis of current knowledge.

Furthermore, additional activation related to error octicen was observed in
the SMA proper, a region highly interconnected with the RCansidering the
dense projections from the SMA proper also to the primaryomoortex and the
spinal cord (Dum, & Strick, 1993, 1991), this area is consdeto be directly
engaged in generating concrete motor commands, which xordance with its
involvement in immediate error correction. In contrasg gie-SMA is stronger
connected to prefrontal cortices and more closely relaiegnitive than to mo-
tor processes (Picard, & Strick, 2001).

In sum, from an anatomical point of view the RCZ and the preASaie op-
timally qualified to be involved in the preparation of errar@ction. The higher
activation in the SMA proper during error correction is likdéo be related to
the execution of the corrective response. This argumens doe hold for the
pre-SMA and the RCZ, as these regions were also active in tittg Betection
contrast when performed for the CN group alone, in which lgureotor-related
activations should be cancelled out.
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The Somatosensory Network in Error Correction

The increased activation found for corrected errors in th&tgrior frontomedian
cortex was accompanied by activations in the anterior fmdriebe. These ac-
tivation foci represent an interconnected cortical nekyaevhich processes so-
matosensory information of tactile stimuli.

The activation in the postcentral gyrus lies in the primapyatosensory
cortex (SI) known as a cortical region for finger represeémtat Imaging stud-
ies indicated single and unique centers of mass for eachrfijegg., Francis,
Kelly, Bowtell, Dunseath, Folger, & McGlone, 2000). Theigation found in
the present data was located on the crown of the postcentnag §BA1). This
area has been shown to represent the index finger, which wdsyshe partici-
pants to correct the errors in the present study.

The anatomical location of the activation in the parietaroplum coincides
with the position of the secondary somatosensory cortely (Bénfield, & Bol-
drey, 1937). Activity in Sll was reported, while voluntegoerformed motor
tasks showing an enhanced response during active movethentsluring pas-
sive movements (Mima, Sadato, Yazawa, Hanakawa, Fukuysorekura, &
Shibasaki, 1999). This motor-related modulation of Slivgt suggests mech-
anisms for enhancing sensory information from a limb as aeud behavior
involving that limb. During successive, targeted finger emoents enhanced sen-
sory messages processed in Sl are available to direct aritbtontegrated se-
quential touching (Binkofski, Buccino, Posse, Seitz, Riati, & Freund, 1999).
This area therefore appears to be qualified in the preparatid the initiation of
the corrective response subsequent to the erroneous hargss. Furthermore,
Burton (2002) suggested that SlI provides a conduit forrimfation from cuta-
neous receptors to the motor cortex. Besides central eramepsing, this pro-
prioceptive feedback mediated by Sl can be used to enhdwecertor signal to
initiate the corrective response.

The activation in the supramarginal gyrus represents fing ¢cortical region
of the somatosensory network and is best noted when pamisipeceive discrete
vibrotactile stimulation to a single fingertip (Burton, 200 Considering the lack
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of visual motor response feedback in the scanner, vibiitgdnformation can be
used to confirm a full button press (i.e., "click-feeling”).

6.5 Conclusion

The aim of Experiment 2 was to examine the neural correlatesror correc-
tion. The present data demonstrated error-related aotigain the right RCZ, the
pre-SMA bilaterally, and the left anterior inferior insul&rror correction acti-
vated the right RCZ, the left pre-SMA, the right SMA propeddmain regions in
the parietal cortex. The findings suggest a common neurodied! substrate of
error detection and error correction comprising the RCZ thedpre-SMA. The
increased activation in the anterior inferior insula omeeaous responses could be
related to cardiac changes due to response errors. Aotigaiin the parietal cor-
tex associated with error correction represent an interected cortical network,
which processes somatosensory information of tactileuitim






Chapter 7

General discussion and future
perspectives

Successful behavior in daily-life activities as well asabdratory tasks requires
that humans monitor their performance and detect and ddfreic errors. There
is growing knowledge about the electrophysiological andddynamic correlates
of error detection and response conflict. Yet, neural masheunderlying error
correction are still hardly understood. The aim of the pneseork is a compre-
hensive multi-methodological investigation of the tengspatial characteristics
of error correction. For this purpose, two experiments weneducted: Exper-
iment 1A examines the time course of error correction by maxrbehavioral
measures as well as ERPs and LRPs. Experiment 1B focusesdioveacular
changes associated with error correction. Using fMRI, theral correlates of er-
ror correction are investigated in Experiment 2. The resafithe two experiments
are discussed in detail in the respective chapters 4 to 6.

The main findings can be summarized as follows: first, errarection is as-
sociated with a new ERP component, the correction-relasgghtivity (CORN).
Second, motivational error significance is reflected by aneimsed ERN ampli-
tude and an increased heart rate deceleration. Third,atimmespeed modulates
ERN latency as predicted by the Response Conflict HypothEsigrth, two types
of error correction, incidental and intentional error eation, can be dissociated

123
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on the basis of behavioral, ERP and LRP findings. And fifth,R&Z and the
pre-SMA represent a common neuroanatomical substrateaf @éetection and
error correction. The following chapter will provide anegtative discussion of
these results including implications and future perspesti

In the present experiments, participants were randomlgelivinto two groups:
in one group, participants were instructed to correct serbgrimmediately press-
ing the correct key after an erroneous response (Cl); in ¢lsersl group, they
were unaware that error corrections were recorded (CNjicReants had to per-
form a modified version of the Eriksen flanker task (Ullspergevon Cramon,
2001). Previous findings are replicated demonstratingghgtcipants in the ClI
group were able to correct errors very efficiently withouingegiven an exter-
nal signal that indicated a committed error (Higgins, & Ahde970; Rabbitt,
1967, 19664a,b). Participants in the CN group also showedeidite error cor-
rections although to a lesser degree.

Psychophysiological research provides inconsistenttseabiout the relation-
ship between error correction and error-related ERP coemisn While some
studies report a modulation of ERN amplitude by error cdivedFalkenstein et
al., 1996; Gehring et al., 1993), other studies deny suclatigrship (Rodriguez-
Fornells et al., 2002; Falkenstein et al., 1994). Furtheenthe Pe has been
associated with post-error processing, i.e., adaptatioesponse strategy after
perceived errors (Hajcak et al., 2003; Nieuwenhuis et @012 euthold, & Som-
mer, 1999). Experiment 1A reveals a new ERP component axelusccurring
on corrected error trials termaxbrrection-related negativity (CoRNIn spite of
the fact that this deflection has also been visible in pres/@periments revealing
high correction rates (Dikman, & Allen, 2000; Falkensteirak, 1996, 1994), it
has not been reported by the authors. Studies by Falkemastdicolleagues (1996,
1994) show a CoRN after auditory and visual stimuli indiegtihat the CoRN is
not affected by stimulus modality. Results of Experiment d&nonstrate that
the CoRN is time-locked rather to the corrective than to thengous response,
whereas the ERN is clearly temporally dependent on thealretiror. Thus, the
CoRN is more likely to be associated with error correcticamtthe ERN.



125

The CoRN is characterized by a negative deflection, whictkkpbatween
200 to 240 ms after the onset of the erroneous response. BetERN and the
CoRN, exhibit a fronto-central scalp distribution. Thedgpaphy of the CoRN,
however, is slightly broader than the scalp distributiorthef ERN covering also
premotor cortices. This is supported by the fMRI data of Expent 2, which
reveal a larger activation for corrected than for uncoa@drrors in motor-related
brain areas comprising the pre-SMA and the SMA proper. Ondrdar that the
CoRN is associated with continued stimulus-response mgggsed on ongoing
stimulus processing and/or an enhancement of the evolongative response
tendency.

Based solely on the present findings, it is too early to comwitipfurther ex-
planations about the precise functional role of the CoRMt{daing research is
needed to specify its functional significance in the coroecprocess. A possible
modulating factor of CoRN latency could be correction diffig due to increased
difficulties on the stimulus level, e.g., stimulus deteititip or on the response
level, e.g., complexity of response key order. Decreasimgutus detectibility
should lead to a delayed establishment of the second coasgbnse tendency,
which results in a delayed error correction reflected in erlpeak of the CoRN.
On the response level, raised complexity of the responseidsr requires en-
hanced response recoding and the establishment of a nesnsesfendency. As
a consequence of this time-consuming process, a later fetle CoRN can
be predicted for a highly complex response key order ra@dtiva less complex
one. The CoRN amplitude could be modulated by correctionifsignce, e.g.,
financial penalties for incorrect or non-committed errarections. Based on the
present results of Experiment 1A, CoRN amplitude shouldeiase for highly
significant corrections compared to less significant ctioes reflecting a higher
investment in response monitoring in conditions of high imational relevance
(cf., Pailing, & Segalowitz, 2004).

The behavioral results of Experiment 1A demonstrate thetggaants who
were unaware that error corrections were recorded (CN graegponded with
more caution. It seems they attach more significance to #reirs, which in
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turn leads to a change in response strategy. Consistentpwathious findings
(e.g., Ullsperger, & Szymanowski, 2004), the increase ilNERplitude in the
CN group is suggested to be caused by a highetivational error significance
This account is strengthened by the HR data of Experimenthbtiiimg a larger
cardiac deceleration on error trials for the CN group tharitie ClI group. Crone
and colleagues (2003) propose a relationship betweenréregggih of HR slowing
and the degree of violation in the predictions of the outcoitis, one can reason
that the higher motivational error significance in the CNugréeads to a stronger
violation of the performance-based expectations on eri@istcausing a larger
HR deceleration.

Starting from the current models of performance monitqridifferent am-
plitude and latency patterns of the ERN depending on comrecpeed are hy-
pothesized. Inconsistent with the derived predictions, réssults of Experiment
1A show no significant difference of ERN amplitude betweenvshnd fast error
corrections. It remains unclear, why the relationship oNed@nplitude and error
correction yields this heterogeneous pattern of resulthéerliterature and in the
present study. It can be speculated that the ERN size depentiiee amount of
post-response conflict in a non-linear manner and showisgaeiffects. Refined
models of performance monitoring are needed to explainiguevindings of er-
ror detection and error correction more precisely. Reggrd@RN latency, the
present results reveal a significantly later peak of the E&tNIbw relative to fast
corrections. This finding is consistent with the predicsiai the Response Con-
flict Hypothesis, which proposes a delayed second respensietcy on slowly
corrected errors leading to a delayed maximum of post-respoonflict (Yeung
et al., in press). The Response Conflict Hypothesis furtbsuraes that the ERN
is elicited at the time of maximal post-response conflictnggmuently, slow cor-
rections should elicit a later peak of the ERN than fast abiwas as is evidenced
by the present data.

Fast corrections in the CI group are similar to incidentarections in the
CN group with respect to behavioral, ERP and LRP findings. Géievioral data
demonstrate that the longer the error response time thehtgk probability to
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incidentally correct errors in the CN group. The highese rait incidental error
corrections can be observed in the slowest error respangequiartile. A similar
pattern is found for fast corrections in the CI group, whiah mostly into the
slowest error response time quartile. Moreover, the mgjofiincidental correc-
tions in the CN group occur during the fastest correctioretirgc 100 ms) and
are similar in speed to fast corrections in the Cl group. Resid the ERP and
LRP analyses also reveal a comparable time course of thedmditions. These
findings suggest a similar underlying mechanism for indidecorrections in the
CN group and fast corrections in the CI group independerti@fritention to cor-
rect errors. The gain in error corrections observed in thgrGup is mostly due
to an increase in slow error corrections. An additionalntitsal process can be
assumed, which fosters delayed corrective responses. Blrections in the ClI
group differ from fast corrections in the ClI group and incité corrections in
the CN group with respect to their corrective behavior, ection speed and time
course implying a separate underlying mechanism. Baseleopresent results,
two types of error correction are hypothesizeadcidental error correctionand
intentional error correction In accordance with Rabbitt (2002), it is assumed that
incidental corrections are delayed correct responses@ffiom ongoing stimu-
lus processing and resulting in a second correct respondertey, which initiates
the corrective response. Thus, incidental correction do¢secessarily require
error detection. In contrast, intentional correctionaisée be based on a delayed
correct response tendency, which leads to a later coreetsponse. The present
data, however, do not allow to assess whether the interdioartect errors yields
a change in the response mode or a phasic implementatioteotional correc-
tions after an error has been detected. The notion that@etection is not neces-
sary for incidental correction bears one important impiaafor clinical studies
of error processing. Incidental error correction rate heenbused as an additional
measure of error detection abilities in patient groups.(&eghring, & Knight,
2000). To assess error detection, it seems to be more ai investigate
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intentional error corrections by instructing patientopto the experiment or by
introducing an error-signaling response (cf., Rabbit§20

This argumentation leads to different types of error cdivedased on behav-
ioral results as well as ERP and LRP findings. A more straigividird manner to
investigate incidental and intentional error correctionld be offered by an ex-
perimental design, which separates the response keysdpplihe task from the
correction keys. This way, intentional correction shouddsignaled by pressing
the correction key, whereas incidental correction shouiclip on the response
keys applied in the task, i.e., the response which shoulé baen made. The
measurement of response force could provide an alternapigeoach. Weak re-
sponse force on the correction key should reflect incidexttabctions, whereas a
strong response force on the correction key should mirtentional corrections.

The fMRI data of Experiment 2 provide further evidence fa itmportant role
of the frontomedian wall in error-related processes. la liith previous findings,
the RCZ and the pre-SMA are engaged in error detection (gligperger, & von
Cramon, 2001). The present study cannot shed more lighteogquibstion whether
the RCZ is involved in post-response conflict (e.g., Carted.e 1998) or is part
of a dissociation, within which error detection is implerteghin the RCZ and
post-response conflict in the pre-SMA (e.g., Ullsperger,of €ramon, 2001).

Errors additionally activate the anterior inferior insudecortical region highly
interconnected with brain structures involved in the ratjah of the cardiovascu-
lar system (e.g., Verberne, & Owens, 1998). Experimentgimals and humans
reveal evidence that the inferior insula is directly enghigeHR regulation (e.g.,
Oppenheimer et al., 1992). Several studies also demomstrainvolvement of
the ACC in HR modulation. Stimulation of the dorsal ACC is @tpanied by
an increased HR deceleration, which is attenuated whernrdgisn is lesioned
(e.g., Critchley et al., 2003). Taking the fMRI data into aaat, the anterior in-
ferior insula seems to be centrally involved in cardiovéscuhanges caused by
errors. Further, the error-related activation in the RCHableved to not be solely
attributed to cognitive but also to cardiovascular chardyesto errors. The HR
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results of Experiment 1B showing a greater HR deceleratioefrors compared
to correct responses support this hypothesis.

Concerning the neural correlates of error correction, tiesent fMRI find-
ings reveal evidence that similar brain regions engagedan detection are also
involved in the implementation of immediate error corresti This suggests a
common neuroanatomical substrate of error detection anod eorrection com-
prising the RCZ and the pre-SMA. Taking the fronto-centcalg distribution of
the CoRN into account, the RCZ and the pre-SMA can be coresidzs potential
generators of the CoRN.
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Report

Successful behavior in daily-life activities as well as abdratory tasks re-
quires that humans monitor their performance and detectamdct their errors.
There is growing knowledge about the electrophysiologaadl hemodynamic
correlates of error detection and response conflict. Yet,aienechanisms under-
lying error correction are still hardly understood.

The aim of the present work is a comprehensive multi-metlogical in-
vestigation of the temporal and spatial characteristicerodr correction. For
this purpose, two experiments were conducted: the firstranpat examine the
time course of error correction by means of behavioral messas well as event-
related potentials (ERPs) and lateralized readiness e (LRPS). This exper-
iment further focuses on cardiovascular changes assdaiati error correction.
Using fMRI, the neural correlates of error correction angestigated in the sec-
ond experiment. In the present studies, participants wardamly divided into
two groups: in one group, participants were instructed toeob errors by imme-
diately pressing the correct key after an erroneous resp(@8; in the second
group, they were unaware that error corrections were recbf@N). Participants
had to perform a modified version of the Eriksen flanker task.

The ERP results reveal a new ERP component associated wathosirrec-
tion, the correction-related negativity (CoRN). The CoR#ks between 200 and
240 ms after the onset of the erroneous response and showrd@éentral scalp
distribution. It can be assumed that the CoRN is associaittcbwgoing stimulus-
response mapping based on continued stimulus procesgifgr am enhancement
of the evolving corrective response tendency. The ERP fiysdiarther show that
motivational error significance is reflected by an increaB&N amplitude and



an increased heart rate deceleration. In accordance vétiRésponse Conflict
Hypothesis, ERN latency is modulated by correction spebibéing a later peak
of the ERN for slow compared to fast error corrections. Maegptwo types of
error correction, incidental and intentional error cofi@t, can be dissociated on
the basis of behavioral, ERP and LRP results. The fMRI firglisgggest that
error detection and error correction share a common neatoarical substrate
comprising the rostral cingulate zone (RCZ) and the presumpentary motor
area (pre-SMA). Taking the fronto-central scalp distiidmtof the CoRN into ac-
count, the RCZ and the pre-SMA can be considered as potgetigrators of the
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