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Abstract

The brain has been shown to honor the fundamental linguistic difference between semantic and syntactic information. Here we

demonstrate that it even further indicates the necessity to distinguish between two differential syntactic processes: that is to say between the

processing of phrase structure information necessary to build up syntactic structures on-line and verb argument structure information crucial

to build up representations of who is doing what to whom. The former process is reflected in the event-related brain potentials (ERPs) as an

anterior negativity followed by a late centro-parietal positivity, whereas the latter process is reflected as a centro-parietal negativity–positivity

pattern. The different ERP patterns clearly suggest that the theoretically assumed difference between local syntactic structure building and

argument structure processing is neurophysiologically real.
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1. Introduction

Sentence comprehension requires the on-line processing

of different kinds of linguistic information available in

inflowing language; namely building up a phonological

representation and decoding syntactic, lexical, semantic,

and pragmatic cues. At least, these various information

types have to be integrated to achieve a proper sentence

interpretation. Grammatical violations and semantic incon-

gruencies cause problems in accomplishing sentence com-

prehension (parsing) and sometimes even require a revision

of the sentence structure, sentence meaning, or the relation

between these levels of linguistic analysis.

A growing number of studies report specific event-

related brain potentials (ERP), components for different

aspects of language processing. Generally, ERP responses

are taken to investigate how the brain responds to linguistic

anomalies as ERP parameters (amplitude, latency) vary in

accord with grammatical violations and semantic incon-
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gruencies. Recent studies have identified a specific compo-

nent for the processing of lexical–semantic aspects, namely

a centro-parietally distributed negativity around 400 ms post

word onset [17,18]. This component has been labeled N400.

It is observed as a function of lexical–semantic integration

problems. Differential aspects of syntactic processing have

been correlated with an early and a late ERP component,

namely a left anterior negativity (LAN) between 100 and

500 ms and a centro-parietal positivity post 600 ms (P600).

Morphosyntactic violations such as subject–verb agreement

evoke a LAN between 300 and 500 ms followed by a P600

([1,11,20], but see Ref. [24]). Phrase structure violations

appear to elicit an early LAN (ELAN) followed by a P600

[8,14,21]. The latency of the early effect, however, varies as

a function of how fast word category information, crucial

for local phrase structure building, becomes available. Two

factors are of relevance here, first the particular structure of

the critical word and second the input conditions. When the

structure of the critical word marks word category informa-

tion in the prefix, this information will become available

early during auditory presentation. Under these circumstan-

ces, the effect is present early, i.e. 120–200 ms post word

onset [8,14]. When word category information is marked in

the suffix, the crucial information becomes available much



(1a) correct: Er meinte dass Lisa Ärger verursacht.

He mentioned that Lisa trouble causes.

(1b) incorrect: Er meinte auch Lisa Ärger verursacht.

He mentioned also Lisa trouble causes.

(2a) correct: Er meinte auch Lisa verursacht Ärger.

He mentioned also Lisa causes trouble.

(2b) incorrect: Er meinte dass Lisa verursacht Ärger.

He mentioned that Lisa causes trouble.

A.D. Friederici, M. Meyer / Brain Research 1000 (2004) 72–77 73
later with respect to the word onset, but still early with

respect to the word category decision point (e.g. refined

versus refinement) [7]. Second, input conditions appear to

effect the latency of the early LAN as well. While the effect

is observed early (when word category information is

available early) in the auditory domain [8,14], the effect

(for the same stimulus material) is present in the visual

domain early only when words are presented fast and under

optimal visual input conditions (high contrast), but not when

presented under low visual contrast conditions [12] or when

presented in a word-by-word fashion with longer pauses

between each word [20]. Under the latter two conditions, the

effect is reported to be present beyond 300 ms.

The early syntactic negativity observed in correlation

with the processing of syntactic phrase structure incon-

gruencies has often been reported to be lateralized to the

left hemisphere in the auditory [7,8,14] as well as in the

visual domain [7,12,21]. Some studies investigating the

processing of phrase structure violations, however, found

the early anterior negativity more bilaterally distributed

[16]. The LAN reflecting morphosyntactic violations usual-

ly demonstrates a clear left lateralization [1,4]. The late

centro-parietal positivity (P600) has been described in

association with a wide range of different syntactic anoma-

lies including those requiring a reanalysis of the preceding

structure [13,22,23] and those requiring a repair of a

syntactic violation [7,8,14,20,21,24].

The different syntactic ERP effects have been taken to

reflect different stages of syntactic processing during sen-

tence parsing. The ELAN is viewed to reflect the stage of

first-pass parsing during which an initial local syntactic

structure is built on the basis of word category information,

the LAN is taken to reflect syntactic processes in a second

stage during which structural and thematic relations are

assigned, and the P600 is assumed to reflect processes of

syntactic repair and reanalysis. This view is built on a

number of converging findings using different languages

as discussed in more detail in Ref. [5].

A few language ERP studies have aimed at investigating

the processing of verb argument structure information. One

of these studies manipulated the subcategorization proper-

ties associated with the matrix verb and observed a P600 as

a function of a violation of these [25]. Interestingly, this

P600 was preceded by an N400-like negativity which,

however, did not reach statistical significance. More recent-

ly, violations of the syntactic type of the argument (direct

versus indirect object) were found to elicit a LAN–P600

pattern and violations of the incorrect number of arguments

to elicit an N400–P600 pattern [6]. As the N400 is known

to reflect difficulties of lexical – semantic integration

[17,18], the latter pattern signaled some aspects of lexical

integration. The N400–P600 pattern was interpreted to

reflect difficulties in integrating this surplus noun phrase

(N400) followed by the attempt to syntactically reanalyze

the perceived input (P600). Another series of studies sug-

gested that the N400 is tied to problems of thematic
hierarchizing [9]. Thus, it appears that local phrase structure

building processes emerging at a first processing stage

evoke a different ERP pattern than argument structure

building processes occurring at a second processing stage.

Thus, these findings seem to suggest that verb argument

structure is processed differently than phrase structure. In

linguistic theorizing, however, it is still an open question

whether phrase structure information and argument structure

information should be considered to be distinct processing

domains or not [3,10,15].

In the present study, we directly compared the processing

of two different aspects of syntactic information during

sentence comprehension, namely phrase structure informa-

tion versus argument structure information. The main mo-

tivation of the current study was to elucidate the differential

brain circuits that constitute differential aspects of sentence

parsing. On the basis of previous studies, we predict an

anterior negativity possibly with a left lateralization fol-

lowed by a P600 for the processing of incongruent phrase

structure information in sentences carrying a word category

violation. For the verb argument structure violations, the

ERP pattern should be different as the relevant information

to be processed taps a later processing stage, namely the

stage at which the information about the verb and its

arguments is accessed and mapped onto the initial structure

built. These latter processes may be expressed in an N400–

P600 pattern.
2. Materials and methods

The German sentence material designed to evaluate the

processing of the two different types of structural informa-

tion differs only in one element, namely the presence or

absence of the complementizer ‘dass/that’ introducing a

complement clause. In the complement clause, we used

only verbs which mandatorily required two arguments

(subject and object).

Phrase structure violation (PSV)
Argument structure violation (ASV)
Unlike English, the required word order in a German

matrix clause and a German complement clause is differ-

ential when the latter is introduced by a complementizer:

subject–object–verb (1a) instead of subject–verb–object



Fig. 1. Averaged ERPs for the phrase structure violation condition.

Incorrect: Er meinte auch Lisa Ärger verursacht versus correct: Er meinte

dass Lisa Ärger verursacht. The outset of the critical word, i.e. the second

noun phrase of the subordinate clause (underlined), is aligned to the zero in

the time line. Negativity is plotted up.
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like in matrix clauses when there is no complementizer

(2a). Therefore, sentence (1b) becomes incorrect at the

second noun phrase (underlined) in the complement clause,

i.e. the processing system analyzing the inflowing infor-

mation, called the parser, expects the verb but encounters

an object causing a word order violation. Sentence (2b)

becomes incorrect at the verb (underlined). Here, the paper

encounters a verb which given the complementizer should

be the final element of the clause. The verb, however, is a

transitive verb, but the object obligatory for transitive

verbs is still missing when the verb is encountered result-

ing in an argument structure violation. Note, that an

intransive verb (requiring only one argument, namely the

subject Lisa) in this position would render the sentence

syntactically correct. Therefore, the phrase structure with

an intransitive verb directly following the noun is correct,

but a transitive verb type occuring in the same position

yields a violation.

In total, 512 sentences were presented: there were 256

unspecific filler sentences containing different syntactic

structure. The remaining 256 sentences either contained

the complementizer ‘dass/that’ signaling a complement

clause (n = 128) or comprised the focus particle ‘auch/

also/sogar’ signaling a matrix clause (n = 128). Half of

these sentences were correct (1a/2a) and half had an

incorrect word order resulting either in a phrase structure

violation (1b) or in an argument structure violation (2b).

2.1. Procedure

Sentences were presented visually one word at a time

with a presentation time of 500 ms and an interstimulus

interval of 0 ms. Subjects were instructed to make a

grammaticality judgment (yes/no decision) when three

centered question marks appeared on the monitor 500

ms after the sentence offset. Response time was limited

to 2000 ms.

2.2. ERP recordings

Electrode resistance was kept < 5 KV. Scalp EEG was

recorded continuously from 64 channels with a 250 Hz

sampling rate, referenced to the left mastoid. ERP averages

were filtered off-line with 10 Hz low-pass. For detection of

eye movements and blink artifacts, a bipolar electrooculo-

gram (EOG) was recorded from two electrodes placed at the

outer canthi of the left and the right eye and from two

electrodes placed above and below the right eye. All

statistical analyses were performed on the mean ERP

amplitudes in the different experimental conditions. On

the basis of previous studies and visual inspection, we

defined three different time windows 380–450 ms (ELAN),

and 600–1000 ms (P600) for the PSV, and 350–600 ms

(N400) and 600–1000 ms (P600) for the ASV. In both

conditions t= 0 ms marks the onset of the word which

signals a syntactic violation. Due to the different word order
in (1) and (2) the critical word is either the noun (PSV) or

the verb (ASV).

2.3. Participants

Thirty native German-speaking subjects (15 female)

participated in the experiment. All participants were right-

handed and had normal or corrected to normal vision. Their

mean age was 24 years (ranging from 19 to 31 years).
3. Results

3.1. Behavioral data

No significant effects were found.

3.2. ERP data

Different effects were observed for the two types of

syntactic violations, as displayed in Figs. 1 and 2. PSV
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gave rise to an anterior negativity peaking between 380

and 450 ms followed by a P600 (Fig. 1). ASV, in

contrast, elicited an N400, i.e. a centro-parietal negativity

manifesting at between 400 and 600 ms followed by a

P600 (Fig. 2).

3.3. Phase structure violations

The ANOVA for the PSV was calculated in two

different time windows: the P600 time window (600–

1000 ms) and a small time window (380–450 ms) in

which the anterior negativity was observed. Note, signif-

icant effects were only found for these time windows.

Statistical analysis for all other time windows did not

reveal any significant effects.

P600 (600–1000 ms): data from 32 electrodes, with 16

electrodes representing the anterior ROI (FP1, FPZ, FP2,

AF3, AFZ, AF4, F5, F3, FZ, F4, F6, FC5, FC3, FCZ, FC4,

FC6) and 16 electrodes representing the posterior ROI (CP5,

CP3, CPZ, CP4, CP6, P5, P3, PZ, P4, P6, PO3, POZ, PO4,

O1, OZ, O2), entered the analysis for the P600 time

window. An ANOVA with the factors ROI�Condition
Fig. 2. Averaged ERPs for the argument structure violation condition.

Incorrect: Er meinte dass Lisa verursacht Ärger versus correct: Er meinte

auch Lisa versursacht Ärger. The outset of the critical word, i.e. verb of the

subordinate clause (underlined), is aligned to the zero in the time line.

Negativity is plotted up.
(correct versus incorrect) revealed a significant interaction

for ROI�Condition (F(1,29) = 18.73, p < 0.0005). To ac-

count for ambiguity effects only normalized raw data using

vector length scaling were subjected to ANOVAs with

factors ROI [19]. The effect of Condition was significant

in the posterior ROI (F(1,29) = 62.56; p < 0.0001), but not

in the anterior ROI, indicating that the P600 is maximal over

the posterior region. No main effect of Hemisphere or

Interaction was found.

Anterior negativity (380–450 ms): data from 20 elec-

trodes, with 10 electrodes representing the anterior ROI

(F5, F3, FZ, F4, F6, FC5, FC3, FCZ, FC4, FC6) and 10

electrodes representing the posterior ROI (CP5, CP3,

CPZ, CP4, CP6, P5, P3, PZ, P4, P6), entered the analysis

for the temporally restricted time window in which the

anterior negativity was observed. Statistical analysis

revealed a marginally significant ROI�Condition inter-

action (F(1,29) = 3.02, p = 0.09). The effect of Condition

was significant in the anterior ROI (F(1,29) = 4.30,

p < 0.05), but not in the posterior ROI. To test for effects

of lateralization ROIs were split up in quadrants allowing

the comparison of left versus right scalp electrodes. No

main effect of Hemisphere or interaction with this factor

was found.

3.4. Argument structure violation

The ANOVA for the ASV was calculated for two

different time windows: the P600 time window (600–

1000 ms) and the N400 time window (350–600 ms).

Statistical analyses of other time windows prior to and after

these critical time windows did not reveal any significant

effects. Data from 32 electrodes with 16 electrodes repre-

senting the anterior ROI (FP1, FPZ, FP2, AF3, AFZ, AF4,

F5, F3, FZ, F4, F6, FC5, FC3, FCZ, FC4, FC6) and 16

electrodes representing the posterior ROI (CP5, CP3, CPZ,

CP4, CP6, P5, P3, PZ, P4, P6, PO3, POZ, PO4, O1, OZ,

O2) entered the analyses for both time windows.

P600 (600–100 ms): the ANOVA with the factors

ROI �Condition revealed a significant interaction

(F(1,29) = 7.65, p < 0.001), indicating a larger effect of

Condition in the posterior as compared to the anterior region.

The main effect of Condition was significant in the posterior

region (F(1,29) = 5.60, p < 0.05), but not in the anterior

region.

N400 (350–600 ms): The ANOVA revealed no signifi-

cant interaction. A clear effect of Condition was found for

the posterior ROI (F(1,29) = 23.78, p < 0.0001) and for the

anterior ROI (F(1.29) = 8.72, p < 0.01).
4. Discussion

The two types of syntactic violations resulted in two

different ERP patterns. While the phrase structure viola-

tion (PSV) elicited an anterior negativity followed by a
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P600, the argument structure violation (ASV) gave rise to

an N400–P600 pattern. These two different ERP patterns

for the two types of violations suggest that different brain

systems constitute the processes in the early time win-

dow, but not those in the late time window. We will

discuss the ERP pattern of the PSV and the ASV in turn.

Violations of local phrase structure in earlier studies

were reported to evoke an anterior negativity between 100

and 500 ms followed by a P600 [8,12,21]. In these studies,

the anterior negativity was often left lateralized, although it

was also observed with a more bilateral distribution in

other studies [16]. Most of the studies that found an early

left anterior negativity, i.e. around 150 ms, had employed

auditory presentations of connected speech and used

stimulus material in which word category was marked in

the prefix. In the visual modality, the latency of the

anterior negativity also varies with the quality of visual

input parameters and with the point at which word

category information becomes available. The effect is

present early when visual input can be processed fast

and when the critical target either carries word category

information in the prefix [12] or is short altogether (critical

word is ‘of’, Ref. [21]). The present anterior negativity

was significant between 380 and 450 ms which is com-

patible with previous studies using visual presentation in

its temporal structure [12,20]. The general pattern of an

anterior negativity followed by a P600 is consistent with

the vast majority of studies investigating phrase structure

violations.

The observed N400–P600 pattern for ASV is in line

with an earlier study on verb argument processing in

German [6]. In this study, such a pattern was found when

the critical verb did not match the number of arguments

presented in the previous part of the sentence. The

presence of an N400 for verb argument structure viola-

tion was interpreted to reflect difficulties of lexical

integration due to problems in assigning a role to the

surplus argument. In the present study a similar situation

arises due to the presence of the complementizer ‘dass/

that’ in sentence (2b) which signals a complement clause

requiring the verb to be in clause final position. When

encountering a transitive verb the parser has not yet been

delivered with the obligatory number of arguments re-

quired by the verb resulting in an N400–P600 pattern.

More specifically, the observed N400–P600 in the pres-

ent study indicates that the parser, having processed the

complementizer, has difficulties in integrating the verb as

the number of thematically relevant arguments in prever-

bal position is insufficient. The following P600, meant to

reflect processes of syntactic reanalysis or repair, indi-

cates that the parser refers to the syntactic level for

revision once it failed to integrate the verb at a thematic

level. Complementary to this, an N400–P600 ERP pat-

tern was also recently observed in incorrect German

sentences with two arguments, both marked as grammat-

ical subjects [9]. This finding was interpreted to reflect
thematic hierarchizing during sentence processing. A

recent model that is built on these and related findings

postulates parallel syntactic and thematic processing pro-

cedures [2]. More specifically, this model assumes that in

the presence of morphosyntactic information, which un-

ambiguously marks case, the parser can directly induce

the build-up of a thematic hierarchy. The present data

indicate that different processes play a role in PSVs and

ASVs. Apparently, difficulties of thematic structure build-

ing can be triggered by incorrect case marking or an

incorrect word order resulting in a situation in which all

arguments mandatorily required by the verb are not

available when encountering the verb. The combined data

from the present and earlier studies indicate that both

verbs and noun phrases can elicit an N400–P600 pattern

once the number of arguments required by the verb is

mismatched during on-line processing. Too many argu-

ments and missing arguments, (Ref. [6], and present

study) as well as two arguments of the same type [9]

lead to a difficulty in thematic structure building, render-

ing a match between initial syntactic structure building

and the structure required by the type of verb impossible.

Therefore, the present study adds to the previous studies

in demonstrating that thematic processes as reflected by

the N400 can be elicited in the absence of overt case

marking which are induced by an insufficient number of

arguments available during sentence comprehension.

Here we investigated two types of syntactic incongru-

ities, namely a phrase structure violation and an argument

structure violation. The former was purely syntactic in

nature whereas the latter resulted in processing difficul-

ties in mapping from syntax to verb argument structure.

The phrase structure violation gave rise to an anterior

negativity between 380 and 450 ms followed by a P600.

The argument structure violation elicited an N400 with a

centro-parietal topography followed by a P600. The

differential spatial distribution of the negativities indicates

an involvement of distinct brain systems in accomplish-

ing the two violation types. From the observation that

distinct ERP responses flagged the different types of

grammatical violations, we propose that the detecting

and processing of these violations occurs at functionally

separate stages during sentence processing. Psycholinguis-

tic and linguistic theorizing might want to consider this

neurophysiological difference when modeling syntactic

processes.
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