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Kurzzusammenfassung

Dieselruße, wie andere Feinpartikel, sind gesundheitsschädliche Stoffe, die, wenn
sie in das Lungensystem gelangen, zu einer Irritation des Lungengewebes führen
können. Dabei ist anzunehmen, daß die Partikel, umso tiefer in die Lunge eindrin-
gen können, je kleiner sie sind. Ferner ist nicht auszuschließen, dass Staubpartikel
einen nicht unerheblichen Anteil am Treibhauseffekt haben.

Rußpartikel, die bekanntlich aus Kohlenstoff, Sauerstoff und Wasserstoff bestehen,
zeigen in der Reaktivität eine deutliche Abhängigkeit von ihrer Mikrostruktur. Dies
ist in folgendem Kontext von Vorteil. Sollte in Dieselmotoren eine Abgasreini-
gung vorgenommen werden, ist es wünschenswert, daß die Rußpartikel schnell zu
Kohlenstoffdioxid umgewandelt werden, damit sie nicht in die Atmosphäre gelan-
gen können.

In der vorliegenden Arbeit wurden die Morphologie und die Mikrostruktur von
Dieselrußpartikeln mittels Transmissionselektronenmikroskopie untersucht. Zu-
sätzlich dazu konnten unter Verwendung der Elektronenenergieverlustspektrosko-
pie Informationen zur vorherrschenden Bindung der Kohlenstoffatome gewonnen
werden. Die Oberfläche, die die Schnittstelle zur Umwelt darstellt, ist mittels Pho-
toelektronenspektroskopie und Infrarotspektroskopie untersucht worden. Diese
Messungen stellen den ersten Schritt zu einer Struktur–Reaktivitäts–Korrelation
dar. Ergebnisse zur Reaktivität der Dieselrußpartikel konnten mittels Thermo-
gravimetrie gewonnen werden.

Um eine Struktur–Reaktivitäts–Korrelation herzustellen, sind verschiedene Typen
von Kohlenstoffverbindungen untersucht worden. Hauptaugenmerk wurde auf
den Dieselruß gelegt. Die folgenden Materialien wurden als Strukturmodelle un-
tersucht: Durch Funkenentladungen von Graphitelektroden hergestellter Ruß als
Modell für feine atmosphärische Partikel, Industrieruß und große polyaromatische
Kohlenwasserstoffe. Die grundlegenden Ergebnisse sind folgende: 1. Die Mik-
rostruktur der untersuchten Substanzen ist dominiert von Defekten und von der
Abweichung von der idealen Struktur des Graphits. 2. Die Eigenschaften der
Oberflächen sind dominiert von den Defekten und können mit der Mikrostruk-
tur korreliert werden. 3. Die Reaktivität spiegelt die vorher genannten Ergebnisse
wieder. Kleine Rußpartikel, mit sehr defektreicher Mikrostruktur, oxidieren bei
niedriger Temperatur. Auch bei unterschiedlichen Abbrandbedingungen bleiben
die Ergebnisse aus den vorherigen Untersuchungen bestehen, jedoch zeigt sich,
daß NO2 den Rußabbrand bei kleinen Temperaturen beschleunigt.

Diese Arbeit zeigt, dass moderne Dieselmotoren zwar feineren und reaktiveren
Ruß generieren, dieser jedoch durch geeignete Maßnahmen relativ einfach gefiltert
und zu CO2 umgewandelt werden kann. Dies ist der technische Hintergrund
dieser Arbeit. Es werden Grundlagen geschaffen, die es ermöglichen sollen, bei
Nutzfahrzeugen ein sich ständig selbst regenerierendes Filtersystem zu schaffen.
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Abstract

Diesel engine soot, as well as other fine dust particles are harmful compounds
which, if they penetrate into the respiratory system, may lead to irritations of the
lung tissues. It is very probable that the smaller the particles are the deeper they
may be able to enter into the lungs. Furthermore it cannot be excluded that fine
dust particles contribute significantly to the green house effect.

Soot particles, which are known to consist mainly of carbon, oxygen and hydrogen,
show a clear dependency in their reactivity from their microstructure. This is an
advantage if one considers the following context. If the exhaust from diesel engines
has to be cleaned it is an advantage if the diesel engine generates soot particles with
an increased reactivity which therefore may be easier converted to carbondioxide.
In this way, their escape to the atmosphere may be subdued.

In the present work the morphology and microstructure of diesel engine soot par-
ticles is investigated. This is done by using transmission electron microscopy. Ad-
ditional information on predominant bonding, using electron energy loss spec-
troscopy, of the carbon could be gained. The surface of the soot particles being
the interface to the environment, is investigated with X–ray photoelectron spec-
troscopy as well as infrared spectroscopy. These experiments serve as the first steps
to understand the basic structure reactivity correlations. The reactivity of the diesel
engine soot particles is accessed with thermogravimetry.

To correlate the structure of the carbons with the reactivity, several types of carbons
are investigated. The main emphasis is put on Diesel Engine soot. The following
carbonaceous materials served as models for this sort of carbon, soot, generated
by spark discharge of graphite electrodes as a model for fine atmospheric parti-
cles, carbon black and giant polyaromatic hydrocarbons. The main results of this
work are the following: 1. The microstructure is dominated by defects and the
deviation from a perfect graphitic structure. 2. The surface functionalization with
heteroatoms is dominated by the defects and can be correlated with the microstruc-
tural investigations. 3. The reactivity of the carbons reflect the previous investiga-
tions. Small particles with their highly defective basic structural units show an
onset of oxidation at lower temperatures, than well graphitized carbons. However
the influence of the microstructure still holds when using different oxidizing at-
mospheres. NO2 accelerates the oxidation of the particles at lower temperatures.
Models from solid state kinetics are used to predict the oxidation behaviour under
exhaust gas relevant conditions at different temperatures.

The present work shows that modern diesel engines generate finer and more reac-
tive soot, this soot however may relatively easy be filtered and converted. This is
the technical background of the present work. A general knowledge is created in
order to build a self regenerating particulate trap for heavy duty diesel engines.
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Chapter 1

Introduction

1.1 Motivation

The global emissions of black carbon from combustion of fossil fuels and burning
of biomass are increasing. These particles, non-uniformly, but widely distributed
throughout the troposphere and even the stratosphere, have a high impact on the
atmosphere of the earth due to their reactivity with various gaseous species as
NOX , SOX and O3. The physical and structural properties of environmental rel-
evant carbons have recently been investigated with increasing interest. The reac-
tivity and adsorption properties of different substances toward carbon particles, in
order to monitor their behavior in the atmosphere, are important [1–3]. Studies to
resolve the relative role of soot and dust particles in the climate changes are also
undertaken [4]. The impact on the bio–organism or even human health [5–7] is
acessed by investigation of carcinogenicity.

The background of this work is the need for improvement of heavy duty diesel
engines to fulfill the Euro IV norm introduced in the second half of the year 2005.
The aim of this study is to screen the mircomorphology and electronic structure to
surface functionalization and reactivity.

The majority of soot and carbon black studies do not attempt a detailed investi-
gation of the microstructure or general morphology. Many studies have ignored
the fact that several types of carbon have been used in oxidation, reactivity or at-
mospheric studies including flame soot, carbon black, and amorphous carbon, re-
flecting the common opinion (or assumption) that the structure of the soot particles
differs little from various sources or synthesis conditions. Most of the studies as-
sume the soot density to be that of graphite. It is consistent with this supposition
that studies to date have not performed high resolution transmission electron mi-
croscopy in combination with electron energy loss spectroscopy and the surface
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sensitive methods X–ray photoelectron spectroscopy and infrared spectroscopy in
order to investigate initial soot structure and surface chemistry. If the nanostructure
of soot and carbon black depends on the origin, the question has to be risen how
the physical and chemical properties are affected. Reviews of literature of reactivity
studies point out the fact that the origin of investigated samples indeed influence
the results [8–11].

Here, the micromorphology, electronic structure and functionalisation of disor-
dered sp2 carbon materials is studied. Two soot types from heavy duty diesel en-
gines, a model aerosol soot and two common carbon blacks are investigated. These
materials are chosen in order to demonstrate the variety of these carbons. More-
over the investigation of bulk and surface properties are important factors that play
a key role in the understanding of the overall behavior of environmentally relevant
carbons. The microstructure investigations are carried out by means of high res-
olution transmission electron microscopy, electronic structure measurements are
undertaken with electron energy loss spectrometry. To analyse for carbon–oxygen
functionalisation X–ray photoelectron spectroscopy is used. The reactivity toward
O2 and NO2 using is accessed with thermogravimetric measurements.

Chapter 1 will give a short introduction to the motivation of this work. The politics
and legislation behind the diesel engine emissions are introduced.

Chapter 2 describes the technical background of this thesis. A short introduction
on history and technology of the Diesel engine will be given here.

Chapter 3 introduces the used bulk (HRTEM and EELS) and surface (XPS and
DRIFTS) investigation methods applied in this work.

Chapter 4 gives an insight into the investigations on microstructure (with HRTEM)
and electronic structure (with EELS) of the carbon materials.

Chapter 5 draws an image of the investigations (XPS and DRIFTS) that leads to an
understanding of the oxygen functional groups present in the materials.

Chapter 6 is the link to chemical reactivity. The combustion behavior of the car-
bons is described, in order to deduce the structure reactivity correlations.
Additionally, the oxidation of Diesel engine soot under real exhaust treatment
conditions is examined.

Chapter 7 summarizes the work and gives an outlook on a bright future with a
(hopefully) clean environment.
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1.2 Rudolf Diesel

Rudolf Diesel (March 18, 1858 – September 30, 1913) is the inventor of the Diesel
engine. He was born in Paris and died on the English Channel.

Rudolf Diesel developed the idea of the com-

Fig. 1.1: Rudolf Diesel;
Mar. 18, 1858 – Sept. 29, 1913.

pression ignition engine during the last de-
cade of the 19th century, receiving a patent
for the device on Feb. 23, 1893 and building
a functional prototype in early 1897 while
working at the MAN plant in Augsburg.
This ”Diesel engine” was named after him.
Originally it was known as the ”oil engine”.

In 1892 Rudolf Diesel was issued a patent for
a proposed engine that compresses air so
much that the resulting temperature would
far exceed the ignition temperature of the
fuel. Baron von Krupp and Maschinenfab-
rik Augsburg Nürnberg in Germany backed
Rudolf Diesel financially as well as provid-
ing engineers to work with him on the de-
velopment of an engine that would burn coal

dust, because there were mountains of useless coal dust piled up in the Ruhr val-
ley. The first experimental engine was built in 1893 and used high pressure air to
blast the coal dust into the combustion chamber. This engine exploded and further
developments of using coal dust as a fuel failed, however a compression ignition
engine that used oil as fuel was successful and a number of manufacturers were
licensed to build similar engines.

The original oil burning engines used very crude mechanical injection equipment
so Rudolf Diesel again began using air blast to provide atomization of the fuel as
well as turbulence of the mixture. This was very successful and utilized in Rudolf
Diesel’s third engine built in 1895. This engine was very similar to engines being
used today. It was a four–stroke cycle with 450 psi compression. Progress in diesel
engine development has since depended on improvements in fuel injection tech-
nology.

Between 1911 and 1912 Rudolf Diesel stated ”The diesel engine can be fed with
vegetable oils and would help considerably in the development of agriculture of
the countries which use it” and predicted that ”The use of vegetable oils for engine
fuels may seem insignificant today. But such oils may become in course of time as
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important as petroleum and the coal tar products of the present time”.

In Augsburg, on Aug. 10, 1893, Rudolf Diesel’s prime model, a single 10–foot iron
cylinder with a flywheel at its base, ran on its own power for the first time. Rudolf
Diesel spent two more years making improvements and in 1896 demonstrated an-
other model with the theoretical efficiency of 75 percent, in contrast to the ten per-
cent efficiency of the steam engine. By 1898, Rudolf Diesel was a millionaire. His
engines were used to power pipelines, electric and water plants, automobiles and
trucks, and marine craft, and soon after were used in mines, oil fields, factories,
and transoceanic shipping.

Diesel died in mysterious circumstances: He disappeared on a cross–channel ferry.
On Sept. 29, 1913 he shipped on the ”SS Dresden” for a short trip to the Rover
factories in England.

1.3 Emission Standards

The European regulations for new heavy–duty diesel engines are commonly re-
ferred to as Euro I – V. The Euro I standards for medium and heavy–duty engines
were introduced in 1992. The Euro II regulations came to power in 1996. These
standards applied to both heavy–duty highway diesel engines and urban buses.
The urban bus standards, however were voluntary.

In 1999, the European Parliament and the Council of Environment Ministers adop-
ted the Euro III standard and also adopted Euro IV and V standards for the years
2005/2008. The standards also set specific, stricter values for extra low emission
vehicles (also known as ”enhanced environmentally friendly vehicles” or EEVs) in
view of their contribution to reducing atmospheric pollution in cities.

The emission limit values set for 2005 and 2008 will require all new diesel–powered
heavy duty vehicles to be fitted with exhaust gas after treatment devices, such as
particulate traps and DeNOx catalysts. The 2008 NOx standard will be reviewed
and either confirmed or modified, depending on the available emission control
technology.

Table 1.1 contains a summary of the emission standards and their implementation
dates. Changes in the engine test cycles have been introduced in the Euro III stan-
dard (year 2000). The old steady–state engine test cycle ECE R–49 is replaced by
two cycles: a stationary cycle ESC (European Stationary Cycle) and a transient cycle
ETC (European Transient Cycle). Smoke opacity is measured on the ELR (European
Load Response) test.

For the type approval of new vehicles with diesel engines according to the Euro III
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Table 1.1: EU emission standards (european stationary cycle, ESC) for HD diesel engines,
g/kWh (smoke in m−1).

Tier Date & Category Test Cycle CO HC NOx PM Smoke
Euro I 1992, < 85 kW ECE R-49 4.5 1.1 8.0 0.612

1992, > 85 kW 4.5 1.1 8.0 0.36
Euro II 1996.10 4.0 1.1 7.0 0.25

1998.10 4.0 1.1 7.0 0.15
Euro III 1999.10, EEVs only ESC & ELR 1.5 0.25 2.0 0.02 0.15

2000.10 ESC & ELR 2.1 0.66 5.0 0.10 0.8
Euro IV 2005.10 1.5 0.46 3.5 0.02 0.5
Euro V 2008.10 1.5 0.46 2.0 0.02 0.5

standard (year 2000), manufacturers have the choice between either of these tests.
For type approval according to the Euro IV (year 2005) limit values and for EEVs,
the emissions have to be determined on both the ETC and the ESC/ELR tests.

Emission standards for diesel engines that are tested on the ETC test cycle, as well
as for heavy–duty gas engines, are summarized in Table 1.2.

Table 1.2: EU emission standards for diesel and gas engines, european transient cycle (ETC)
test, g/kWh.

Tier Date & Category Test Cycle CO NMHC CH4 NOx PM
Euro III 1999.10, EEVs only ETC 3.0 0.40 0.65 2.0 0.02

2000.10 ETC 5.45 0.78 1.6 5.0 0.16
0.21

Euro IV 2005.10 4.0 0.55 1.1 3.5 0.03
Euro V 2008.10 4.0 0.55 1.1 2.0 0.03

1.3.1 ESC Test Cycle

The ESC test cycle has been introduced, together with the ETC and the ELR tests,
for emission certification of heavy–duty diesel engines in Europe starting in the
year 2000. The ESC is a 13-mode, steady–state procedure. The engine is tested on
an engine dynamometer over a sequence of steady–state modes (Figure 1.2). The
engine must be operated for the prescribed time in each mode, completing engine
speed and load changes in the first 20 seconds. The specified speed shall be held
to within ±50 rpm and the specified torque shall be held to within ± 2% of the
maximum torque at the test speed. Emissions are measured during each mode
and averaged over the cycle using a set of weighing factors. Particulate matter
emissions are sampled on one filter over the 13 modes. The final emission results
are expressed in g/kWh.
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Fig. 1.2: Scheme for the European Stationary Cycle. The 13 test modes are indicated, addi-
tional tests may be chosen from operator.

During emission certification testing, the certification personnel may request ad-
ditional random testing modes within the cycle control area (Figure 1.2). Maxi-
mum emission at these extra modes are determined by interpolation between re-
sults from the neighboring regular test modes. Point 1 is held for 4 minutes, the
remnant points are then held for 2 minutes respectively.

The engine speeds are defined as follows: The high speed nhi is determined by
calculating 70% of the declared maximum net power. The highest engine speed
where this power value occurs (i.e. above the rated speed) on the power curve is
defined as nhi. The low speed nlo is determined by calculating 50% of the declared
maximum net power. The lowest engine speed where this power value occurs (i.e.
below the rated speed) on the power curve is defined as nlo. The engine speeds A,
B, and C to be used during the test are then calculated from the following formulas:

A = nlo + 0.25 (nhi − nlo) (1.1)

B = nlo + 0.5 (nhi − nlo) (1.2)

C = nlo + 0.75 (nhi − nlo) (1.3)

The ESC test is characterized by high average load factors and very high exhaust
gas temperatures.
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1.3.2 ETC Test Cycle

The ETC test cycle was also introduced, together with the ESC, for emission cer-
tification of heavy–duty diesel engines in Europe starting in the year 2000. The
ETC cycle has been developed by the FIGE Institute, Aachen, Germany, based on

Fig. 1.3: ETC transient cycle – vehicle speed. The vehicle speed is simulated for different
situations as urban, rural and motorway traffic.

real road cycle measurements of heavy duty vehicles. Different driving conditions
are represented by three parts of the ETC cycle, including urban, rural and motor-
way driving. The duration of the entire cycle is 1800 s. The duration of each part is
600 s. Part one represents city driving with a maximum speed of 50 km/h, frequent
starts, stops, and idling. Part two is rural driving starting with a steep acceleration
segment. The average speed is about 72 km/h. Part three is motorway driving
with average speed of about 88 km/h. Vehicle speed vs. time over the duration of
the cycle is shown in Fig. 1.3. For the purpose of engine certification, the ETC cy-
cle is performed on an engine dynamometer. This allows to measure the pertinent
engine speed and torque curves.

1.4 Advantages and Disadvantages vs. Spark–Ignition En-
gines

Diesel engines are more massive than gasoline/petrol engines of the same power
because of the heavier construction required to withstand the higher combustion
pressures needed for ignition. Yet it is this same build quality that has allowed to
acquire significant power increases with turbocharged engines through fairly sim-
ple modifications. A gasoline engine of similar size cannot put out a comparable
power increase without extensive alterations because the stock components would
not be able to withstand the higher stresses placed upon them. Since a diesel engine
is already built to withstand higher levels of stress, it makes an ideal candidate for
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performance tuning at little expense.

The addition of a turbocharger or supercharger to the engine greatly assists in in-
creasing fuel economy and power output. The higher compression ratio allows
a diesel engine to be more efficient than a comparable spark ignition engine, al-
though the calorific value of the fuel is slightly lower at 45.3 megajoules/kilogram
to gasoline at 45.8 megajoules/kilogram.

The increased fuel economy of the diesel over the petrol engine means that mile–
for–mile the diesel produces less carbon dioxide (CO2). The recent development of
biofuel alternatives to fossil fuels has unleashed the ability to produce a net–sum
of zero emissions of CO2, as it is re-absorbed into plants and then comes full circle,
being used to produce the fuel.

Diesel engines produce black soot from their exhaust. This consists of unburnt car-
bon compounds. Other problems associated with the exhaust gases (high partic-
ulates, nitrogen oxide, sulfurous fumes) can be mitigated with further investment
and equipment. This issue is the basis of motivation of this work.

1.5 Carbon

The chemistry of the element carbon is complex with a wide form of micro– and
nanostructured varieties that exceed the well known crystal structures of graphite
and diamond [12]. In its elemental forms carbon occurs in sp2 or in sp3 atomic
hybridization.

The sp3 bonding configuration leads the stable structure of diamond (m3m) [13].
The diamond lattice consists of two interpenetrating face–centered cubic Bravais
lattices, displaced along the body diagonal of the cubic cell by one quarter of the
length of the diagonal. The coordination number is four. Its surface is terminated
usually by hydrogen atoms. This surface is chemically very inert and requires
strong chemical reagents to change the terminating heteroatom. Over-oxidation
and local thermal effects might lead to an interconversion of the surface of diamond
into graphite on which oxygen functional groups, characteristic of bulk graphite
can all exist.

The sp2 type of bonding results in the structure of Graphite (6/mmm) [13]. It has
a simple hexagonal Bravais lattice with four carbon atoms per primitive cell. The
lattice planes perpendicular to the c–axis have a honeycomb arrangement, building
a layered structure with strong in–plane bonds and weak out of plane bonding of
the van der Waals type. The separation between lattice planes along the c–axis
is almost 2.4 times the nearest–neighbour distance within the planes. Graphite is
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the thermodynamically stable bulk phase of carbon up to very high temperatures
under normal ranges of pressure (diamond is only kinetically stable). This is not
the case with finite numbers of carbon atoms. In the nanosize range, the size of the
graphenes leads to a high density of dangling bonds. In this case, the structure does
gain energy by closing onto itself and removing all the dangling bonds, leading
then to fullerenes or carbon nanotubes.

Nanostructured carbon is also known in the form of Fullerenes [14], carbon nan-
otubes [15], –fibers and –whiskers. These forms of carbons are the ”third” form of
carbon being neither graphite nor diamond. The bonding properties of these car-
bons are a hybrid of sp2 and sp3. The strongly bent sp2 carbon fullerene C60 exhibits
the electronic structure of a polyolefinic molecule with well resolved molecular res-
onances for the anti–bonding π∗ states. Graphite as planar sp2 carbon exhibits at
similar energies than fullerene its metallic π∗ conduction band. The skeletal σ∗

bonds of the sp2 hybridization are well separated from the π∗ states.

Fig. 1.4: The modifications of carbon: Graphite, Diamond, Buckminster Fullerene and Car-
bon Nanotube.

The fullerenes are closed shell all carbon molecules with an even number of atoms
(starting at C28) and nominal sp2 bonding between adjacent atoms. To form curved
structures (such as the fullerenes) from a planar fragment of hexagonal graphite
lattice, certain topological defects have to be included in the structure. This is done
by creating pentagons. A carbon nanotube consists of a long cylinder made of the
hexagonal honeycomb lattice of carbon, bound by two pieces of fullerenes at the
ends. The diameter of the tube will depend on the size of the semi–fullerene that
the end is made of [16].

The surface chemistry is strongly correlated to the chemical bonding within the
bulk of carbon. The sp2 configuration of carbon atoms leads to planar graphene
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layers if only the most stable geometric arrangement of six–membered rings are
formed as primary structural motif. The result is a family of well–ordered or tur-
bostratically (randomly around the surface normal rotated graphene layers) dis-
ordered stacks of planar layers (graphenes) with lateral dimensions ranging from
a few nm to several ten micrometers. Graphitic and carbon black materials result
from this arrangement. The strain (deviation form planarity) increases significantly
the reactivity and forces the ideally delocalized π electrons from the sp2 bonds into
localized states ending in fullerenes in a polyolefinic rather than in an aromatic elec-
tronic structure. Structural deviations from planar geometries will result in a vast
variation in carbon functional groups. For bent sp2 carbons all atoms at the surface
are potential binding sites for heteroatoms. For planar sp2 carbons (Fig. 1.5) only
two types of anchoring points exist with the well known zig–zag and arm–chair
configurations.

Fig. 1.5: Graphene sheet exhibiting the two types of termination as ”armchair” and ”zig–
zag”. At graphene edges a mixture of both topologies occur.

For non–hydrogen heteroatoms the topology thus has significant implications on
the resonance stabilisation of carbon heterobonds with the ”aromatic” π – electronic
system. The most important point in the surface chemistry of carbon is the fact that
due to the semimetallic or ”aromatic” chemical bonding of the sp2 configuration
no functional chemistry can occur on the vastly dominating basal planes at the
surface of the graphitic materials. All these sites are coordinatively saturated and
can only act as nucleophiles or metals towards weakly adsorbing species. The sur-
face chemistry of sp2 carbon involving covalent bond formation is thus completely
dominated by defect sites and the prismatic face boundaries of the graphene layers.



Chapter 2

Technical Background

In this chapter the general features of the diesel engine are described (section 2.1).
In section 2.2 the problems of exhaust and exhaust treatment for diesel engines
are stressed. At the end of the chapter in section 2.3 the device for collecting soot
particles is described.

2.1 Diesel Engine Concept and Engine-Internal Features

In this section the overall principles of modern diesel engines are briefly described
[17–19]. The experiments are carried out using a modified MAN D0836 LF-4V six-
cylinder engine (6.6 l displacement, 228 kW) with two-stage controlled turbocharg-
ing, an external, controlled cooled EGR and a CR injection system (Fig. 2.1). The
engines injection, turbocharging and EGR systems are set for a NOx emission of
less than 3.5 g/kWh and a PM emission of 0.03/0.06 g/kWh (ESC/ETC). The max-
imum exhaust gas volume flow at the nominal engine speed and full load was
1200 Nm3/h.

2.1.1 Injection System

To achieve the Euro IV standards places great demands on engine components and
the internal combustion. Large EGR rates (15–20 %, depending on engine speed
and the load conditions) are necessary to meet the Euro IV standard for NOx while
maintaining an acceptable level of fuel consumption. A high-performance and flex-
ible injection system must be used so that particle emissions remain within the per-
missible range. Preinjection is used to avoid the large cylinder pressure gradient
otherwise caused by the necessarily large injection pressures (maximum 1600 bar),
so that combustion noise levels comply with current requirements.
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Fig. 2.1: Schematic drawing of the diesel engine described in this section. The sketch in-
cludes the charge air cooling section, the turbocharger group (low pressure and
high pressure TC) and the recirculation of cooled exhaust gas (EGR).

2.1.2 Turbocharger System

A sufficiently low particle level cannot be achieved with high injection pressures
alone due to the mutually interdependent parameters of soot emission, NOx emis-
sion and EGR rate. Any further increase in injection pressures would require fur-
ther increases in the EGR rate due to the corresponding increases in NOx emis-
sions. Due to the decreasing level of excess air and the associated increase in soot
emissions, this would then again require higher injection pressures. Thus a vicious
circle develops, which can be halted by maintaining a sufficient level of excess air.
This together with today’s standard demands for a higher level of performance and
superior driving dynamics make two–stage turbocharging necessary. The slight re-
duction in soot levels is a result of the higher air supply in the combustion chamber
(Fig. 2.1). In dynamic operation the advantages of two–stage turbocharging are
clearly evident. A better reaction behavior is obtained. This means that during ac-
celeration the high–pressure compressor is better able to supply the required air de-
mand quickly. The losses in efficiency – caused by blow back in the high–pressure
turbine for higher mass flows and by the phase–by–phase unequal distribution of
compression work during acceleration – are accepted because of the positive effect
on particle emission.
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2.1.3 EGR System

Exhaust gas recirculation systems are introduced to reduce the exhaust emission of
oxides of nitrogen. They are formed when temperatures in the combustion cham-
ber get too hot. At temperatures higher than 1400 ◦C the nitrogen and oxygen in
the combustion chamber can chemically combine to form nitrous oxides (NOx).
The EGR system recirculates exhaust into the intake stream. Exhaust gases have
already combusted, so they do not burn again when they are recirculated. These
gases displace some of the normal intake charge. This slows and cools the combus-
tion process by several hundred degrees and thus reduces the formation of NOx. A
EGR system may actually increase engine performance and economy. As the com-
bustion chamber temperature is reduced, the engine detonation potential is also
reduced. This factor makes it possible to enhance the spark timing program, in-
creasing power, performance and economy. In order to guarantee as spontaneous
a reaction as possible in the turbocharger group during acceleration phases in tran-
sient operation, the EGR is switched off during these periods. In this way the entire
exhaust gas mass flow is available to the turbocharger group during acceleration.
At the same time extreme EGR peaks in the charge air pipe are avoided. However,
excessively long and excessively frequent closed phases in transient operation (ETC
test) are not possible due to the low NOx target level.

2.2 Exhaust & Exhaust Treatment

In order to introduce exhaust treatment systems it is necessary to give an overview
of exhaust composition. A graphical presentation is given in Fig. 2.2.

Harmful components are included in the exhaust gas to an amout of 0.22 vol%.
The particulate matter (soot, ash, oil and fuel) contributes to the exhaust with an
amount of 20–200 mg m−3. This is 50 times as much as in the case of the Otto four
stroke engine (1–10 mg m−3).

Any particulates that are generated in the diesel engine have to be removed from
the exhaust. Several different attempts are made to reach the soot particle free
diesel engine [20]. Efficient soot oxidation by O2 can be supported by the addition
of catalytically active metal oxide nanoparticles [21–25] to the fuel. However, this
approach involves the danger of even more potentially hazardous emissions.

Another possibility is the oxidation of the diesel soot in filters with the aid of NO2
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Fig. 2.2: Composition of HD diesel engine exhaust. The graph shows the amount of basi-
cally harmless and harmful compounds in the exhaust gas of a diesel engine.

with the following possible reactions:

C(s) + NO2 −→ CO(g) + NO(g) (2.1)

CO(g) + NO2(g) −→ CO2(g) + NO(g) (2.2)

2NO(g) + O2 −→ 2NO2 (2.3)

A wide range of of particle trapping and exhaust treatment have been introduced
and are still under development, for example ceramic diesel particulate filters, par-
ticle traps and oxidation catalysts with open deposition structures. The aim of this
work is to separate particles in a structure that in principle remains open, and thus
do not need to be exchanged. However care must be taken to ensure that the de-

Fig. 2.3: Catalyst–filter–combination used for exhaust treatment. The aim is to oxidize NOx

to NO2 and to regenerate with this oxidant the soot trapped in the filter device.

posited particles cannot shear off as a result of the aerodynamic forces associated
with sudden surges in the mass flow. This system is required to be capable of split-
ting the exhaust gas stream. The particulate matter is now deposited in this open
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structure by aerodynamical forces. The structure is filled with particles, so that ul-
timately a point is reached at which the flow of exhaust gas has to overcome an
increasing resistance. In order for further particles to be trapped, the particles that
have been deposited must be decomposed again. This is done for instance by oxi-
dizing the carbon using NO2. To achieve this, an oxidation catalyst, in which NO2

is formed, is placed before the filter (Fig. 2.3). At temperatures exceeding 200 ◦C
the NO2 should react continuously with the deposited particles.

2.3 Collection of Soot Particles

To collect the Euro IV HD diesel engine soot particles for TEM investigations a spe-
cial particle collector (Fig. 2.4) is designed and built. The center of this collector is a
vacuum T-piece. The typical copper grids (3 mm diameter, 400 mesh) coated with
holey carbon film [26] used for TEM investigations are fixed in an exchangeable
holder. Two valves control the inlet and the outlet of the piece. through the third

Fig. 2.4: Schematical drawing of the particle collector designed for loading soot on TEM
copper grids. The exhaust gases are led through the device. The grid–holder is
exchanged through the ”short” part of the device.

part of the ”T” the holder can be removed and changed. The collector is attached to
the exhaust pipe of the engine, as seen in the photograph Fig. 2.5. A fraction of the
exhaust gases of the engine are led directly through the collector and through the
copper grids. In this way the soot agglomerates attach to the hole borders. Thus
they are large enough that investigations without underlying carbon film are pos-
sible. To avoid condensation of water from the exhaust gases, the gas inlet and
the whole collection chamber are heated. The collector ensures reproducible sam-
pling conditions without problems of water condensation. A good reproducibility
of sampling conditions is achieved. Constant gas throughput volumes are achieved
with a pump which is adjusted to a constant flow of 5 l/min.
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Fig. 2.5: Particle collector for TEM grids attached to the exhaust pipe of the diesel engine,
image taken during a campaign at the MAN test bench in Nürnberg. The left hand
side shows the diesel engine (with operator), the right side the mounted particle
collector with heating facility.



Chapter 3

Characterization

In this chapter the characterization methods are described. The first section 3.1
gives a short overview over transmission electron microscopy (TEM), the second
section 3.2 deals with electron energy loss spectroscopy (EELS). In section 3.3 and
3.4 the investigation methods for surface measurements X–ray photoelectron spec-
troscopy (XPS) and infrared spectroscopy in diffuse reflection (DRIFTS) are pre-
sented. The last section introduces Thermogravimetry (TG).

3.1 Transmission Electron Microscopy

TEM is analogous to optical transmission microscopy, but using an electron beam
and magnetic lenses instead of visible light and glass lenses, respectively [27–29].
The transmitted electron beam forms an image, which is a 2–dimensional projection
of the 3–dimensional sample in the direction of the beam. The resolution is limited
by the wavelength of the probing waves. This is 400–700 nm for visible light. The
wavelength of the electrons can be reduced to values suitable for imaging atomic
features by accelerating electrons through high voltages (kV). The lenses in a TEM
are electromagnetic, which makes it possible to change the strength of the lenses
and to adjust the magnification and defocus without physically changing or mov-
ing the lenses. However, the lenses are sensitive to instabilities in the lens current
which influence the resolution of the microscope.

Fig. 3.1 shows the sketch of a TEM equipped with a field–emission gun which is
used to study the morphology and microstructure of the carbonaceous materials.
The field–emission gun (FEG) electron source, which is a very fine needle, works as
a cathode with respect to two anodes. Electrons are pulled out from the extraordi-
narily fine needle (tungsten) by an extraction voltage of≈ 3.8 kV created by the first
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Fig. 3.1: Sketch of a TEM equipped with X–ray detector and imaging filter. The image
shows the condensor lens system, the objective lens with aperture as well as the
intermediate and projector lenses.
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anode. The second anode accelerates the electrons to their final energy (200 keV).
The FEG produces a highly coherent beam, which is essential for high resolution
TEM. Condenser lenses, which are placed between the FEG unit and the specimen
(see Fig. 3.1) forces the electrons into a parallel beam, before they interact with the
specimen. The first image is generated by the objective lens. The first intermedi-
ate lens of the microscope is responsible for the coupling of the magnifying unit
(projector lenses) to the first image generated. The projector lenses are responsible
for the image magnification. Different excitations will result in different magnifi-
cations (in the case of the used TEM up to 1 000 000 times). Basically, TEM is a
diffraction technique.

In Fig. 3.2 the ray–trace of the incident electron beam at the specimen to the final
image is shown.

Fig. 3.2: Ray–trace of the electron beam in the column. A shows the ray–trace for electron
diffraction, B shows the ray–trace for imaging. Both operation modes are achieved
with changing the focus of the intermediate lens.

The microscope is operated in two modes: The diffraction mode, which will pro-
duce a diffraction pattern of the probed specimen on the viewing screen, and imag-
ing mode, which results in an image of the specimen. Controlling the strength of
the intermediate lenses shifts between these two modes. In the diffraction mode
the object of the intermediate lenses is chosen as the back focal plane of the objec-
tive lens. In imaging mode the object of the intermediate lens is the image plane
of the objective lens. For digital image recording, a CCD camera coupled to the
imaging filter (Gatan) is used to depict the intensity variations of the transmitted



20 Characterization

electron beam. As electrons interact strongly with matter and the electron beam has
to be transmitted through the sample, only very thin samples are suitable for TEM.
The maximum thickness suitable depends on the system of interest, but as a rule of
thumb the thickness must not exceed 100 nm. The requirement of thin specimens
is a major limitation of TEM. In general, two types of contrast are observed in a
transmission electron microscope operating in imaging mode. The mass-thickness
contrast or diffraction contrast, which is observed in low magnification images, and
the phase contrast which accounts for atomic resolution in high magnification im-
ages. The mass thickness contrast/diffraction contrast is induced by electrons that
are scattered off-axis by elastic scattering as they pass through the specimen with
a typical scattering angle of À 10 mrad. The cross section for elastic Rutherford
scattering is proportional to Z2. As the thickness increases, more electrons are scat-
tered off-axis. Electrons scattered through angles larger than the objective aperture
(see Fig. 3.2) are intercepted resulting in high mass-thickness areas to appear darker
than low mass-thickness areas. This type of contrast can be enhanced by decreasing
the size of the objective aperture, although the total image intensity decreases. The
phase contrast is produced by interference between the scattered wave and the in-
cident wave at the image point. This contrast gives detailed structural information
of the specimen at an atomic level.

3.2 Electron Energy Loss Spectroscopy

Electron Energy Loss Spectroscopy (EELS) is an established technique to investi-
gate the composition of and the electronic structure in solids [30–32]. The basic
principle is as follows: The energy distribution of initially monoenergetic elec-
trons is analyzed after they have interacted inelastically with a specimen. These
inelastic collisions reveal information about the electronic structure of the spec-
imen atoms and hence, details of the nature of these atoms, their bonding and
nearest–neighbour distributions, and their dielectric response. Transmission EELS
is usually carried out in a TEM, which allows high spatial resolution and also offers
imaging and diffraction capabilities that can be used to identify the structure of the
analyzed material.

3.2.1 Electron Energy Loss Spectrum

The beam of electrons that have transmitted the sample is directed into a high-
resolution electron spectrometer which separates the electrons according to their
kinetic energy and produces an electron energy loss spectrum showing the scat-
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tered intensity (electron counts) as a function of the decrease in kinetic energy of
the incident fast electron. The first zero–loss or “elastic” peak in Fig. 3.3 represents

Fig. 3.3: Example of an EELS–spectrum. Included are the zero–loss peak, the intensity of
plasmon oszillations and the carbon–K ionization edge.

electrons which are transmitted without suffering any measurable energy loss, in-
cluding those which are scattered elastically in the forward direction and those
which have excited phonon modes, for which the energy loss is less than the ex-
perimental energy resolution. The low–loss region up to an energy loss of about
50 eV contains electrons which have interacted with the weakly bound outer-shell
electrons of the atoms in the specimen, i.e. electrons that have set up plasmon
oscillations or have generated inter– or intra–band transitions. Plasmons are lon-
gitudinal wave–like oscillations of weakly bound electrons. The plasmon peak is
the second most dominant feature of the energy–loss spectrum after the zero–loss
peak. Electrons in the high–loss region have interacted with the more tightly bound
inner–shell or “core” electrons to move it outside the attractive field of the nucleus,
resulting in an ionization process. The ionization losses are characteristic of the
atom involved and so the signal is a direct source of elemental information, just
like the characteristic X–rays (feature at 285 eV in Fig. 3.3). When viewed in greater
detail, both the valence–electron (low–loss) peaks and the ionization edges pos-
sess a fine structure which reflects the crystallographic or energy–band structure of
the specimen. Therefore, an element or compound that is present in different forms
(like in the defect rich carbons) shows quite distinct fine structures as will be shown
later.
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3.2.2 Instrumentation

EEL spectra are recorded with the Gatan Imaging Filter GIF 100. The energy res-
olution is 1 eV (FWHM of the zero loss). A schematic drawing is given in Fig. 3.4

Fig. 3.4: The Gatan Imaging Filter. The filter is attached to the bottom of the column of
the electron microscope. The electrons are led through a magnetic prism. Energy
filtered imaging as well as electron energy loss spectroscopy is possible through
adjusting the quadrupole and hexapole lenses of the filter.

The Gatan Imaging Filter (GIF) is mounted on the bottom of the camera chamber
of the TEM. It allows images and diffraction patterns produced by the TEM to be
transformed into energy–filtered (energy–selected) images and diffraction patterns.
It can also form energy loss spectra with a range of energy dispersions. After pass-
ing the entrance aperture the electrons travel down a ”drift tube” through the spec-
trometer and are deflected through ≥ 90◦ on the basis of the velocity–dependent
Lorentzforce.

Electrons with greater energy loss are deflected further than those suffering zero
loss. A spectrum is thus formed in the dispersion plane which consists of a distri-
bution of electron counts versus energy loss. Besides bending the electron beam
and creating energy dispersion, the magnetic prism also has a focusing action and
creates an energy dispersed, focused image of the TEM’s projector lens crossover.
This is the energy–loss spectrum. A quadrupole–sextupole assembly is mounted
at the end of the prism. It can be operated in two modes: In image mode, it takes
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the electrons which are selected by an energy–selecting slit located in the plane of
the focused energy–loss spectrum and projects an energy–selected version of the
TEM image onto the cameras. In spectroscopy mode, the quadrupole–sextupole
assembly projects the focused energy loss spectrum onto the cameras.

3.2.3 Theoretical Background

Excitations from inner shells of atoms give rise to absorption edges in Energy Loss
Spectroscopy similar to the well–known X–ray absorption edges (Fig. 3.5). In gen-
eral these edges occur at energies E≥ 50 eV for most elements, which is far beyond
the interaction energy of valence electrons in the solid state. This allows to treat
the target electrons as bound to single nuclei, not interacting with other atoms. On
the other hand, valence or conduction electrons interact strongly with one another
and influence the low loss region E ≤ 20 eV. In the following, the probability for
inelastic scattering of electrons on atoms is calculated as a function of energy and
momentum transfer.

Fig. 3.5: Energy–level diagram of a solid , including K– and L– shell core levels and the va-
lence band (shaded); EF is the Fermi level and Evac the vacuum level. The primary
processes of inner– and outer–shell excitation are shown on the left, secondary
processes as photon and electron emission on the right (adapted from [30]).

The scattering probability is the differential cross section which is measurable di-
rectly in energy loss experiments.

According to Fermi’s golden rule, the transition probability of a system going from
an initial state |i〉 to a final state |f〉 by the influence of a perturbance given by the
operator V is proportional to the square of the transition matrix element. the rule
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is derived in time dependent perturbation theory and gives the transition rate W

(transitions per time):

dWfi =
2π

h̄
|〈f |V |i〉|2 dvf · δ (Ei − Ef ) (3.1)

dWfi is the number of transitions from unperturbed state |i〉 to state |f〉 within
the differential phase space element dvf around |f〉 per unit time (transition rate).
The differential particle current of free electrons scattered into (dΩ, dE) can be cal-
culated by summing 3.1 over all possible final states |f〉. This gives the double
differential cross section:

∂2σ

∂E∂Ω
=

2π

h̄

4 ∑

f

kf

ki
|〈f |V |i〉|2 δ (Ei − Ef ) (3.2)

In elastic scattering, both, initial and final state are considered free states, and V is
a static potential.

Inelastic scattering can be treated similarly when V represents the interaction po-
tential between the probe and the target charges. Then |i〉 and |f〉 in 3.1 resemble
many particle state vectors, including the target atoms.

3.2.4 The Dynamic Form Factor

The approximation that leads to the transition rate Wfi (Eq. 3.1) is only valid if
the perturbation V is small compared to the energy of the scattered electrons, as
for fast collisions. The unperturbed state vectors can be approximately factorized,
since exchange effects are negligible:

|i〉 = |ki〉 ⊗ |ϕi〉 , |f〉 = |kf 〉 ⊗ |ϕf 〉 , (3.3)

ki, kf are free states, ϕi and ϕf are the eigenfunctions of the electrons bound to the
target nucleus before and after the collision.

The interacting potential representing the electrostatic forces between an incident
electron and an atom can be written as

V =
−Ne2

r
+

N∑

i=1

e2

|r− ri| (3.4)

where the first term represents Coulomb attraction by the nucleus and the second
term is a sum of the repulsive effects of each atomic electron at coordinate ri.
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This leads to the double differential cross section within the first Born approxima-
tion:

∂2σ

∂E∂Ω
=

(
2me2

h̄2Q2

)
kf

ki

∑

i,f

|〈ϕf | exp (iQR) |ϕi〉|2 δ2
(
E + Eϕi − Eϕf

)
(3.5)

E = Eki − Ekf
in 3.5 is the energy loss, Q = ki − kf is the wave vector transferred

during the interaction.

3.2.5 Orientation sensitive EELS

The operator which connects initial and final state can be expanded as

exp (iQR) = 1 + iQR− (QR)2 + plus higher order terms (3.6)

Fig. 3.6: Principle of an excitation from an initial |s〉 to a final |p〉 state.

which allows 3.5 to be split into terms of different order in QR. If QR ¿ 1 then
the higher order terms in 3.5 can be neglected and the matrix element reduces the
dipole form:

〈ϕf |QR|ϕi〉 (3.7)

In this form the matrix element is similar to the dipole matrix element for the ab-
sorption of polarized electromagnetic radiation. The condition for the dipole ap-
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proximation is fulfilled in the case of small scattering angles. This implies that
Q ¿ r−1

C , where rC is the radius of the core state defining the spatial region in
which most of the transitions occur. The dipole form of the matrix element requires
that selection rules apply and hence, the relation between angular momentum in
the initial state ` and final state `′ is `′ = |`± 1|.
In case of an initial s symmetry the final state must therefore be of p symmetry:

〈ϕf |QR| s〉 = Q 〈ϕf |z| s〉 = Q 〈pz|pz〉 , if Q = zQ (3.8)

3.2.6 The Beam Collection and Convergence Angle

Fig. 3.7: Dependence of the final state upon the direction of the transferred momentum Q:
a) case of a small scattering angle b) case of a large scattering angle.

Detailed intensity variations in the spectrum depend on the range of electron scat-
tering angles which are gathered by the spectrometer. In order to investigate an-
isotropy in the local final DOS with EELS, the spectrometer collection angle is an
important variable: In case of a small collection angle (Fig. 3.7a), EELS probes states
which are polarized parallel to the incident beam. In case of a larger collection angle
(Fig. 3.7b), additional excitations into orbitals perpendicular to the incident beam
contribute to the spectrum. In order to give a reasonable interpretation of the fine
structure in EELS measurements, the dipole approximation must be fulfilled and,
additionally, the spectrometer collection angle must be known. The angular depen-
dence of the spectra allows qualitative determination of the orientation of orbitals
to which spectral features correspond.

The convergence angle, also termed illumination angle, can be obtained directly in
the diffraction pattern of a sample: α ≈ r

L , where L is the camera length and r is the
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radius of the diffraction spots. The size of the spectrometer entrance aperture and
the setting of the camera length L determine the collection semiangle β = s

L′ , where
s is the radius of the projected spectrometer entrance aperture and L′ is the effective
camera length: from projector lens crossover to spectrometer entrance aperture.

Determination of the Characteristic Scattering Angle

The momentum transferred from an incident electron to an atomic electron within
the sample is related to the scattering angle ϑ through conservation of energy and
momentum.

Fig. 3.8: Momentum triangle of inelastic scattering.

The momentum transfer Q can be split into a component parallel and a component
perpendicular to the incident beam direction:

Q = kz + k⊥ (3.9)

For small scattering angles follows:

|k⊥| = ϑ |ki| (3.10)

It follows that Q2 = k2
i

(
ϑ2 + ϑ2

E

)
. Where ϑE = E/2E0 (ϑE = E/2γT in the rela-

tivistic case) is the characteristic angle of inelastic scattering and depends only on
the energy loss E. In the case of small Q follows from 3.5:

∂2σ

∂E∂Ω
∝ 1

Q2
(3.11)

Therefore, the angular distribution of ionization–loss electrons varies as
(
ϑ2 + ϑ2

E

)−1
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and will be a maximum for ϑ = 0 in the forward-scattered direction. The distribu-
tion decreases to the FWHM at the characteristic scattering angle ϑE . At an incident
energy of 200 keV, the characterisic scattering angle for the carbon–K–ionization
edge (at about 285 eV) is:

ϑE =
E

2γT
=

285 eV
343.8 keV

= 0.83 mrad (3.12)

3.2.7 Determination of the sp2/sp3 Hybridisation Ratio with EELS

In this case we require the EEL spectra to be orientation independent even for
anisotropic materials. Such a situation arises in determining the average bond-
ing nature of carbon materials. A method for evaluating this property, developed
by Berger et al. [33], is to measure the relative intensity of the 1s to π∗ peak in the
carbon K ionization edge. One of the problems inherent in the use of this technique
is the fact that the 1s to π∗ transition intensity is determined by the experimental
conditions. As a consequence, for high collection angles, the spectrum does not
mirror the electronic structure of the selected anisotropy axis. In graphite with the
c–axis oriented parallel to the beam this would mean, that instead of the π∗ peak,
the σ∗ becomes more dominant as observed in Fig 3.9.

The approach is to eliminate the orientation dependence completely through a ju-
dicious choice of convergence and collection condition. This is called the ”Magic–
Angle–condition”. If this is applied to both the unknown carbon material and that
of standards for sp2 materials, the relative intensity of the 1s–to–2p π∗ transition
can be directly related to the bonding nature of the materials alone [34].

The double differential cross section for inelastic electron scattering is given in the
equation 3.5 already. For scattering geometry for graphite it is convenient to ex-
press Q0 in cylindrical coordinates which relate to the azimuth ϕ and the scattering
angle ϑ as:

Q =




k0 sinϑ sinϕ

k0 sinϑ cosϕ

k0ϑE


 (3.13)

The incident electron’s trajectory is parallel to the cylinder axis. For small scattering
angles we can replace sinϑ by ϑ. The classical characteristic scattering angle is then
ϑE = E/2E0. Q can be interpreted as the kinetic energy of an electron with mo-
mentum h̄q; i.e. the energy of a free photoelectron at rest before the scattering. The
kinematically corrected expression yields the characteristic scattering angle as al-
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a) b)

Fig. 3.9: EELS spectra for a) HOPG in different orientations b) HOPG oriented with the c–
axis parallel to the electron beam, changing the collection angle β. Note in both
cases the change in intensity ratio between the π∗ and the first σ∗ peak.

ready described. The magic angle is found to be at 3.97 ϑE . Experiments have used
a magic angle of 2 ϑE . The apparent difference was lately solved in using a relativis-
tic correction. This replaces the z–component in equation 3.13 with k0ϑE(1 − β2).
This correction then is closer to the experimentally estimated magic angle combi-
nation (also used in this work), i.e. 1.46 ϑE at 200 keV. Apart from experimental
uncertainties, several effects can explain the remaining disagreement between ex-
periment and theory. First, coupling to diffuse quasi-elastic and to Bragg scattering
can change the apparent fine structure, and consequently change the measured
magic angle. Errors in the calibration of the camera length may contribute with
±3%: Finally, channeling effects in a zone axis orientation and non-dipole transi-
tions may play a minor role. However the correct settings of incident and collection
angle are measured in Section 4.2.2 (Chapter 4).

3.3 X–Ray Photoelectron Spectroscopy

X–ray photoelectron spectroscopy (XPS), also known as Electron Spectroscopy for
Chemical Analysis (ESCA), is a widely used technique for obtaining chemical infor-
mation of material surfaces. Core–level electrons are emitted from a surface after it
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has been irradiated with soft X–ray. The low kinetic energy (0 – 1500 eV) of emitted
photoelectrons limits the depth from which it can emerge so that the sample depth
is in the range of few nanometers (in carbon ≈ 5 nm). Photoelectrons are collected
and analyzed by the instrument to produce a spectrum of emission intensity versus
electron binding energy. In general, the binding energies of the photoelectrons are
characteristic of the element from which they are emanated so that the spectra can
be used for surface elemental analysis. Small shifts in the elemental binding ener-
gies provide information about the chemical state of the elements on the surface.
Therefore, the high resolution XPS studies can provide the chemical state informa-
tion of the surface.

Traditionally, when the technique has been used for surface studies it has been
subdivided according to the source of exciting radiation into X-ray Photoelectron
Spectroscopy (XPS) – using soft X–ray (200 – 2000 eV) radiation to examine core-
levels. Ultraviolet Photoelectron Spectroscopy (UPS) – using vacuum UV (10 –
45 eV) radiation to examine valence levels.

The kinetic energy distribution of the emitted photoelectrons (i.e. the number of
emitted photoelectrons as a function of their kinetic energy) can be measured using
any appropriate electron energy analyzer and a photoelectron spectrum can thus
be recorded.

The process of photoionization can be considered as follows:

A + hν → A+ + e− (3.14)

Conservation of energy then requires that:

E(A) + hν = E(A+) + E(e−) (3.15)

The final term in brackets, representing the difference in energy between the ion-
ized and neutral atoms, is generally called the binding energy (EB) of the electron
– this then leads to the following commonly quoted equation. The EB is now taken
to be a direct measure of the energy required to just remove the electron concerned
from its initial level to the vacuum level and the kinetic energy (Ekin) of the photo-
electron is again given by:

Ekin = hν −EB (3.16)

The binding energies (EB) of energy levels in solids are conventionally measured
with respect to the Fermi-level of the solid, rather than the vacuum level. This
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involves a small correction to the equation given above in order to account for the
work function Φ of the solid.

The XPS investigations are carried out in a modified LHS/SPECS EA200 MCD sys-
tem equipped with facilities for XPS (Mg Kα 1253.6 eV, 168 W power). For the XPS
measurements a fixed analyser pass energy of 48 eV is used resulting in a resolu-
tion of 0.9 eV FWHM of the Ag 3d5/2 peak. The binding energy scale is calibrated
using Au 4f7/2 = 84.0 eV and Cu 2p3/2 = 932.67 eV. The sample was mounted on
a stainless steel sample holder without any further preparation step in order to
avoid the potential preparation artefacts on the surface. The base pressure of the
UHV analysis chamber is < 1 · 10−10 mbar.

3.4 Infrared Spectroscopy

Diffuse reflection infrared fourier transform spectroscopy (DRIFTS) is used to ac-
quire additional information on surface functional groups on the carbon materials.
When a beam of electromagnetic radiation of intensity I0 is passed onto a substance,
it is either absorbed or reflected, depending upon its frequency and the structure of
the molecule it encounters. When a molecule absorbs radiation it gains energy as it
undergoes a quantum transition from one energy state (Einitial) to another (Efinal).
The frequency of the absorbed radiation is related to the energy of the transition by
Planck’s law:

Einitial −Efinal = E = hν = hc/λ (3.17)

If a transition exists which is related to the frequency of the incident radiation by
Planck’s constant, the radiation can be absorbed. If the frequency does not satisfy
the Planck expression, the radiation will be transmitted. A plot of the frequency
of the incident radiation vs. the percent radiation absorbed by the sample is the
absorption spectrum of the compound.

There are in general several types of motion that a molecule may undergo. The
molecule undergoes translational motion (kinetic energy), given by mv2

2 (v = ve-
locity of the center of mass of the molecule). The molecule has three translational
degrees of freedom.

Second, the molecule may rotate. Thus, the rotation of the molecule may be re-
solved into three mutually perpendicular components. Each atom has, therefore,
3 degrees of freedom available to it, for a total of 3N for the molecule.) This leads
to the general rule, that the number of vibrational degrees of freedom is given by



32 Characterization

3N–6 for a non-linear polyatomic molecule; and by 3N–5 for a linear polyatomic
molecule.

Each of the vibrational motions of a molecule occurs with a certain frequency,
which is characteristic of the molecule and of the particular vibration. The molecule
may be made to go from one energy level to a higher one by absorption of a quan-
tum of electromagnetic radiation. In undergoing such a transition, the molecule
gains vibrational energy, and this is manifested in an increase in the amplitude of
the vibration.

In order for a particular vibrational mode to directly absorb infrared electromag-
netic radiation, the vibrational motion associated with that mode must produce a
change in the dipole moment of the molecule. The requirement that a vibration
must cause a change in the dipole moment of the molecule in order to absorb radi-
ation can be understood if we realize that exchange of energy between electromag-
netic radiation and matter can occur only if the radiation and matter can interact
(or couple) in some way.

To analyse for functional groups in the carbonaceous materials IR spectroscopy is
applied. The measurements are performed in diffuse reflectance (Graseby-Specac
DRIFTS accessory) using a Bruker IFS 66 FTIR–spectrometer.

3.5 Thermogravimetry

In thermogravimetry (TG) changes in the mass of a sample are studied while the
sample is subjected to a controlled temperature program. The temperature pro-
gram is most often a linear increase in temperature, but isothermal studies can also
be carried out, when the changes in sample mass with time are followed. (There is
also a family of newer control techniques – i.e. controlled rate methods, and Hi-Res
TG).

TG is inherently quantitative, and therefore an extremely powerful thermal tech-
nique, but gives no direct chemical information. The ability to analyse the volatile
products during a weight loss is of great value.

The essential components of the equipment used, called a thermobalance, are a
recording balance, furnace, temperature programmer, sample holder, an enclosure
for establishing the required atmosphere, and a means of recording and displaying
the data.

Balance sensitivity is usually around one microgram, with a total capacity of a
few hundred milligrams. A typical operating range for the furnace is ambient
to 1000 ◦C, with heating rates up to 100 ◦C/min. The quality of the furnace at-
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mosphere deserves careful attention, particularly the ability to establish an inert
(oxygen–free) atmosphere, and it is useful to be able to quickly change the nature of
the atmosphere. Compatibility between the materials of construction and the sam-
ple and its decomposition products, and the gaseous atmosphere, must be consid-
ered. Sample holder materials commonly available include aluminium, platinum,
silica, and alumina.

Many factors influence the form of the TG curve, both sample- and instrument-
related, some of which are interactive. The primary factors are heating rate and
sample size, an increase in either of which tends to increase the temperature at
which sample decomposition occurs, and to decrease the resolution between suc-
cessive mass losses. The particle size of the sample material, the way in which it is
packed, the crucible shape, and the gas flow rate can also affect the progress of the
reaction. Careful attention to consistency in experimental details normally results
in good repeatability. On the other hand, studying the effect of deliberate alter-
ations in such factors as the heating rate can give valuable insights into the nature
of the observed reactions.

TG is applied extensively to studying analytical precipitates for gravimetric analy-
sis. The derivative of the TG curve, or the DTG curve, is often useful in revealing
an extra detail. The DTG curve is sometimes used to determine inflection points
on the TG curve, to provide reference points for weight change measurements in
systems where the weight losses are not completely resolved.

In this work the TG/DSC data is acquired using a Netzsch-STA 449 instrument
with Al2O3 crucibles. The gas phase products are transferred through a heated
quartz capillary to a quadrupol mass spectrometer operated in SIM mode (Ther-
mostar, Balzers). For investigations under more realistic exhaust conditions a Seiko
TG/DTA instrument is used.
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Chapter 4

Microstructure

In this chapter the first section 4.1 will describe the results of the TEM investigations
undertaken on the various soots, carbon blacks and carbon model substances. In
the second section 4.2 the results of the EELS measurements are presented includ-
ing the determination of the sp2/sp3 hybridization of the carbons. In the third sec-
tion 4.3 the results are discussed with the background of soot formation in flames
and especially in diesel engines.

4.1 TEM Work

4.1.1 General TEM Investigation of Diesel Engine Soot

In order to understand the morphology of diesel engine soot and to test the repro-
ducibility of the collection technique, different soot samples were collected using
different engine setting and engine loads. The particle collector for TEM is tested
using different collection times as well. An example of collection of the soot in the
holes of the carbon film is given in Fig. 4.1. The charging of the particulates in the
holes of the carbon films is clearly observed.

The expected fractal–like agglomerates [35, 36] of the soot are well resolved in the
TEM micrograph (Fig. 4.1). The soot agglomerates are suspended over the hole.
Chainlike agglomerates with a size up to 2 µm can be seen in the image. These
agglomerates seem to consist of spherical like single particles. These particles are
often called primary particles. They form long chains interwoven to give the fractal
forms as depicted in Fig. 4.1.

A more detailed investigation is needed in order to screen the different morpholo-
gies of the soot emitted from different engine settings. These are important pa-
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Fig. 4.1: Collection of Euro IV HD diesel engine soot. The soot agglomerates are attached
to the border of the hole. Thus it is ensured that TEM and EELS investigations can
be done on parts without underlying carbon film.
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rameters to understand the reactivity for the exhaust treatment system. To screen
the settings properly three different sets of conditions are chosen: 30%, 50%, 75%
load respectively. It is observed that the morphology of the soot samples changes
slightly (Fig. 4.2).

Fig. 4.2: Loading of the holey carbon films as a function of different settings of the diesel
engine. a) low load b) middle load c) high load.

In all the three cases displayed in Fig. 4.2a, b, and c the collection time for the soot
was the same i.e. 20 minutes. A constant gas volume was led through the grids.
This measurement shows that the diesel engine emits different amounts of soot for
the different settings. At high load more soot is produced than at low load. This is
visualized with the clogging of the holes in the carbon film. The images reveal that
oil drops with incorporated ash are also collected with this method. Furthermore
this indicates that the the purpose of the particle collector works. Soot particles can
be sampled reproducibly, the amount of particulate matter can be controlled.
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4.1.2 Investigation of Euro III soot

In order to investigate the change of the soot with respect to the improvement in
combustion from diesel engines, soot is sampled from a diesel engine set to fulfill
Euro III conditions. The aim is to compare the measurements from this engine to
the improved diesel engines. HRTEM images are acquired as well as scattering
contrast images. From scattering contrast images a size distribution is evaluated.
In order to obtain valuable information the relevant data is obtained from 25 TEM
images and thus ≈ 200 particles. A representative micrograph of spherical soot
particles predominant in the particulate matter is given in Fig. 4.3.

Fig. 4.3: HRTEM micrograph of Euro III HD diesel engine soot. The size distribution re-
veals a particle size of (22 ± 6) nm.

The size distribution is depicted as well. The median size of the spherical particles
is (22 ± 6) nm. The Euro III HD diesel engine soot particles exhibit a core shell
structure. The spherical–like primary particles are built of a disordered core about
5 nm in diameter. The surrounding shell is 8–10 nm thick. It consists of stacked
graphite like subunits referred to as Basic Structural Units (BSU). This term origi-
nally used by Oberlin [37] describes small crystals with a size up to 3 nm. The BSU
are formed of up to 6 graphene stacks. The term graphene is used in this work for
the description of a single graphite layer. The interplanar distance is slightly larger
3.4–3.5 Å) than the typical distance in graphite (3.35 Å). The spheres coagulate to
fractal like agglomerates. These agglomerates can attain sizes up to several µm.
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4.1.3 Investigation of Euro IV soot

A general morphology of soot from a diesel engine set to fulfill the Euro IV condi-
tions is depicted in Fig. 4.4. The spherical particles with the core shell structure are
not predominant. Nevertheless a size distribution of soot spheres could be accom-
plished. This was equally done in acquiring overviev TEM images and measuring
the single spherical particles. The median size is here: (18 ± 6) nm.

Fig. 4.4: HRTEM micrograph of Euro III HD diesel engine soot. The size distribution re-
veals a smaller particle size as in the case of the Euro III soot: (18 ± 5) nm.

The image of Euro IV soot reveals a different microstructure compared to the Euro
III HD diesel engine soot. The carbon is made from units of sp2 carbon that form
interlaced bundles of ribbons with eventual large areas of planar interconnection.
The primary units are bands of carbon with multiple continuous bending. No spe-
cific core of particles as typical of onion-like carbons can be identified. The inter-
lacing can be explained by the frequent apparent intersection of the bands leaving,
in 2–dimensional projection, the impression of discontinued contrast.

The secondary structure of the Euro IV soot formed from bands can be seen more
clearly from inspection of typical smaller particles shown in Fig. 4.5. Multiple nu-
clei of particles arise from strongly bent ribbons (Fig. 4.5a). Large nuclei allow for a
larger bending radius and the formation of flat sections of neighbouring structures.
The nuclei then agglomerate to gain stability by a graphene-type dispersive inter-
action between parallel strands of ribbons. The bands rarely wind up in an ordered
fashion so as to produce the onion-like particle of Fig. 4.5b. The bands form a 3–
dimensional object as can be seen from the frequent oblique projection in random
orientation giving the false impression of ”amorphous” regions in the material.

The surface roughness of the particles of Euro IV soot is a consequence of the con-
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Fig. 4.5: Euro IV soot: a) Fullerenoid agglomerate, b) a small particle situated on larger
agglomerate.

tinuous nucleation of new bands at the pre–formed particle. The HRTEM images
show small objects nucleated on top of clusters of ribbons. They are single, con-
tinuously bent carbon objects with the smaller ones having a diameter typical of
a fullerene molecule (see inset in Fig. 4.6). The continuous bending indeed im-
plies the presence of a sizeable fraction of non–6–membered carbon rings and qual-
ifies the graphenes as fullerenoid objects probably characterized by an electronic
structure being hybrid between semimetallic and polyolefinic with localized dou-
ble bonds at the non–6–membered carbon rings.

Fig. 4.6: Fullerenoid object attached to the surface of a large soot particle. The inset shows
that the diameter of the object is in the size range of a single fullerene molecule.
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It is obvious that the modification of reaction conditions in low emission engines
as compared to the older engines brings about new qualities of soot. This is no
surprise as the soot formation, as a kinetically controlled reaction sequence, will be
sensitive to boundary conditions. The ribbon–like interlaced structure of the Euro
IV soot is reminiscent of glassy carbon, which exhibits the same general morphol-
ogy. This indicates that formation temperatures relevant for the Euro IV soot are
much higher than the formation temperatures of the investigated Euro III soot or
black smoke soot. Only fast growing graphene units with many ring–size defects
survive and find no time for the formation of aromatic structures that would allow
a substantial gain in energy. During short periods the carbon source becomes rich,
allowing fullerenoid elements to form. The short duration of the feed–rich episodes
prevents the formation of regular onion–like carbon and results in the irregularly
interconnected fragments found in fullerene soot [38]. The general morphology

Fig. 4.7: a) shows the arrangement of stacks of planar graphene units. Only few of these
stacks are oriented with the a-axis parallel to the electron beam and can be imaged
as illustrated in the sketch. The majority are randomly oriented and give hence
an amorphous contrast; b) represents bent sheets which are stacked concentrically
and randomly.
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of the graphene segments can be viewed in Fig. 4.7. In general one can divide
the subunits of the diesel engine soot into stacked planar graphenes and curved
fullerenoid graphene structures. To this end model substances are synthesized and
investigated with TEM and TPO in order to understand the contribution to reactiv-
ity from both structures. This will be intensively discussed in chapter 6 [39, 40].

4.1.4 Investigation of Model Substances

Soot Model substances are neccessary in order to understand the microstructure,
electronic structure and reactivity correlations in carbonaceous marterials. To this
end Giant Polyaromatic Hydrocarbons (GPAH) are synthesized as models for the
graphite like BSUs. Several pathways for the synthesis of such GPAHs are de-
scribed in the literature, oxidative cyclodehydrogenation of hexaphenylbenzene (1,
HPB) with copper(II) triflate and aluminum(III) trichloride is applied in order to
obtain the materials [41, 42].

Flat Model Carbons

Hexabenzocoronene (C42H18) and the larger molecule (C96H24) are chosen as mod-
els of flat layers as already resolved in the soot materials. In Fig. 4.8 representative
micrographs are given. In the case of the C42H18 stacks of several nm length can
be observed (inset in Fig. 4.8a). These columns consist of the GPAH layers in a
fishbone like structure and are slightly inclined [42].

Fig. 4.8: Stacked Giant Polyaromatic Haydrocarbons. a) C42H18, b) C96H24.

The other model carbon C96H24 also exhibits stacks of molecules. From MALDI-
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TOF measurements it is known that particles of up to 7 disks can be measured [43].
These columns are clearly visualized in the HRTEM images. Stacks of 6–7 GPAHs
are observable (inset in Fig. 4.8b). This demands that the disks are oriented in such
a way that the electron beam passes parallel to the disk plane. The misoriented
disks contribute to the apparent disordered background surrounding the columns.

Curved Model Carbons

The soot microstroctural investigations show clearly, that the graphenes serving as
basic structural units are not flat. They tend to be rich in defects and bent. This
bending could only be understood from the assumption that non–hexagonal units
are involved and thus destroying the hexagonal structure. In addition to this it
is well known that a deviation from the aromatic electronic structure leads to a
polyolefinic structure with localized double bondings. This leads to strain in the
flat graphene layer and in this case to a bending or more rolling and twisting of
the bands. This microstructure is then more similar to interwoven carbonaceous
bands. The structures are depicted in Fig. 4.9.

Fig. 4.9: Graphene model substances, a) Graphene Ribbon, b) C90H36.

Fig. 4.9a shows a phase contrast image of graphene ribbons wound up in a dis-
ordered way due to the molecular strain described above. The molecule depicted
in Fig. 4.9b has three five membered rings incorporated. This deviation from pla-
narity suppresses a regular stacking as revealed for the flat molecules. The image
shows a high disorder.
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4.1.5 Comparative Analysis of Soot and Carbon Black

In this section the diesel engine soot is compared to other soot and carbon black
materials. A detailed investigation is carried out on GfG soot, Furnace Soot and
Lamp Black. The GfG Soot is obtained by a spark discharge method [44–46]. The
Furnace Soot (FW 1) and the Lamp Black (FR 101/33 D) are industrial carbon blacks
produced by DEGUSSA. The investigated Black Smoke soot (BS soot) is also a diesel
engine soot that evolves from the engine if the diesel fuel is combusted in an under–
stoichiometric air to fuel ratio.

Fig. 4.10 shows HRTEM micrographs of the investigated carbon materials. The
GfG soot (Fig. 4.10a) consists of small particles. Spherical particles are not larger
than 3 nm and seldom observed. The graphene segments are strongly bent forming
single or double-layered fullerenoid-like structures, coagulated to long chainlike
agglomerates.

The BS soot (Fig. 4.10b) consists of typical spherical particles with a median diam-
eter of 24 ± 7 nm. A disordered core of about 2 – 4 nm is clearly observed. The
outer parts of the spheres are built of homogeneously sized flat BSUs. The inter-
planar distances of the graphenes range from 3.4 to 3.5 Å, thus being larger than
the typical plane distance in graphite (3.35 Å). The spherical particles exhibit a very
smooth surface, with few irregularities.

The high resolution TEM image of BS soot (Figure 4.10b) reveals the common mor-
phology of a spherical secondary structure made from homogeneously sized flat
BSUs which are stacked such that the interplanar interaction is maximised while
the outer surface area is minimised. A similar gross morphology is observed in
technical products of carbon black from understoichiometric low temperature flame
pyrolysis of hydrocarbons. The smooth outer surface of the particles indicates a
long reaction time to reach a minimum energy situation or a post–synthesis oxida-
tive episode that burnt away surface irregularities.

A very similar morphology is observed in the case of the Furnace Soot (Fig. 4.10c).
The particles are slightly smaller than those of the BS soot (median size of about
(24 ± 3) nm). The gross morphology is similar. One observes the disordered core
and the graphitic outer part of the spherical soot particles.

The electron micrograph in Fig. 4.10d reveals the typical microstructure of the outer
part of a Lamp Black particle thin enough for high–resolution imaging. It consists
of spherical primary particles with a mean size of about 110 nm, also agglomer-
ated in chain-like secondary structure typical of carbon black. Homogeneously
sized flat BSUs forming planar graphene layers, some with small curvatures are
predominant. The image exhibits a fringe contrast region as thick as several tenths
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Fig. 4.10: HRTEM micrographs of the investigated carbon materials: a) GfG Soot, b) BS
soot, c) Furnace Soot, d) Lamp Black, e, f) Euro IV HD diesel engine soot.
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of nanometer. The core part of the Lamp Black particles gives a too bad contrast
due to the large diameter of the particles and the resulting thickness at the core.

The Euro IV HD diesel engine soot shows a different morphology compared to the
industrial sample. The high resolution electron micrograph (Fig. 4.10e, f) shows
that the spherical particles (18 ± 6) nm are in a minority. Small primary particles
coagulate to chainlike agglomerates. The agglomerates are built of small nuclei in
the size of 10 to 15 nm. The surface is dominated by irregularities. Small fullerenoid
particles with a deformed onion–like structure (2–3 nm in diameter) are observed.
A considerable fraction shows a morphology similar to spark discharge soot. The
detailed analysis has already been given in the section 4.1.3.

Fig. 4.11: Extraction of graphene sizes fron HRTEM images of soot. Image – Selection –
Threshold Analysis – Particle Selection – Analysis of Particles – Histogram.

For quantitative treatment of the TEM fringe images, the complex phase contrast
image has to be converted into a set of distinct, identifiable fringes that can be
analyzed by image analysis algorithms. The section below outlines a preprocess-
ing procedure which while not unique or free from subjectivity is a procedure that
yields reproducible fringe populations that reveal the essential differences between
samples. The processing procedure involves the separate steps of fourier transform
filtering, binary image conversion, skeletonization, post–processing and quantita-
tive analysis of structure.
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To evaluate the HRTEM images a lattice fringe analysis with the DIGITAL MICRO-
GRAPH software package by GATAN is performed. The basic steps are: 1) applying
a background offset and spatial filter to correct for background, image illumination
and quality; 2) thresholding to isolate the lattice fringes and 3) selecting fringes to
rule out artifacts such as sharp bends or joint fringes as well as contributions from
”noise”. These steps create a binary image, effectively isolating the lattice fringes
as discrete line segments [47–49]. The program tabulates the length of each fringe.
A histogram is readily created from such data (Fig. 4.11).

The further approach is then to keep the single threshold value for preliminary
identification and then to identify the aggregate structures. After the threshold
procedure further steps are taken including removal of small fringes. To evaluate
the HRTEM images a lattice fringe analysis with the DIGITAL MICROGRAPH soft-
ware package by GATAN is performed. The program tabulates the length of each
fringe. A histogram is readily created from such data (Fig. 4.11). The advantage
of the fringe analysis is that it is sensitive to the level of molecular organization
(nanostructure) of soot.

Table 4.1: Graphene sizes curvature values deduced from HRTEM micrographs of the soots
and carbon blacks.

Size [nm] Curvature
GfG Soot 1.3 ± 0.5 0.79 ± 0.08
Euro IV Soot 1.4 ± 0.8 0.83 ± 0.06
BS Soot 1.6 ± 0.9 0.87 ± 0.04
Furnace Soot 1.6 ± 0.9 0.85 ± 0.05
Lamp Black 1.7 ± 0.7 0.88 ± 0.03

These advantages distinguish it from traditional methods of Raman Spectroscopy
(see [50,51]) and X–ray diffraction that provide an averaged measure of the graphi-
tic structure and cannot provide a direct visualization of the molecular level struc-
ture. It is possible to deduce graphene sizes (Table: 4.1). The size of the graphenes
varies with the different carbons. The curvature is acquired in measuring the length
and fiber length of the graphenes (Fig. 4.11). The ratio (Equation 4.1) defines the
curvature.

Curvature =
Length

Fiber Length
(4.1)

In the case of the GfG soot the graphenes are small and strongly bent. In the case of
the Lamp Black, the graphenes are large and flat (see Fig. 4.12). The relative broad
distribution of curvature in the case of the GfG Soot displays the non–uniform
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Fig. 4.12: Extracted graphene size and curvature distributions from the investigated soot
and carbon black materials.
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shape of the graphenes. In the case of the Lamp Black, the graphenes are flat,
as seen in the HRTEM images. In the spherical particles the formation of small
crystallites is preferred.

4.2 EELS Work

4.2.1 General EELS Analysis

The EELS carbon K (1s) near–edge structures have been recorded for the structures
described in section 4.1.4 and section 4.1.5. The results are displayed in Fig. 4.13
and 4.14. In all cases the electron beam propagates parallel or tangential to the
graphene layers plane. It gives rise to scattering events incorporating momentum
transfer parallel as well as perpendicular to the local c axis of the layered structure.
Together with the values of the angles of illumination and collection used, these
experimental conditions average out anisotropy effects. The sharp peak at 285 eV
is due to the transition from 1s to π* states, while the four peaks at higher energy
loss correspond to the σ∗ region 290—310 eV. There is a systematic evolution in the
edge structures of the spectra as the curvature radius of the graphenes decreases
and the graphitization increases. For a thorough investigation the spectra are ac-
quired from different places in the samples. The measured spectra are treated with
a background removal following the power law. The measurements are carried
out as follows: The EELS spectra are acquired under magic angle conditions (see
below) and are averaged in order to have the possibility to show the difference in
electronic structure. To avoid contributions from plural scattering, the spectra are
deconvoluted from the zero–loss peak.

Model Substances

The Model substances are also investigated by means of energy loss spectrometry.
The spectra are overall more homogeneous indicating the pure carbon material.

In Figure 4.13, the resulting spectra are shown. All the spectra show a contribu-
tion from the π∗ prepeak at 285 eV energy loss. the second feature is then the σ∗

feature. In this a dominant peak at 292 eV is clearly visible. This feature is most
prominent for the samples building up the stacks (C42H18, C96H30) as visualized in
the HRTEM investigations. This feature is less prominent for the curved samples
(C90H36, Graphene Ribbon). Especially in the case of the Graphene Ribbon sample
the π∗ prepeak is the least prominent. The overall σ∗ feature is different from the
other samples showing the highest intensity at 302 eV. This seems to be the effect of
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Fig. 4.13: Averaged EELS spectra obtained from the polymers. The spectra are offset for
clarity.



4.2 EELS Work 51

the rather polyolefinic electronic structure that stems from localized double bonds.
The HRTEM images show the long strands of ribbons wound and curled up. This
suppresses the π electronic structure, also clearly indicated by the low π∗ feature at
285 eV.

Soot and Carbon Black

To first analyse the electronic structure of the soot and carbon black materials the
EELS measurements are shown in Fig. 4.14. The carbon–K ionization edge reveals
the bonding properties predominant in the carbons.

The measurements are carried out as follows: The EELS spectra are acquired under
magic angle conditions (see below) and are averaged in order to have the possibility
to show the difference in electronic structure.

From the spectra, the different intensities in energy losses at 285 eV and 292 eV
(Fig. 4.14) are observed. This shows that the predominant bonding behavior is dif-
ferent in the soot materials ranging from disordered to graphitic. The presence of
the π∗ peak (labeled π∗) at 285 eV in all the carbon samples is characteristic of π

bonds in sp2–coordinated carbon. The comparison of the spectra of the different
soot and carbon black materials in comparison to the graphite shows that all sam-
ples exhibit a predominant sp2–rich form. The main trend in all spectra is the loss
of fine structure at ∆E > 296 eV and a fluctuation of the relative intensities of the
π∗ and σ∗ peaks. An additional feature in the spectra, between the σ∗ and π∗ peaks
at ∆E = (287±1) eV, is usually assigned to C–H bonds.

4.2.2 sp2/sp3 Quantification

In graphite, the highly anisotropic material, the EEL spectra show different shapes
depending on the orientation of the sample. This is due to the interaction of elec-
trons with respect to that of the principle axis of the anisotropic material. Thus, the
detected inelastic scattering will encompass a range of momentum transfers at var-
ious orientations, the extent of which is dependent on the experimental conditions.
The orientation dependence of the EELS core edges in anisotropic can be ruled out
as described 3.2.7 in choosing a set of combinations for incident and collection an-
gle.

EELS measurements show the electronic structure of the carbon materials. The
carbon–K–ionization edge is sensitive to the bonding behavior of the carbon [30,52].
It is possible to deduce a predominant hybridization of the carbon orbitals.

In order to avoid the influence of anisotropy orientation all measurements were
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Fig. 4.14: Averaged EELS spectra obtained from the soot and carbon black materials. The
spectra are offset for clarity.
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Fig. 4.15: Quantification of sp2/sp3 hybridization ratio with EELS, a) shows the indepen-
dence of the graphite reference spectra for different orientations, b) shows the fit
leading to the hybridization ratio.
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carried out in the so called ”magic–angle–condition” i.e. α = 0.8 mrad and β =
1.38 mrad. These values are in accordance with 2ϑE [53], where ϑE = 0.83 mrad is
the characteristic scattering angle. However due to the difference to the proposed
angle 4ϑE [54, 55] the correct settings were verified with a HOPG crystal were no
changes in the carbon–K ionization edge where found when tilting the sample out
of the (002) orientation (Fig. 4.15).

To acquire the respective EELS spectra and to be able to perform a thorough in-
vestigation of average predominant spectral features, several spectra are acquired
for each sample. As the spectra are acquired in diffraction mode, the area from
which the information stems is given by the projected diameter of the smallest
SAD–aperture used in the microscope. The diameter is d = 189 nm, leading to
an area of 0.028 µm2. They are also processed with a background removal and
deconvoluted. A weighted average is calculated for each sample.

Assuming that the intensity of carbon–K ionization edge represents the density of
anti–bonding states located within the electron probe volume it is possible to deter-
mine the relative amounts of π- and σ-bonded carbon from the relative intensities
of the π and σ features in the near-edge structure. To estimate the fraction of π and
σ bonds, it is assumed that the ratio of integrated areas under the π∗ peak and the
σ∗ peak is proportional to Nπ/Nσ, the ratio of the density of π and σ states. This
ratio is normalized with respect to the value determined for HOPG, the material
only consisting of carbon in a sp2 hybridization. Thus it is possible to deduce the
sp2/sp3 hybridization ratio in applying equation (4.2).

sp2 =

[
area(π∗)

area(π∗ + σ∗)

]

sample[
area(π∗)

area(π∗ + σ∗)

]

100% sp2 reference

(4.2)

The hybridization ratio is acquired in applying a Gauss fit to the spectra (Fig. 4.15)
and comparing the different areas of the respective Gauss curves [33, 56, 57]. This
gives the ratios as displayed in Table 4.2. The graphitization is high in the carbon
samples with larger spheres and planar graphite microcrystals. This is evidenced
by the high Nsp2 ratio in the Lamp Black, the Furnace Soot and the BS soot. The
lower Nsp2 is due to the high disordered structure and the bent graphenes as in the
Euro IV and even more in the GfG soot.
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Table 4.2: Quantification of the sp2/sp3 hybridization ratio from the EELS experiments.

Nsp2 % Nsp3 %
GfG Soot 54 46
Euro IV Soot 66 34
BS Soot 76 24
Furnace Soot 77 23
Lamp Black 77 23
Graphite 100 0

4.3 Discussion

In the following discussion, the task is to link the microstructure of the investigated
carbon materials to their origin in the flames and, which is more important, to the
soot generation in the diesel engine.

As revealed by the measurements with TEM and EELS, the morphology of the soot
samples is different with respect to their origin of combustion. The shorter the time
of generation is, the smaller the spherical graphitic particles are [36, 58, 59]. In fact,
the lack of such particles in the GfG soot underlines these findings. The Furnace
soot and the Lamp Black have a comparatively longer development time. A large
amount of precursor molecules is available for surface growth. In this way, the
spherical particles can form and undergo a surface minimization and build up the
regular spherical particles with the uniform size distribution.

In rich hydrocarbon flames there are carbon–rich particles with one–, two–, and
three–dimensional carbon backbones that also occur as intrinsic ions in the flame.
In order to understand the general morphology of the soot and carbon black par-
ticles investigated in this work it is necessary to understand the theory of soot for-
mation [60–69].

Temperatures in combustion systems range from 1200 to 2000 ◦C and there is gener-
ally sufficient oxygen in the system for the substantial combustion of the fuel. The
total amount of soot formed under these conditions is usually very small compared
to the amount of carbon present in the fuel consumed. Under these conditions, the
time typically available for the formation of soot is in the order of a few millisec-
onds. During this time, some of the fuel is transformed to give rise to the soot
particles (Fig. 4.16). The resulting aerosol can be characterized by the total amount
of the condensed phase, expressed as the soot volume fraction.

Diesel engine design and operating parameters such as injection timing and pres-
sure, compression ratio and inlet port design influence soot emissions by affecting
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the size and time/temperature history of soot forming and oxidizing regions in
the combustion chamber. Design and operating parameters impact the more fun-
damental parameters that are important in soot formation/oxidation in laboratory
studies. Relatively few of the directly controllable parameters impact the more
fundamental quantities, such as amount of incompletely mixed fuel and its equiv-
alence ratio, rate of mixing, flame temperature, soot burnup, fuel type, gas temper-
ature, oxygen availability and time availability [70]. The relation between ignition

Fig. 4.16: Particulate growth during soot formation. Hydrocarbons form the first aromatic
rings that result in polyaromatic hydrocarbons. Coagulation leads to growth of
soot particles.

timing and ignition delay is particularly important. For fuel injected prior to igni-
tion, atomization and evaporation results in a gaseous mixture not unlike that of
a rich premixed flame. Fuel injected subsequent to ignition, however, burns be-
fore much mixing can occur, resulting in a diffusion flame. In the case of the direct
injection engine evaporation of fuel droplets take place near the point of injection
producing an extremely fuel rich vapor jet. This generally occurs under conditions
supercritical with respect to the various chemical components of the droplet so that
transition to the vapor phase is expected to be extremely rapid. Near the edge of
the fuel jet, mixing with the surrounding air takes place by turbulent diffusion, pro-
ducing a combustible vapor. There, the combustion takes place at a rate controlled
by the turbulent fuel–air mixing. After evaporation from the droplet surface, a fuel
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molecule will undergo pyrolysis in the region between the surface and the heat
release source. In this region the concentration of oxidizing species is small, nev-
ertheless due to the mechanism by which pyrolysis reactions occur, it may play a
significant role.

The general soot formation can be understood via a mechanism, being a ”compe-
tition” between soot and fullerene formation [38]. The controversy, whether initial
soot particles in flames are formed by a fullerene mechanism or vice versa, can
be resolved by the currently available experimental studies that indicate that both
species have common precursors. These precursor particles are usually termed
aromers. It has thus far only been possible to draw indirect conclusions with re-
spect to their properties. They possess aromatic partial structures and are rich in
hydrogen.

The first condensed phase material arises from the fuel–molecules via their oxida-
tion and/or pyrolysis products. Such products typically include various unsatu-
rated hydrocarbons, particularly acetylene and its higher analogues (C2nH2), and
polycyclic aromatic hydrocarbons [71]. The most common structural element of
PAHs is the hexagon of benzene. The structural variety is increased by the ad-
dition of pentagons. The existence of five–membered rings in PAHs is of partic-
ular interest with respect to fullerene formation. When five-membered rings are
bordered by hexagons on not more than two adjacent edges, the molecule is still
nearly planar as seen in dicyclopentapyrene. The bowl–shaped structure of coran-
nulene is markedly different; here a five–membered ring is bordered on all sides
by hexagons. In flames, PAHs also exist as both σ and π radicals. In the former
species, the unpaired electron is located in a σ orbital, while in the latter it is found
in a π orbital. PAHs also exist in protonated or ionized form.

From the growth of PAHs it is known that all particles with open edges can grow
by binding acetylene. In the relatively hot interior of benzene/oxygen flames there
are fullerenes found and measured, but no soot. Soot forms only in the less–hot
edge zone, where only very few fullerenes are found. In combination with the
observation that acetylene–rich flames contain few fullerenes, but a lot of soot, as
long as the temperature is not too high, this temperature effect, together with the
model of aromers as precursors for both types of large particles, yields the follow-
ing overall picture that is summarized in Fig. 4.17. High temperature environments
containing relatively low concentrations of small unsaturated hydrocarbons, favor
unimolecular reactions of aromers. This includes the ”zipper reactions” leading to
fullerenes, but also general degradation reactions, so that it is conceivable that very
large particles are not formed at all. If the temperature is lower and small growth
components (such as acetylene) are present in higher concentrations, bimolecular
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reactions of aromers dominate, which do not provide enough time for cage closure
but instead lead rapidly to small soot particles. It is important to note that these
reactions occur with particles that contain aromatic partial structures, but are no
longer overall planar. In the case of normal PAHs, these alternatives would either
lead only to degradation or to growth up to the stability limit for planar particles.

The condensation reactions of gas phase species such as these led to the appear-
ance of the first recogniseable soot particles. These first particles are very small (d
< 20 Å) and the formation of them involves a negligible soot loading in the region
of their formation, which is generally confined to the most reactive regions of the
flame – i.e. in the vicinity of the primary reaction zone. Nucleation of soot particles
occur in the pyrolysis zone, depending on the residence time and the temperature
histories of the fuel molecules. These histories depend primarily on the thermody-
namic properties of the fuel and the rate of mixing. The oxidation rate decreases as
quickly, as the gas temperature decays to ambient cylinder values.

Fig. 4.17: Particle formation, a process leading to soot particles via bimolecular reactions or
fullerenes via unimolecular reactions. Adapted from [66, 72]

Fuel–rich combustion under normal pressures (relatively high density of small un-
saturated hydrocarbons) but with air instead of pure oxygen (lower temperature)
favors the formation of soot (see, for example, the HRTEM images of BS soot, Fur-
nace soot, and Lamp Black). Special flames, however, allow the adjustment of con-
ditions (low pressure, a specific temperature range, aromatic fuel) in such a manner
that the large particles formed in small amounts are exclusively fullerenes, formed
by essentially unimolecular reactions from aromer precursors, while no soot is
formed [66, 72]. This becomes evident if one considers the HRTEM micrographs
of the GfG soot and the Euro IV soot.
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In the case of the Euro IV HD soot one observes a different morphology proba-
bly due to the higher air/fuel ratio in the engine piston compared to the case of
the BS soot. The occurence of fullerene-like soot in a non-stationary high-pressure
(Pmax: 13·104 Torr) flame by the combustion of diesel fuel in the new low-emission
engine, is unexpected. The low sulphur type diesel fuel consists of 78% aliphatic
and cycloaliphatic hydrocarbons and 22% aromatic hydrocarbons with 6 ppm sul-
phur. Combustion in diesel engines is featured by the fact that it is not a premixed,
homogenous burning process, but rather an inhomogeneous one with a gradient
of stoichiometric air/fuel ratios (smaller than one). Usually, the incomplete com-
bustion under such conditions leads to the formation of spherical soot particles of
30–100 nm in diameter, in our case the Euro IV HD diesel engine soot or the BS soot
desribed in the work (see section 4.1.5). The fact that small particles are detected in
the exhaust of the new low-emission diesel engine could result from the improved
mixing behavior of diesel fuel and air (air/fuel > 1.3) in the combustion. There-
fore, the formation of fullerene–like soot could be an indicator of the optimised
combustion process. The conditions of nucleation and growth (supersaturation,
temperature) in the carbon–forming volume of the engine will thus determine the
abundance of well–ordered particles vs. the irregular objects seen in Fig. 4.5a. and
that constitute the vast majority of objects in the Euro IV soot samples.

Soot particles are definitely three–dimensional. Even if it were possible to assign a
definite molecular formula CxHy to a given soot particle, this would be rather use-
less as it is shown in TEM and HRTEM investigations throughout this work, that
no two soot particles are alike. Fullerene molecules are hollow. Soot particles have
filled interiors. A limited similarity can be found in the forms of the two species.
One must, however, consider some special cases, both for fullerenes and for soot
particles. There are soot particles that exhibit a nearly perfectly spherical shape, as
seen in the BS soot, in the Furnace Soot and in the Lamp Black. The spherical shape
for soot particles is the result of that following growth mechanism. These quite
round particles were able to grow by the surface degradation of small hydrocarbon
molecules. During growth, no coagulation with other soot particles occurred (quite
accidentally). These turbostratically arranged layer segments exhibit an interlayer
distance slightly larger than that found for graphite. During growth at flame tem-
peratures, it is assumed that they can shift with respect to each other at the surface
and thereby briefly form, in effect, a two–dimensional liquid. This forms the spher-
ical particles in the fuel rich environments.

Surface growth, by which the bulk of the solid phase material is generated, in-
volves the attachment of gas phase species to the surface of the particles and their
incorporation into the particulate phase. Here the condensation of species with the
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right hydrogen content; or condensation of species with a higher hydrogen content
followed by dehydrogenation; or a combination of both.

Hence, the eventually spherical shape arises from a dynamic process, which leads
to other shapes when particles coagulate during growth. The depiction of a soot
particle in Fig. 4.18 should not be taken literally. It is meant to indicate the (usually
only approximate) spherical shape of the particle as well as the layer fragments that
are visible under an electron microscope. These layers are oriented in a more or less
parallel fashion with respect to the surface and are grouped around a common cen-
ter. The considerations about the origins of soot and the appearance of the first soot
particles might not really be related to the structure of the finished particle. This
structure is, in fact, created during the particle growth by the attachment and het-
erogeneous degradation of small unsaturated hydrocarbons (e.g. acetylene) at the

Fig. 4.18: Microstructure of carbon black. The model is built from planar basic structural
units (BSU) stacks interconnected by covalent bonds. One BSU is resolved in high
resolution TEM of a carbon black particle. The main image shows a projection
through an agglomerate of spherical carbon black particles. The distance between
the BSU is 0.34 nm, adapted from [73].

surface, tempering processes in the interior accompanied by the loss of hydrogen,
and coagulation with other soot particles. For this reason, the detailed knowledge
about the morphology of some ”finished” soot particles might (maybe not neces-
sarily) be related to their origin and generation. The mechanism by which soot is
now believed to be formed from the vapor phase in flames is a mechanism of pyrol-
ysis followed by nucleation. The next step is a competitive process between surface
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growth and coagulation of primary particles. The last step is then the aggregation
of the soot to form the chainlike agglomerates. Each of these processes is believed
to be occurring in diesel engines. It was believed that soot takes the form of more
or less spherical aggregates of individual spherical particles in the diesel cylinder,
whereas in rich premixed flames, the geometry of fully formed particles is more
often a chainlike aggregate.

These models can now explain the Soot and Carbon Black morphology visualized
in the TEM. One can clearly distinguish the microstructure of the investigated car-
bons. The described differences indicated in Figs. 4.3, 4.4, 4.5, 4.6 and 4.10 have
a direct correlation to their history of formation. Extremely important is the fuel
origin and the time of formation. The availability of fuel plays an additional role.

The images of the GfG soot and the Euro IV soot (Fig. 4.10 a, e, f) reveal a mi-
crostructure, that is different from the known carbon black (Fig. 4.10 b, c, d). The
carbon is made from units of sp2 carbon that form interlaced bundles of ribbons
with eventual large areas of planar interconnection. The graphenes exhibit a mul-
tiple continuous bending. No specific core of particles as typical of onion–like car-
bons can be identified. The interlacing can be explained by the frequent apparent
intersection of the bands leaving, in 2–dimensional projection, the impression of
discontinued contrast. The secondary structure of these materials formed from the
graphenes can be seen more clearly from inspection of typical smaller particles.
Multiple nuclei of particles arise from strongly bent graphenes. Large nuclei al-
low for a larger bending radius and the formation of flat sections of neighbouring
structures. The nuclei then agglomerate to gain stability by a dispersive interac-
tion between parallel and flat graphenes. The conditions of nucleation and growth
(supersaturation, temperature) in the carbon-forming process will determine the
abundance of well-ordered particles vs. the irregular objects seen in the majority of
objects in the Euro IV and GfG soot samples. The graphenes form a 3–dimensional

Fig. 4.19: Possible soot particle precursors, a) fullerenoid particle, b) onion like soot particle
and c) primary particle with very strongly bent graphene layers.

object as can be seen from the frequently oblique projection in random orientation
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giving the false impression of ”amorphous” regions in the material. The surface
roughness of the particles of the Euro IV Soot is a consequence of the continuous
nucleation of new strong bent graphenes at the pre-formed particle, and this pro-
cess is interrupted by the particle leaving the zone of carbon addition. Such small
particles are visualized in Fig. 4.19. The continuous bending of graphenes indeed
implies the presence of a sizeable fraction of non–6–membered carbon rings (pen-
tagons in this case) and qualifies the graphenes as fullerenoid objects characterized
by an electronic structure being hybrid between semimetallic and polyolefinic with
localized double bonds at the non–6–membered carbon rings, a strong deviation
from graphitic as revealed by EELS measurements (Fig. 4.14).

The spherical particles as predominant in the BS soot, the Furnace soot and the
Lamp Black are similar in appearance. The spheres exhibit a core–shell morphol-
ogy. The core being roughly 5 nm in diameter appears to be highly disordered. It
is assumed that the aliphatic and aromatic fuel molecules break down into olefins
and then acetylene by pyrolysis of diesel fuel molecules in the engine. The acety-
lene molecules grow into large PAHs (1–2 nm) that coagulate to nucleus. They
form the core in high–resolution images as inceptions of the soot growth by ad-
sorption of precursor molecules and by graphitization. Around this core, a shell
consisting of stacks of graphenes is developed. The spherical shape for soot parti-
cles is the result of a certain growth mechanism. These quite round particles were
able to grow by the surface degradation of small hydrocarbon molecules. During
growth, no coagulation with other soot particles occurs. These turbostratically ar-
ranged layer segments exhibit an interlayer distance slightly larger than that found
for graphite. During growth at flame temperatures, it is generally assumed that
they can shift with respect to each other at the surface and thereby briefly form, in
effect, a 2–dimensional liquid. This is only possible if precursor molecules are read-
ily available at moderate temperatures. The spherical shape arises from a dynamic
process, which leads to other shapes when particles coagulate during growth. The
smooth outer surface of the particles indicates a long reaction time in order to reach
a minimum energy situation. A post synthetic oxidative episode may also destroy
surface irregularities. This leaves behind the graphitic layer structure in the shell
part of the primary particles. The graphene layers are short in length, compared
with the well–crystallized graphite, reflecting the dynamic of soot formation under
non–stationary conditions. As seen in the HRTEM micrographs the median size of
the Lamp Black particles is ∼ 110 nm, however the particles often exhibit a consid-
erably larger diameter (up to 300 nm). This morphology apparently is the result of
a long developing time in a fuel–rich atmosphere. A continuous dehydrogenation
of the fuel molecules lead to the shell structure consisting of large graphenes with
a graphitic structure and a low amount of heteroatoms (hydrogen, oxygen). This is
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also evidenced by the low amount of oxygen as revealed in the XPS measurements.

The morphology of the soot samples is different with respect to their source from
combustion [58]. The shorter the time of combustion is, the smaller the spherical
particles are. In fact, the lack of such particles in the GfG soot underlines these
findings. In the case of the Euro IV HD soot one observes a different morphol-
ogy probably due to the higher air/fuel ratio in the engine piston compared to the
case of the BS soot. The gross morphology of the Furnace Soot and the BS soot is
very similar, one observes spherical particles consisting of a disordered core with
a graphitic shell. The Furnace soot has a comparatively longer development time.
Additionally, a large amount of precursor molecules is available for surface growth.
Apparently during the development of the carbon particles several influences are
responsible for the final morphology. The longer the particles stay in a fuel rich at-
mosphere, the more the particles can attract precursor molecules in order to build
the spherical form observed in the HRTEM images. This is even more evident in
the case of the Lamp Black (FR 101). The particles have the form of perfect spheres,
the size of the particles is relatively large (110 nm). The particles apparently had a
relatively long time to develop this morphology.

The size of the graphene layers is quantified according to the procedure described
in section 4.1.5. The graphene analysis provides a more comprehensive way of
nanostructure analysis (Fig. 4.11). This local structure analysis correlates with the
EELS and XPS measurements. The larger and more flat the single graphenes are,
the more a crystalline ordered domain is created. This influences the size of the
graphenes (Table 4.1). Thus a local ordering is induced. The EELS and XPS mea-
surements correlate to these findings as the graphite like structure influences these
integrative methods.

The size of the graphenes varies with the different carbons. In the case of the GfG
soot the graphenes are small and strongly bent. In the case of the BS soot for ex-
ample, the graphenes are large and flat. A fringe analysis of graphenes reveals
differences in graphene sizes (Table 4.1, Fig. 4.12).

Nanocarbons from fullerenoid structures should, however, be more reactive than
the spherical soot particles as the presence of non–6–membered carbon rings with
their olefinic electronic structure and the excessive presence of chemically reactive
prism edges tend to destabilise such carbon structures as evidenced in temperature-
programmed oxidation studies. In addition, theoretical investigation predicts the
influence of geometrical changes in chemical property (increasing reactivity with
increasing curvature) of nanocarbons. The reactivity of Euro IV diesel engine soot
in abatement strategies is expected to be heterogeneous with a wide spread of re-
activity in contrast to homogeneously reactive BS soot. The formation of stable
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tertiary structures typical of the BS soot ending up in large arrays of secondary par-
ticles will not be as favorable with Euro IV soot due to its surface irregularity. This
issue will be investigated and discussed in chapter 6.

The EELS investigations reveal the bonding behavior of the carbon atoms in their
surroundings. The displayed core loss spectra characterized by the excitations of
electrons from the carbon 1s–orbital to states above the Fermi level. The smaller
peak at 285 eV is caused by 1s-π∗ transitions and the second one represents the
1s-σ∗ transitions. The intensities of the peaks are proportional to the density of
unoccupied states. In the disordered materials compared to the graphite, the π∗

peak is much broader and seems to have a shoulder between the π∗ and the σ∗ peak.
There are different interpretations for the origin of this additional peak between the
1s-π∗ and 1s-σ∗ transitions [74, 75]. One possibility is the presence of C=O or C≡C
bondings in the sample which should have π∗ bands lying in the range between
286-288 eV. C=O groups are clearly present, and measured in the XPS spectra.

Broadening of the π∗ features in EELS spectra is also related to the amount of carbon
atoms in isolated double bonds vs. carbon in aromatic sextets. A broadening of this
feature occurs in X–ray Raman spectroscopy [76].

Another interpretation is that cage–strained π∗ electrons present in bent graphitic
layers could provide 1s–π∗ electronic transitions in this energy range. Small nan-
otubes with high curvature radius show such shoulders in contrast to large nan-
otubes [77, 78]. Such spectra especially as in the GfG soot are also obtained from
polyhedral carbon onions [79]. The prominent maximum at about 292 eV is the
evidence for the formation of graphite clusters consisting of flat 6–membered rings
larger than 1.5 nm. The 1s–σ∗ band shows slight modifications due to strain in the
graphene network [80–84], superimposed on these are contributions of C=O and
C–OH bonds as also shown in [85–88].

Another possibility to describe the differences in the ratio between π and σ bonds in
different carbons in predominant sp2–rich form by measuring the ratio of Nπ/Nσ

[89]. This is expected to rise up to a maximum value to 1/3 in completely sp2–
coordinated crystalline carbon. It is found that the loss of the fine structure in the
σ* region in the spectra of disordered carbons is correlated with a high density of
defects and possible vacancies which are expected to induce partially occupied σ

bonds at the neighbouring carbon atoms. In diamond–like films it is assumed that
uncoordinated σ bonds contribute to defect states in the region of the π density of
states and therefore to the π* signal in the EELS spectra. If hydrogen is incorporated
in the carbons it gives a signal at ∆E = (287 ± 1) eV between the σ* and the π*
resonance. This is assigned to electronic states of C–H bonds. At the same energy
loss, the 1s–π* transition occur in CO with a natural line with of 0.1 eV [88]. These
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influences are then resulting in the over all hybridisation ratio as given in Table
4.2. The higher the overall graphite like crystallinity the higher the Nsp2 value
(Fig. 4.20).

Fig. 4.20: Correlation of graphene size and Nsp2 value. The larger the graphenes, the
higher the Nsp2 content.

The fact that soot, along with water and carbon dioxide, is observed as a combus-
tion product whenever C/O > 0.5, indicates that some of the oxygen is tied up in
the relatively stable combustion products CO2 and H2O, and is thus unavailable for
reaction with Cs on the timescale characteristic of combustion systems. This is ex-
plained by the fact that one of the most important oxidizing species in flames OH, is
destroyed relatively quickly via interaction with H2 and CO to form H2O and CO2,
respectively. Since the reverse of both of these reactions have large activation ener-
gies and thus are considerably slower than the corresponding forward reactions at
flame temperatures, they effectively tie up oxygen in an unreactive form.
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Chapter 5

Surface Investigatons

In this chapter the results of the surface investigations are presented. Section 5.1
shows the results of the DRIFTS measurements, section 5.2 the complementary re-
sults obtained with XPS. At the end of this chapter (in section 5.3) the results are
discussed in correlation with the obtained insights into microstructure.

5.1 Infrared Spectroscopy

DRIFTS measurements are carried out in order to investigate the oxygen functional
groups. In Fig. 5.1 the obtained spectra are given.

Absorption bands arise at different wavenumbers. The GfG Soot shows the high-
est reflectivity possibly due to the finer particles. There is a broad band centered
at 3514 cm−1 with two shoulders at 3638 cm−1 and 3263 cm−1. These features can
be assigned to ν (OH) vibrations. A weak band at about 3070 cm−1 originates from
C–H stretching vibrations associated with C=C bonds. The bands at 2962, 2932
and 2860 cm−1 are characteristic of the ν(CH) vibrations of saturated hydrocar-
bons, indicating the presence of sp3 hybridised carbon in this sample. The band
at 1726 cm−1 represents a ν(CO) vibration. The position of this band is relatively
characteristic; tables of vibrations of organic compounds point towards an aromatic
ester group [90]. Transferred to the soot this can be interpreted as an ester group
attached to the graphenes. The vibration at 1595 cm−1 can be either assigned to the
stretching vibration of conjugated C=C bonds or to the bending mode of H2O. The
broad absorption from 1460 cm−1 to 1100 cm−1 is difficult to assign in detail. The
two shoulders at approx. 1460 and 1390 cm−1 may arise from C–H bending vibra-
tions. The broad and intense absorption between 1300 and 1000 cm−1 is assigned to
a number of C–O vibrations, suggesting the presence of further oxygenates besides
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Fig. 5.1: DRIFTS measurements of four soot samples. The GfG soot, the Euro IV soot, the
BS soot and the Furnace soot show distinct differences in the spectra.

esters [91].

Among the structural more similar samples, the spectra of the BS Soot and the
Furnace Soot show essentially similar features. The bands at 3600 and 3230 cm−1

can be assigned to ν (OH) vibrations. The absorption at 1750 and 1600 cm−1 could
be assigned to C=O vibrations and δ (H2O), respectively. The spectrum of the Euro
IV Soot contains the spectral features of the BS Soot and the Furnace Soot. However,
it is more functionalized than these two samples. The absorption bands at low
wavenumbers are more pronounced than those of the BS Soot and the Furnace Soot
exhibits. In addition, the spectrum of the Euro IV Soot exhibits a band at 1440 cm−1

indicative of δ (CH) or more likely δ (OH) since ν(CH) are absent.

Unfortunately, the Lamp Black does not give any reasonable spectra due to the very
low amount of functional groups and the high absorbance. This motivates a further
investigation as carried out with XPS in the following section.

5.2 X-Ray Photoelectron Spectroscopy

XPS experiments are carried out in order to gain information on the surface struc-
ture of the carbon materials. The main emphasis is put on the analysis of the Carbon
C1s (Figs. 5.2 and 5.3) and O1s spectra (Fig. 5.4). The spectra were processed with
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a Shirley background removal.

Fig. 5.2: XPS C1s spectra from the carbonaceous materials: GfG soot (GfG), the diesel en-
gine soots (Euro IV and BS), the carbon blacks (FW 1 and FR 101) and the Graphite
(HOPG). The spectra are offset for clarity.

In the C1s spectra of the carbon materials one can clearly observe the difference in
the shape of the C1s (Fig. 5.2) at the binding energy (EB) of 284.4 eV. The FWHM de-
creases as the graphitisation increases. The more graphitic the sample is according
to the EELS measurements (Fig. 4.14) the more narrow the C1s intensity is. Ad-
ditionally one observes the shake up satellite at an energy of 291.2 eV which also
grows more intense with increasing graphitization [92]. The shoulder at 288.8 eV is
assigned to oxygen functional groups [93–95].

To further analyse the contributions from oxygen functionalities and induced dis-
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Fig. 5.3: Calculated difference of carbon black C1s and HOPG C1s spectra. Offset for clarity.
The difference on the high energy side of the C1s peak indicate the density of
defects as well as the different amount of oxygen functional groups.

order the C1s spectrum, difference spectra (after a normalization to 284,4 eV) are
calculated of spectra from soot and carbon black and HOPG. In Fig. 5.3 the results
are given. The low energetic part (EB < 284.4 eV) of the difference displays pre-
dominantly the disorder in the materials compared to graphite. The higher binding
energy side (EB > 286.5 eV) shows clearly a contribution from oxygen functionali-
ties. The broad peak at 287–289 eV is growing more intense the higher the amount
of oxygen in the material is. In the GfG soot the additional intensity around 286 eV
is assigned to C–H groups or to ”sp3” type defects [96, 97].

The O1s intensity is proportional to the amount of surface oxygen groups (Fig. 5.4).
The GfG soot is the most functionalized of all, the FR 101 Lamp Black has the low-
est amount, while no intensity is recorded on the non–functionalized HOPG. The
focal points of the respective spectra changes, especially when comparing the car-
bon black samples with the diesel engine soot samples. Due to the high amount
of different oxygen functional groups a data fitting with Gauss–Lorentz Curves is
not performed. However, it is possible to assign predominant contributions from
higher binding energies. The major components in the O1s spectra arise from con-
tributions of the following carbon-oxygen functional groups: C=O at 530.1 eV, C–
O–C at 531.8 eV, C–OH at 533.4 eV, additional intensity at 534.2 eV can also be
attributed to chemisorbed water [98–101]. The contribution from 536.4 eV is as-
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Fig. 5.4: XPS O1s spectra from the carbonaceous materials: GfG soot (GfG), the diesel en-
gine soots (Euro IV and BS), the carbon blacks (FW 1 and FR 101) and the Graphite
(HOPG). The spectra are offset for clarity.

signed to a differentially charged part. The weight of the O1s spectra in the case of
the two industrial carbon blacks (FW 1, FR 101) is at 531.8 eV. Apparently the main
contributions arise here from C=O and C–O–C configurations. The O1s spectra of
the two diesel engine soots (BS, Euro IV) show a tendency to higher binding ener-
gies, the weight is at 532.8 eV. The majority of functional groups appear to share
a C–OH configuration. The GfG soot shows the highest amount of oxygen groups
equally shifted to higher binding energies. Apparently the diesel engine soot sam-
ples and the GfG soot are hydrophilic as can be seen from the higher amount of
water detected with the O1s spectra. The very broad distribution indicates a wide
multifariousness of carbon–oxygen–hydrogen complexes. The broad base indicates
a certain amount of differential charging. From the areas of the intensities the sur-
face composition of the carbon samples are calculated. The results are given in
Table 5.1.
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Table 5.1: Quantification of surface oxygen.

Sample GfG soot Euro IV soot BS Soot FW 1 FR 101 HOPG
C1s 83.1 88.0 82.6 97.0 99.5 99.8
O1s 16.9 12.0 7.4 3.0 0.5 0.2

5.3 Discussion

The XPS measurements display a similar bonding behavior. It is established that
a predominant ordered sp2 material as the HOPG will lead to a high intensity at
binding energies of 284.4 eV as well as to an intense shake up satellite at 292.2 eV.
The less developed these features are the less predominant sp2 hybridised carbon
atoms are present. This influence of the disorder is also depicted in the FWHM
of the C1s intensity for C–C carbon at a binding energy of 284.4 eV. The values
decrease from 2.3 eV in the GfG soot to 0.9 eV for the HOPG. The C1s line at 284.4
eV also shows part of apparent sp3 hybridisation due to defects or curvature strain
in the material leading to an assymmetric line to higher binding energies [92,96,97,
102, 103].

The C1s core–level spectra can be decomposed into two components. Because the
C1s line in graphite occurs at lower binding energy than in diamond, it is possi-
ble to attribute the component at lower binding energy to sp2 hybridization, and
that at higher binding energy to sp3 hybridization. As a matter of fact, carbona-
ceous materials, when conductive, give rise to a peculiar lineshape, asymmetri-
cally broadened, that is to say its intensity decreases very slowly on the high bind-
ing energy side. Unfortunately this broadening appears on the same side as usual
chemically shifted peaks [104]. Besides an inter–band Π−Π∗ peak about 6 eV high
energy shifted (FWHM =4–5 eV called “plasmon”), pure graphite gives rise, in the
region EB = 280–300 eV, to a unique narrow carbon C1s peak which presents a
very peculiar asymmetric shape, i.e., a broadening on its high energy side. Such a
photospectroscopy lineshape is known to result from neutralization by conduction
electrons of the holes created during photoionization. This phenomenon occurring
in all the conductive materials has been well described in the literature using the
Doniach–Sunjic model [104].

The line asymmetry depends on the band structure and is usually more pronounced
when the Fermi level density of states (DOS) is high. Graphite, semi–metal with a
very low Fermi level DOS, would normally induce a low asymmetry factor. How-
ever, electron—hole pairs are easily created in this specific material and induce a
noticeable asymmetry of the C1s line. The C1s spectra have two contributions. The
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first one, narrow (FWHM < 1 eV) and assymetric, arises from aromatic layers in
graphitic sp2 configurations (EB = 284.6 eV). The second one is broader (FWHM
≥ 1.5 eV) and shifted by less than +1 eV from the preceding one, arises from re-
gions of defective structure, presenting a more or less pronounced sp3 character
(see for example the difference spectra of GfG soot in Fig. 5.3). A third peak related
to the Π − Π∗ levels transition, 4.5—5 eV broad and shifted by about + 5—6 eV,
appears. Those three peaks are almost always present in carbonaceous materials.
Their relative intensities depend on the degree of disorder of the studied mate-
rial [95, 105, 106]. This is also evidenced by the fact that this feature is more intense
in soot samples with a higher degree of graphitization, as the Lamp Black, the Fur-
nace Soot and the BS soot. The total spectrum is usually completely fitted by adding
to these fundamental components, the peaks related to carbon atoms bound to for-
eign elements like oxygen. In this context the high asymmetry in the C1s peak is
strongly correlated to disorder in the soot and carbon black. As reflected in the
TEM and EELS measurements, the GfG soot and the Euro IV soot differ signifi-
cantly from the graphite structure. Especially in these cases, the C1s spectra show a
high asymmetry toward higher BE. In the case of the other more graphitic soot and
carbon blacks, the asymmetry is not that pronounced. The carbon has a higher sp2

hybridization (EELS experiment) is therefore more graphitic and thus exhibiting a
spectrum more similar to the HOPG C1s spectrum.

In the O1s intensity displays the predominant oxygen functional groups on the
surface of the soot. By performing an Gauss-Lorentz fit to the spectrum we find,
that the main contributions to the O1s spectrum are from C=O, C–O–C, and C–OH
groups. However, the O1s spectra exhibit a high multifariousness, showing that a
high variety of carbon–oxygen–hydrogen complexes exist. The main contributions
to the spectra are different. The measurements of the industrial carbon blacks in-
dicate a higher amount of C–O–C as well as C=O contributions. The diesel engine
soots show a major contribution from C–OH groups, indicating their different ori-
gin. Generally, the groups are more prominent the more defects in the graphene
structure is found. It is apparent, that the fullerenoid part of the carbon materials
incorporates more heteroatoms as O, H, the graphitic spherical particles. DRIFTS
measurements point towards aromatic ester groups. Transferred to the soot this
can be interpreted as an ester group attached to the graphenes [107]. The carbon
black with its graphitic structure develops less oxygen functional groups, whereas
the very defective GfG soot shows the highest amount of oxygen functionalities
(Fig. 5.5).

Evaluation of soot by spectroscopic methods as DRIFTS leads to additional conclu-
sions regarding the structure of soot and related materials. The DRIFTS measure-
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Fig. 5.5: Correlation of graphene size and O2 content. The larger the graphenes, the lower
the O2 content.

ments correlate well with the XPS experiments. In the case of the GfG soot a high
amount of heteroatoms is incorporated in the carbon material. Furthermore the
C–H vibrations related to defective sp3–type sites enforce the explanation of the re-
spective line shape of the XPS measurements. The IR spectra show a high amount
of C–OH vibrations in the case of the two diesel engine soots being the Euro IV soot
and the BS soot.

Integration of all data seen in the surface investigation methods and additionally
revealed with TEM and HRTEM lead to a picture of typical BSU as represented in
Fig. 5.6. This is the typical graphitic structure. The layers are then held together
by undefined carbon structures which are more reactive than the aromatic systems
themselves [101].

The two most important elements in carbon chemistry are hydrogen and oxygen.
Each element can undergo a wide range of chemically different coordinations which
are often described as ”surface complex”. The local connectivity of surface atoms
can be discriminated into sp3, alkenic sp2 and aromatic sp2 for all kinds of carbon
materials. Each of the three connectivities can form several type of heterobonds
allowing for a broad distribution of carbon heteroatom interactions which coexist
on any surface exhibiting structural defects.

The surface chemistry of prismatic and basal planes of sp3 carbons is fundamen-
tally different, which renders the surface area ration between the two orientations
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Fig. 5.6: Functionalised graphenes. The image shows different oxygen functional groups at
the edges of the graphenes. The size of the graphenes varies. Smaller graphenes
will exhibit a high amount of dangling bonds at the edge sites leading to a higher
amount of functional groups. Adapted from [108].

one of the dominating factors for the description of carbon reactivity. This is well
displayed in the TEM investigations in addition with graphene size distribution
and the results from TG/TPO measurements. A significant fraction of the total
carbon surface (prism faces and defect sites) is covered by heteroatoms and many
of these are not just passivated by C–H bonds. However a low C:H ratio indicate
small average diameters of the graphene layers or BSU. For carbons with a larger
BSU diameters the dominance of prism sites is gradually reduced and defect sites
become important locations for surface functional groups.

Nanocarbons from fullerenoid structure should exhibit a higher reactivity than the
more graphitic soot (BS soot, Furnace soot, Lamp Black) as the presence of non 6
membered carbon rings with their olefinic electronic structure and the excessive
presence of chemically reactive prism edges tend to destabilize such carbon struc-
tures. In addition, theoretical investigation predicts the influence of geometrical
changes in chemical property (increasing reactivity upon increasing curvature) of
nanocarbons. It is possible to conclude from the predominant graphene structures
visualized from HRTEM the amount of heteroatoms as hydrogen or oxygen.
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Chapter 6

Oxidation Experiments

In the following the link between microstructure, surface and reactivity is dealt
with. The first two sections 6.1 and 6.2 show the different reactivities of the investi-
gated materials, soot, carbon black and carbon model substances. In section 6.3 the
gap to the real exhaust gases is closed by demonstrating the oxidation behavior of
the relevant carbons as the GfG soot, the Euro IV diesel engine soot and the BS soot
in NO2. At the end (section 6.4) the reactivity issue is discussed with reference to
the preceeding investigations of bulk and surface properties.

6.1 Thermogravimetric Measurements on Soot

6.1.1 TG–MS Investigations

To analyze the influence of structure on the oxidative behavior of the materials,
a comparison between the GfG Soot, the Euro IV soot, the BS soot and the Fur-
nace Soot is demonstrated. The TG/DSC data is acquired using the Netzsch–STA
449 instrument with Al2O3 crucibles. The samples are evacuated and the sample
chamber is re–filled with 5% O2 in N2 which is maintained at a total flow rate
of 100 ml/min. A heating rate of 5 K/min is used. The gas phase products are
transferred through a heated quartz capillary to a quadrupol mass spectrometer
operated in SIM mode (Thermostar, Balzers). The only products observed are CO2

(m/e = 44–46) and H2O (m/e = 17–18). The MS signals for m/e = 18 and m/e = 44
are representative of H2O and CO2, respectively. The ion currents for these masses
are divided by the ion current for m/e = 28 to compensate for changes in sensitivity
of the MS instrument. A background was substracted and the ratio was normalized
to the mass of soot. The sample charge used for TG analysis was about 1 mg. The
TG/TPO experiments display the different reactivities of the investigated carbon
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samples. In Fig. 6.1a the results of the TPO experiments are plotted.

The onset temperature of combustion of the GfG Soot is about 200 ◦C. The soot loses
mass, until at 640 ◦C it is completely oxidized. The Euro IV Soot shows the begin-
ning of a weight loss at 380 ◦C and the oxidation of carbon is finished at 630 ◦C.
No further oxidation is observed at temperatures above 630 ◦C The 10% of the
sample remaining at 800 ◦C is ash from engine lubricating oil. The BS Soot is less
prone to oxidation. It begins to lose mass at 500 ◦C and the highest rate of oxi-
dation is reached at 660 ◦C. The combustion is completed at 690 ◦C. The Furnace
Soot shows the lowest reactivity towards oxigen. The onset temperature of com-
bustion is 550 ◦C. The soot is burnt out at 690 ◦C. Fig. 6.1b shows the DTG plot of
the TG/TPO runs on the four selected soot and carbon black materials. For all four
samples the mass remains nearly constant to temperatures up to 200 ◦C. From this
temperature the DTG curves differ. The calculated curve for the GfG soot indicates
a slow mass loss rate until a maximum in mass loss is reached at 520 ◦C, then the
rate of mass loss decreases again until its complete oxidation at 640 ◦C. In the case
of the Euro IV soot, the mass loss begins at 380 ◦C. A maximum in combustion rate
is reached at 600 ◦C. The DTG curves for the BS soot and the FW 1 soot are similar,
reflecting their common microstructure. Apparently the BS soot starts with mass
loss at 450 ◦C, the maximum in oxidation is at 660 ◦C. For the FW 1 soot the oxida-
tion begins at higher temperatures: 480 ◦C, the soot seems to reach the maximum
in oxidation rate at slightly lower temperatures (650 ◦C) than the BS soot.

Fig. 6.2 shows the evolution of CO2 (Fig. 6.2 a) and H2O (Fig. 6.2 b) obtained
from analysis of the mass spectra. The GfG Soot begins to evolve CO2 at 250 ◦C.
The CO2 evolution shows two maxima, at 340 ◦C and 520 ◦C, respectively. The
maximum rate in weight loss occurs at 520 ◦C. The H2O is detected in the effluent
stream over the same temperature range as CO2, the maximum in H2O evolution
is at 340 ◦C coinciding with the first maximum in the CO2 signal. A second local
maximum in the H2O signal is revealed at 520 ◦C. From the MS–Data three regions
can be identified: The first temperature range from 200–400 ◦C where a relative
high H2O signal is dominant. The second region from 400–650 ◦C exhibits a lower
m/e = 18 signal whereas the m/e = 44 signal is having a global maximum. In the
range >650 ◦C both MS signals are decreasing. The MS signal of the Euro IV Soot
indicates a slight evolution of CO2 started at above 380 ◦C. The MS signal of CO2

rises rapidly and reaches a maximum at 590 ◦C corresponding to the maximum of
rate mass loss in the sample. The signal drops sharply after that due to the total
burn out of carbon. The MS spectra of the Euro IV Soot begins to show a H2O
signal at 250 ◦C and shows a shoulder at 300 ◦C. The maximum in H2O evolution
(590 ◦C) corresponds to the maximum in CO2 evolution. The gas phase analysis
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Fig. 6.1: a) TG/TPO measurements on the soot and carbon black samples, b) derived DTG
results. The results show differences in the onset of mass loss and the total burnout
temperature for the measured soot and carbon black samples.
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Fig. 6.2: Mass spectra analysis of the products of combustion, a) CO2 (m/e = 44) and b) H2O
(m/e = 18).
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during the combustion of the BS Soot shows that CO2 begins to evolve at 550 ◦C
and goes through a maximum at 680 ◦C. This also corresponds to the maximum
in mass loss. A corresponding signal for the evolution of H2O from the BS Soot
is first detected at 400 ◦C with a maximum at 680 ◦C. The Furnace Soot begins to
show a CO2 evolution also at 450 ◦C which passes through a maximum at 650 ◦C.
An increase in the H2O signal occurs at 550 ◦C, it also has a maximum at 670 ◦C cor-
responding to the maximum in the CO2 signal. The gas phase analysis of the CO2

evolution of the BS Soot and the Furnace Soot is similar, while the H2O evolution
is different.

In order to further differentiate the samples isothermal experiments were conducted
at 380 ◦C, the onset temperature of combustion of the Euro IV soot (Fig. 6.3).

Fig. 6.3: Isothermal experiments: 6 h of oxidation of GfG Soot, Euro IV Soot, BS Soot and
Furnace Soot in 5% O2 in N2.

Fig. 6.3 shows the mass as a function of time for the GfG Soot, the Euro IV Soot, the
BS Soot and the Furnace Soot while the samples are kept at 380 ◦C for 5 hours in
5% O2. The GfG Soot loses already 30% of its mass while heating up to 380 ◦C. The
Euro IV and the BS Soot samples lose 3% of their mass during heating to 320 ◦C.
Between 320 ◦C and 380 ◦C and for the first 2 hours thereafter the Euro IV Soot
loses weight much more rapidly than the BS Soot. The easiest oxidizable fraction
of soot constitutes 8% of the Euro IV Soot. The Furnace Soot loses during the whole
experiment only a small fraction of mass: approximately 3%. After about 4 hours
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at 380 ◦C all the samples continue to lose weight at constant rates, respectively, i.e.
the GfG Soot at 5 wt%/h the Euro IV Soot at 2 wt%/h, the BS Soot at 0.4 wt%/h and
the Furnace Soot at 0.1 wt%/h.

6.1.2 Combustion in Steps

The previous TG experiments indicate a structure–reactivity correlation. The MS
data indicates changes in the predominant reaction mechanism. In the following
section the changes in morphology during oxidation of the soots are investigated
with TEM and HRTEM. The GfG soot and the Euro IV soot are chosen for a com-
parative analysis. The soot oxidation is performed in steps [109]. The respective
remnant materials are then prepared for TEM investigation.

GfG soot

The experiment for the GfG spark discharge soot is depicted in Fig. 6.4. The sample
is heated in the TG in 5% O2 in N2 to 275 ◦C, 450 ◦C, and 575 ◦C, respectively.

Fig. 6.4: Oxidation in steps: GfG soot, a) shows when the oxidation is interrupted to inves-
tigate the morphology, b) morphology of the GfG soot after heating to 275 ◦C, c) to
450 ◦C, d) to 575 ◦C

At the respective temperatures the oxidation is interrupted in cutting off the oxygen
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flow. Thus, the samples can be cooled down in inert atmosphere. This prevents the
samples from changing or further oxidizing during cooling down in the TG oven.
Representative HRTEM images from the sample are given in Fig. 6.4b, c, d.

The predominant morphology of the investigated sample reveals differences. Af-
ter the first step in oxidation the very easy combustible part of the soot is gone.
This leads to a general morphology showing more flat ribbons with greater ribbon
length. This is even more clearly seen in the sample which has been exposed to
a temperature up to 450 ◦C. The HRTEM micrograph reveals larger graphene lay-
ers. This more resistant material appears to be more graphitic. A ”stacking” of
the graphene layers can be seen. It is also possible that a healing of defects occurs
leading to a graphitization of the carbon. After a temperature of 575 ◦C, polyhedral
onions are left in the sample. This appears to be the most stable form of carbon in
the GfG soot under these oxidative conditions. The larger graphenes observed in
Fig. 6.4d, although irregularly stacked are less prone to oxidation than the small
strong bent graphenes observed in Fig. 6.4b.

Euro IV soot

The experiment for the Euro IV HD diesel engine soot is depicted in Fig. 6.5. The
soot is heated in the TG in 5% O2 in N2 to temperatures of 425 ◦C, 550 ◦C, 625 ◦C,
respectively.

At the respective temperatures the oxidation is interrupted in cutting of the oxygen
flow. Thus the samples could be cooled down in inert atmosphere. This prevents
the samples to change or further oxidize during cooling down in the TG oven.
Representative HRTEM images from the sample are given in Fig. 6.5b, c, d. The
differences in the morphology of the sample are not as strong as described in the
case of the GfG soot (Fig. 6.4). The first image from 425 ◦C shows the morphol-
ogy of the Euro IV HD diesel engine soot which is similar to that of the fresh soot.
One observes in the HRTEM image the fullerenoid character of the soot. At higher
temperatures the very fullerenoid part of the soot is oxidized. Soot particles are
now predominant which are enclosed by a graphitic shell. This graphitic shell en-
velops several nuclei that are typical of the Euro IV soot. However this appears
not to be the most stable material. The particles depicted in Figure 6.5 d are spheri-
cal with very few surface irregularities. The fullerenoid chainlike agglomerates are
not present anymore in the sample. They are oxidized, leaving behind the graphitic
spherical soot particles that are not predominant in the Euro IV soot but neverthe-
less present in the original sample.
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Fig. 6.5: Oxidation in steps: Euro IV soot, a) shows when the oxidation is interrupted to
investigate the morphology, b) morphology of the Euro IV after heating to 425 ◦C,
c) to 550 ◦C, d) to 625 ◦C.

6.1.3 Solid State Kinetics

The concepts of solid state kinetics [110] came into being from a wealth of isother-
mal experiments well before the first instruments for non–isothermal measure-
ments became commercially available. Solid state reactions are usually taken to
comprise the decomposition of solids [111], the reactions of two or more solids with
each other and the reaction of a solid with a gaseous or liquid interface. One char-
acteristic feature of solid state reactions is the total destruction of the reactant solid
phases. These processes are thus sharply distinguished from reactions in gaseous
or liquid solution, in which the fluid reacting phase exists continuously through-
out the reaction, with a continuous variation in the activities of the components.
In solid state reactions, the reaction zone often consists of growing ”nuclei” of the
products. The number of nuclei and the surface area of each nucleus both increase
with time and either of these dependences may determine the overall rate law.
There is no single type of elementary process which can be thought of as generally
dominant in solid state reaction mechanisms. Rate of reactions may be limited by
the transport of matter, heat or mechanical stress (propellant burning or detona-
tion). A reaction interface may be a surface of large extent, readily observable, and
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sometimes, as in the burning of a solid propellant, of a shape, which is initially un-
der the experimenter’s control – which enhances the opportunity to preselect the
kinetic rate law [112, 113].

To further investigate the mechanism of soot oxidation and as a start for a model–
based kinetic analysis, a model free analysis is performed. Later a model for soot
oxidation, describing the influence of the predominant morphologies in the soot
samples (fullerenoid part vs. spherical particles) will be presented. In kinetic anal-
ysis [113, 114]it is generally assumed that the rate of reaction can be described by
two separable functions K(T ) and f(α) such that:

dα

dt
= K(T ) · f(α) (6.1)

where dα/dt is the rate of reaction, α the conversion, K(T ) is the temperature de-
pendent rate constant, and f(α) corresponds to the reaction model. The temper-
ature dependence of the rate constant is commonly described by the Arrhenius
equation

K(T ) = A · exp
(−EA

RT

)
(6.2)

where R is the universal gas constant, EA is the activation energy and A is the
preexponantial factor. For experiments in which samples are heated at a constant
rate, the explicit time dependence can be eliminated so that

dα

dT
=

1
β

dα

dt
(6.3)

In the case of a constant heating rate, β = dT/dt Eq. 6.1 becomes

dα

dT
=

A

β
·
(−EA

RT

)
· f(α) (6.4)

The ”model-free” isoconversional method assumes that both the activation energy
and the pre–exponential factor are functions of the degree of conversion α. In this
case conversion is the amount of mass loss during oxidation. The activation energy
is determined by Friedman’s method [115] from the logarithmic form of the rate
equation for each heating rate:

ln
[
βi (dα/dT )α,i

]
= ln (Aαf (α))− Eα

RTα,i
(6.5)

where the subscript α is the value at a particular degree of conversion and i refers
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to data from a given heating rate experiment. The activation energy at each degree
of conversion is calculated using linear regression from a plot of ln

[
βi (dα/dT )α,i

]

versus 1/Tα,i (Friedman plot) across all of the heating rates tested. Similarly, the
product of conversion dependent pre–exponential factor and the reaction model
can be obtained from the y–intercept of the Friedman plot.

Fig. 6.6: Estimated apparent activation energies derived with the isoconversional approach
after Friedman.

The isoconversional approach can be used to evaluate both simple and complex
chemical reactions. For evaluation of data using this method no kinetic rate ex-
pression is assumed a priori. It is possible to estimate different apparent activation
energies to the different soot samples. For this purpose the samples are heated in
the same atmosphere with different heating rates (1.5, 3 and 5 K/min). With the
model free analysis suggested by Friedman [115], implemented in the NETZSCH

Thermokinetics Diffusion Control software version 2000.9b, the apparent activa-
tion energies can be estimated (Fig. 6.6). The isoconversional approach can be used
to evaluate both simple and complex chemical reactions. For evaluation of data
using this method no kinetic rate expression is assumed a priori. Furthermore it
is assumed that no change in reaction mechanism occurs during the experiment.
Table 6.1 gives the results of the average apparent activation energy (EA).

The established formalism of isothermal kinetics has been extended to non–isothermal
conditions. Equation 6.1 describes the dependence of the reaction rate on the extent
of reaction. In soot, the molecular motion is restricted. The reactions are dependent
on the local structure and reactivity. Unlike in a pure compound soot is a very het-
erogeneous material. It will burn probably with many parallel reaction paths. The
reaction model f(α) plays a role of an empirical function.
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Table 6.1: Average value of the apparent activation energies EA estimated with model free
analysis of three TPO experimens, at 1.5, 3 and 5 K/min, respectively.

Sample Apparent Activation Energy [kJ/mol]
GfG Soot 130 ± 10
Euro IV Soot 150 ± 30
BS Soot 160 ± 40
Furnace Soot 210 ± 30

Equation (6.1) is often used in its integral form which for isothermal conditions
becomes:

g(α) ≡
∫ α

0
[f (α)]−1 dα = K(T )t (6.6)

For non–isothermal conditions, one can eliminate the explicit time dependence of
the kinetic equations by use of the heating rate. In the case of a constant heating
rate, β = dT/dt Equation (6.6) takes the form:

g(α) ≡
∫ α

0
[f (α)]−1 dα =

1
β

∫ T

0
K (T ) dT (6.7)

For many reactions, the Arrhenius equation provides a good description of the tem-
perature dependence of the rate constant. Substitution for K(T ) leads to

g(α) =
A

β

∫ T

0
exp

(−EA

RT

)
dT (6.8)

where EA and A are the Arrhenius parameters (activation energy and pre–expo-
nential factor, respectively). Using this formalism, the global reaction kinetics are
completely specified by three pieces of information: the reaction model and the two
Arrhenius parameters.

The model free analysis gives a first insight into the apparent activation energies
calculated for the soot oxidation. From the gas phase analysis it is evident that the
soot oxidation is not a one step process, as during different stages of burnout the
MS signals change. These steps involve different reaction paths predominant on
the different soot morphologies. It is also observed, that different morphologies in
the soot exhibit different oxidation profiles. First of all the soot is not a homoge-
neous material as revealed in the TEM investigations. The most striking difference
is the occurrence of soot spheres (primary particles) versus the single graphenes
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(GfG soot) or the small nuclei (in the Euro IV diesel engine soot). Thus, it can-
not be expected that only a single reaction step occurs in order to oxidize the soot
completely. The defective highly functionalized part has a different pathway of
combustion than predominant spherical soot particles.

Fig. 6.7: Model of the oxidation of the soot spheres. a) the surface is oxidized removing
volatile parts, b) the first pores are developing due to the anisotropical oxidation
of the graphenes, c) the pores are widened, d) the spheres reduce in size until the
soot is oxidized.

A model for the soot oxidation should include the following steps. First the very
defective functionalized graphenes are oxidized. In a second step the smaller nuclei
with the strong bent graphenes are oxidized. The transport limitation in this case
is the diffusion to the graphene oxidation sites. The third process might then be
the predominant oxidation of the large graphitic primary particles. This would
indicate different reactions being independent from each other. A possible sketch
of the soot sphere oxidation is depicted in Fig. 6.7.

Based on the fact that the graphite oxidation proceeds anisotropically, it is possi-
ble to outline the following soot oxidation mechanism. First, as already described
for the defective functionalized graphenes and the smaller nuclei, the strong bent
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graphenes are oxidized. This procedure is dominant in the very defective GfG Soot
as to a great part in the Euro IV soot. In the very graphitic spheres the graphite crys-
tallites have to be oxidized. Small pores are present in the soot [59]. The oxidant
enters these pores and the oxidation takes place. This process leads to an enlarge-
ment of the micropores. Thus the surface increases, more surface is accessible to
the oxidant. This leads to the combustion of the soot spheres in such a way that the
overall projected diameter decreases [109] until the particles are oxidized.

These processes of oxidation of graphenes, of small nuclei and oxidizing the soot
spheres are independent from each other. The oxidation will take place in the differ-
ent structures at different temperatures. The apparent activation energy is higher
for the graphitic spherical soot particles.

It is important to point out that no detailed analysis in the framework of solid state
kinetics is attempted. The phenomenological models used in this work are chosen
to fit the soot oxidation. The results are then used to predict the soot oxidation for
isothermal experiments.

The three assigned models for the soot oxidation could be fitted with the following
steps, known from solid state chemistry. The integral form of the models g(α) with
0 < α < 100, are given in Table 6.2.

Table 6.2: Set of chosen reaction models applied to describe the reaction kinetics for soot
oxidation.

Reaction Model g(α)

1 3-dim. Diffusion, Jander
�
1− 3

q
1− 100−α

100

�2

2 3-dim. Nucl. Growth, Avrami Erofeev
�− ln 100−α

100

�1/2

3 3-dim. Phase Boundary Reaction, Contr. Sphere
�
1− �1− � 100−α

100

���1/2

With the NETZSCH Software it is possible to fit the data according to the presented
models. For the very Graphitic materials the contracting sphere model appears to
be the dominating step in overall mass loss.

The routine model fitting was performed as follows. In the case of the GfG soot four
independent reactions are assumed. The gas phase analysis supports this view (see
Fig. 6.2). The parallel reactions are being assumed of a three dimensional diffusion
(Jander [116]). The four steps contribute to the overall reaction in the following
manner: step 1: 5%, step 2: 16%, step 3: 65%, step 4: 14%. These overall found
parts in combustion correlate with the steps in the gas phase in such a way that
step 2 and step 3 do contribute to the major amout in mass loss (maximum in gas
phase evolution).

In the case of the Euro IV HD diesel engine soot, three major steps in gas phase evo-
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Fig. 6.8: Oxidation a) of the GfG soot, b) of the Euro IV HD diesel engine soot.
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Fig. 6.9: Oxidation of a) the BS soot and b) the Furnace Soot.
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lution can be deduced from the acquired MS data. Due to the different morphology
and functionalisation, the predominant parts in kinetics require the modeling of
the soot oxidation with the following models as three parallel reactions. Two steps
are fitted using the 3 dim. Jander’s diffusion, the last step with the 3 dim. phase
boundary reaction model. The three steps contribute to the overall reaction in the
following manner: step 1: 3%, step 2: 36%, step 3: 61%. These parallel pathways
in combustion correlate with the steps in the gas phase in such a way that step 2
and step 3 do contribute to the major amout in mass loss (maximum in gas phase
evolution).

The oxidation of the BS soot and the Furnace Soot takes place in quite similar ways.
As already pointed out, the general morphology is similar and also the overall
functionalization, as seen in the XPS and DRIFTS experiments. In this case, for both
soots, three steps are assumed: step 1: 3 dim. Jander’s type diffusion, step 2: 3 dim.
Avrami–Erofeev, step 3: 3 dim. phase boundary reaction. The overall reaction in
the case of the BS soot takes place as follows: step 1: 5%, step 2: 49% step 3: 46%.
In the case of the Furnace soot, the Parts are divided as follows: step 1: 3%, step 2:
36%, step 3 51%.

The apparent activation energies are different in the respective steps of soot oxi-
dation. However the steps exhibit similarities in the values for EA. The first step
with a mass loss of 3–5% gives an apparent activation energy of approximately 30–
50 kJ/mol. This is a value typical for gas phase transport. The other steps describe
with their apparent activation energies the parts of mass transport in the solids as
well as converting C(solid) to CO2. The found activation energies correlate well
with the literature. For soot aerosols values from 50 to 100 kJ/mol are reported,
in contrast to this for graphitic materials (carbon blacks) higher activation energies
are calculated (100–400 kJ/mol) [9, 117, 118]

In order to validate these models and to relate the temperature ramp experiments
to the real world filter, predictions are calculated for the mass loss at 380 ◦C. In
Fig. 6.10, predictions obtained from the results of the model fitting of the indepen-
dent reaction steps are plotted against the experimental results already shown in
Fig. 6.3. The oxidation behavior of the GfG soot, the Euro IV soot, the BS soot and
the Furnace Soot, while the samples are kept at 380 ◦C for 5 hours in 5% O2 is
plotted.

The GfG soot loses already 30% of its mass while heating up to 380 ◦C. The Euro
IV and the BS soot samples lose 3% of their mass during heating to 320 ◦C. The
Furnace Soot loses during the whole experiment only a small fracton of mass: ap-
proximately 3%. After about 4 hours at 380 ◦C all the samples continue to lose
weight at constant rates, respectively, i.e. the GfG Soot at 5 wt%/h, the Euro IV
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Fig. 6.10: Isothermal experiments carried out at 380 ◦C, the predictions from the applied
models are plotted against the curves.

soot at 2 wt%/h, the BS soot at 0.4 wt%/h and the Furnace Soot at 0.1 wt%/h. The
models describe the oxidation behavior of the investigated materials at isothermal
conditions very well. This can be derived from Fig. 6.10. It is possible to model
the mass loss over time for the whole experiment consisting of the heating step
to 380 ◦C and the isothermal conditions for 5h. This bridges these experiments
to the isothermal conditions in a particulate trap. Furthermore it should now be
possible to make predictions for different temperatures of oxidation and different
atmospheres. These results will be applied to soot oxidation experiments under
more realistic conditions in section 6.3.
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6.2 Thermogravimetric Measurements on the GPAH

A short description of the GPAH model systems is given in section 4.1.4. The
TG/TPO experiments are conducted in order to clarify the influence of the mi-
crostructure on the reactivity. The respective samples are heated in 5% O2 in N2

from 25 ◦C to 800 ◦C. Fig. 6.11 displays the mass loss over temperature.

Fig. 6.11: Mass loss over temperature for the three chosen model substances.

The different reactivity of the samples is clearly visible. The Graphene Ribbon al-
ready shows a small mass loss at 200 ◦C. At slightly higher temperatures (350 ◦C)
the weight loss increases and reaches a maximum at about 590 ◦C. A different and
more defined combustion behavior is observed in the case of the C42H18. The mass
remains nearly constant to a temperature of 500 ◦C. Then the sample rapidly loses
mass (highest rate at 600 ◦C) until at 610 ◦C the combustion of the sample is com-
pleted. The least reactive sample is the C96H24. The mass of the sample remains
constant until at 550 ◦C. The maximum in mass loss is found to be at 650 ◦C. The
reaction is finished at 800 ◦C.

Fig. 6.12 shows the evolution of CO2 (Fig. 6.12 a) and H2O (Fig. 6.12 b) obtained
from analysis of the mass spectra. The gas phase evolution follows the scheme of
mass loss. In the case of the Graphene Ribbon, the CO2 evolution starts at about
300 ◦C. The signal shows a small shoulder already at 440 ◦C, followed by a max-
imum in the CO2 evolution at 590 ◦C. This corresponds to the maximum in mass
loss as described above. The H2O signal begins to rise at 200 ◦C, where the first
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mass loss takes place. The signal shows a local maximum at 440 ◦C coinciding with
the shoulder in he CO2 signal. A second maximum can be measured (590 ◦C). The
gas phase evolution of the C42H18 is considerably different. A CO2 evolution be-
gins at 480 ◦C and reaches a maximum at 600 ◦C related to the maximum in mass
loss. The CO2 signal drops to 0 at 610 ◦C. The H2O evolution is similar. A slight
intensification of the signal can be measured at 300 ◦C, showing a small plateau.
The maximum of H2O evolution coincides with the maximum in CO2 evolution.

a)

b)

Fig. 6.12: MS Data acquired during oxidation of the GPAH. a) CO2 signal, b) H2O signal.

The MS data of the C96H24 show a somehow interesting behavior. The CO2 evo-
lution starts at 450 ◦C. Several local maxima (525 ◦C, 580 ◦C, 660 ◦C, 740 ◦C) are
observed during the oxidation of the material. As the carbon consumption is com-
pleted at 800 ◦C, the CO2 signal drops to 0. The evolution of H2O begins at the
same temperature as in the case of he CO2. Here too, the MS signal shows sev-
eral features until the H2O signal drops down. A clear maximum can be seen at
580 ◦C, coinciding with the second local maximum the mass signal for CO2. The
other features follow the gas phase evolution of CO2, but only in exhibiting small
shoulders.
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Apparently the reactivity of the GPAH is dominated also by their microstructure
already described in section 4.1.4. The very graphitic C96H24 is the most difficult
to oxidise. In the case of the smaller Hexabenzocoronene C42H18, the oxidation
is enhanced. From literature it is known that C42H18 sublimes at temperatures
around 650 ◦C, so it cannot be excluded that this effect overlaps with the overall
oxidation. From the point of view of structure reactivity correlation it is apparent,
that the Graphene Ribbon resembles most to the natural soot. The bent, defect rich
ribbons exhibit an olefinic structure with double bonds as derived from the EELS
measurements (Fig. 4.13). The burnout temperature and the overall behavior as
Mass = f (Time), resembles most to the soot substances. It may be an interesting
enigm to continue the research on this material in introducing different oxygen
functional groups and investigating the change in reactivity. A further discussion
with relation to the investigated soot samples is continued in section 6.4.
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6.3 Towards Realistic Exhaust Conditions

6.3.1 Experimental Considerations

As seen in section 6.1, the structurally different carbon black samples exhibit differ-
ent reactivities in the oxidative atmosphere. This is due to the influence of morphol-
ogy and nanostructure, sp2/sp3 hybridization ratio and functionalization (chap-
ter 4 and 5). It is now evident that a meaningful investigation on the influence of
the real gas atmosphere in a particulate trap can only be successful if the real diesel
engine soot is used. Preliminary investigations also revealed that changes in the
oxygen content from 5% to 10% does not influence the results of the TG experi-
ments. Variing H2O as well as NO content in the gas atmosphere did not show
significant changes in the TPO experiments as well. The main focus is put on the
influence of the NO2 on the soot oxidation. For this purpose the influence of NO2

will be tested on the GfG soot, the Euro IV HD diesel engine soot and the BS soot.

Fig. 6.13: Setup for exhaust relevant investigations.

As the setup for exhaust gas treatment system requires the use of NO2 for a con-
tinuous reaction, the overall experimental conditions for gas phase are adjusted to
engine exhaust gas values. The gas phase products are transferred through a heated
quartz capillary to a quadrupole mass spectrometer operated in SIM mode (Ther-
moster, Balzers). In order to obtain relevant results for realistic exhaust gas condi-
tions, a Seiko Thermobalance is used. A schematic drawing is given in Fig. 6.13.
Note that the addition of NO2 to the gas phase takes place as late as possible, to
avoid the reaction of NO2 and H2O to HNO3. The samples are loaded into the
TG oven at room temperature. The NO2 is added to the atmosphere. The gases
stabilize, then the TPO experiment is started.
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6.3.2 Influence of NO2

GfG soot

The GfG soot is oxidized with different amounts of NO2 in 10% O2, 1.5% H2O,
balance N2. The NO2 content is varied between 0 and 1000 ppm. A heating rate of
5 K/min is used in the experiments. Fig. 6.14 shows the mass loss over temperature
for the different NO2 concentrations.

Fig. 6.14: GfG soot: TG/TPO experiments. The sample is heated in in 10% O2, 1.5% H2O,
balance N2, with varying amount of NO2 in the oxidizing atmosphere.

The NO2 concentration does not significantly influence the mass loss behavior in
the temperature range between 50 ◦C and 200 ◦C. Fig. 6.14 shows that the measure-
ments in the different gas atmospheres are superpositioned above each other. In
the temperature range between 200 ◦C and 590 ◦C the influence of the oxidizing
agent NO2 is revealed. The mass loss over temperature is increased with higher
amount of NO2 in the gas feed. The enhancement of NO2 amount increases the
soot oxidation rate. Considering the mass loss at 400 ◦C it is observed in the case of
no NO2 in the gas phase approximately 39% of the soot has been oxidised. In the
case of 500 ppm NO2 in the gas feed the mass loss is slightly higher: 42%. Adding
1000 ppm NO2 to the oxidative atmosphere the soot has lost 47% of its original
mass. Within the limits of accuracy of the Seiko Thermobalance (± 50–100 µg),
the temperature at which the soot is oxydized is not changed. The combustion is
completed at 600 ◦C. Fig. 6.15 shows the MS Data analysis for two of the TG exper-
iments described in Fig. 6.14. As examples two sets of data are chosen: 10% O2 in
N2 and the addition of 500 ppm NO2. The MS Signal for m/e = 44 is divided by
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Fig. 6.15: MS data CO2 signal m/e = 44 for TG experiments on the GfG soot with 10% O2

in N2 and the addition of 500 ppm NO2.

the MS signal m/e = 28 in order to care for change in MS sensitivity, a background
is substracted. The results are mass normalized. Fig. 6.15 reveals slight differences
in CO2 evolution during oxidation of the GfG soot. In the case of the experiment
without NO2 the results already described in section 6.1 (5% O2) are essentially re-
produced. The evolution of CO2 begins at 100 ◦C. Two maxima are being resolved
at 380 ◦C and 500 ◦C. The signal drops slowly to zero at 750 ◦C where the soot is
completely consumed. In the case of NO2 addition the overall CO2 evolution dur-
ing oxidation of the GfG soot changes slightly as expected. The CO2 signal starts
to rise at a lower temperature of around 70 ◦C. The signal rises faster, showing
an increase in the oxidation rate at lower temperatures. The first maximum in CO2

generation is at 370 ◦C, the second at 510 ◦C. The soot appears to be oxidized earlier
as the CO2 signal drops to zero at 700 ◦C.

Fig. 6.16 shows the results of three ramp rate experiments to model the soot oxida-
tion. Three ramp rates are used: 2, 5, 8 K/min respectively. A Friedman model free
analysis for the two sets of experiments is presented in Fig. 6.17. The differences in
the curves are due to the earlier mass loss in the case of the NOS containing atmo-
sphere. The Friedman Analysis provides information about the apparent activation
energy. The apparent activation energies for the respective oxidation experiments
are given in Fig. 6.17. To model the oxidation of the GfG soot, four independent
reactions are fitted. In order to predict the mass loss in an atmosphere of 500 ppm
NO2 in 10% O2, balance N2, a model fitting is done as demonstrated in the case
of the comparative analysis of the different soot and carbon black materials. It is
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Fig. 6.16: Ramp rate experiments with the GfG soot

Fig. 6.17: Apparent activation energies calculated with the Friedman analysis of data in
Fig. 6.16
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possible to model the reaction behavior with four independent steps of oxidation.
The models are chosen as in the previous case of the GfG soot oxidation, the mod-
els being the same: Four independent steps representing a 3–dim. Jander’s type
diffusion (Table 6.3).

Table 6.3: Models and fit parameters used to describe the oxidation of the GfG soot. The
results are used to calculate the predictions.

Model Step 1: 3-dim. diffusion Janders type
Model Step 2: 3-dim. diffusion Janders type
Model Step 3: 3-dim. diffusion Janders type
Model Step 4: 3-dim. diffusion Janders type
10% O2 in N2 10% O2 500 ppm NO2 in N2

lg A1 [s−1]: 0,84 lg A1 [s−1]: 2,66
E1 [kJ/mol]: 39,14 E1 [kJ/mol] 49,86
lg A2 [s−1]: 4,92 lg A1 [s−1]: 1,02
E2 [kJ/mol]: 101,85 E1 [kJ/mol] 71,67
lg A3 [s−1]: 3,94 lg A1 [s−1]: 4,67
E3 [kJ/mol]: 127,78 E1 [kJ/mol] 92,26
lg A4 [s−1]: 4,61 lg A1 [s−1]: 6,78
E4 [kJ/mol]: 126,47 E1 [kJ/mol] 170,28
Ind. React. 1: 0,12 Ind. React. 1: 0,07
Ind. React. 2: 0,19 Ind. React. 2: 0,70
Ind. React. 3: 0,20 Ind. React. 3: 0,11

Fig. 6.18: Predictions for mass loss of the GfG soot at different temperatures in isothermal
conditions.

The calculated predictions for the mass loss over time at different temperatures are
given in Fig. 6.18. Apparently with the addition of NO2 to the oxidative gas phase,
the soot oxidation is not increased significantly. The total burnout after 6 h remains
practically unaffected whereas in the early stages of oxidation the rate appears to
be increased.
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Euro IV HD diesel engine soot

The Euro IV diesel engine soot is oxidized with different amounts of NO2 in 10%
O2, 1.5% H2O, balance N2. The NO2 content is varied between 0 and 1000 ppm. A
heaing rate of 5 K/min is used in the experiments. Fig. 6.19 shows the mass loss
over temperature for the different NO2 concentrations.

Fig. 6.19: Euro IV soot: TG/TPO experiments. The sample is heated in in 10% O2, 1.5%
H2O, balance N2, with varying amount of NO2 in the oxidizing atmosphere.

In the temperature range between 250 ◦C and 450 ◦C the influence of the oxidizing
agent NO2 is revealed. The mass loss over temperature is increased with higher
amount of NO2 in the gas feed. Considering the mass loss at 400 ◦C it is observed
in the case of no NO2 in the gas phase approximately 10% of the soot has been ox-
idised. In the case of 500 ppm NO2 in the gas feed the mass loss is slightly higher:
15 %. With the addition of 1000 ppm NO2 to the oxidative atmosphere the soot has
lost 20% of its original mass. At higher temperatures, the mass loss from oxida-
tion is not enhanced anymore. However the total burnout temperature of the soot
remains unaffected. The curves do not change at higher temperatures (> 450 ◦C),
i.e. the mass loss over temperature is the same for the five single experiments. The
remaining weight in the TG experiments is found to be ash from engine lubricant
oil. Apparently the amount of ash is inhomogeneous as the amout of remnant is
different after the oxidation of the Euro IV soot.

Fig. 6.20 shows the MS Data analysis for two of the TG experiments described in
Fig. 6.19. As examples two sets of data are chosen: 10% O2 in N2 and the addition
of 500 ppm NO2. The MS Signal for m/e = 44 is divided by the MS signal m/e = 28
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Fig. 6.20: MS data CO2 signal m/e = 44 for TG experiments on the Euro IV diesel engine
soot with 10% O2 in N2 and the addition of 500 ppm NO2.

in order to care for change in MS sensitivity, a background is substracted. The
results are mass normalized. Fig. 6.20 reveals differences in CO2 evolution during
oxidation of the Euro IV diesel engine soot. In the case of the experiment without
NO2 the results already described in section 6.1 could be reproduced. The evolution
of CO2 begins at 380 ◦C, where also the first mass loss is observed in Fig. 6.19. The
CO2 signal goes through a maximum at 580 ◦C where the rate in mass loss also
reaches its maximum. The soot is completely oxidized at 630 ◦C, the MS signal
for CO2 drops to zero. The addition of NO2 changes the oxidative behavior of
the Euro IV soot. A CO2 evolution at lower temperatures is observed, the inset
in Fig 6.20 shows the onset to be at 250 ◦C. The maximum in CO2 evolution is at
580 ◦C, corresponding to the maximal rate in mass loss. The soot is burnt at 610 ◦C,
the CO2 signal returns to zero.

Fig. 6.21 shows the results of three ramp rate experiments to model the soot oxi-
dation. Three ramp rates are used: 2, 5, 8 K/min respectively. Fig. 6.22 shows the
results of the model free analysis for the two sets of experiments. The differences in
the curves are due to the earlier mass loss in the case of the NO2 containing atmo-
sphere. The Friedman Analysis provides information about the apparent activation
energy. The apparent activation energies for the respective oxidation experiments
are given in Fig. 6.22. The NO2 enhances the oxidation at low temperatures. The
apparent activation energy is reduced. At a higher fraction of mass loss the model
free estimation EA is unaffected. This analysis shows two major steps in the overall
oxidation. The soot oxidation appears to be governed by O2 at higher temperatures
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Fig. 6.21: Ramp rate experiments with the Euro IV soot

Fig. 6.22: Apparent activation energies calculated with the friedman analysis.
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(> 400◦C). In this way, at higher temperatures, the reaction path changes and the
direct oxidation becomes faster. In this case the NO2 concentration will not have
any influence anymore on the soot oxidation.

In order to predict the mass loss in an atmosphere of 500 ppm NO2 in 10% O2 bal-
ance N2, a model fitting is done as demonstrated in the case of the comparative
analysis. It is possible to model the reaction behavior with three steps of oxida-
tion. The model is chosen as in the previous case of the Euro IV oxidation, the
models being the same: Three independent steps, 3–dim. diffusion, shrinking core
(Table 6.4).

Table 6.4: Models and fit parameters used to describe the oxidation of the Euro IV diesel
engine soot. The results are used to calculate the predictions.

Model Step 1: 3-dim. diffusion Janders type
Model Step 2: 3-dim. diffusion Janders type
Model Step 3: 3-dim. phase boundary reaction
10% O2 in N2 10% O2 500 ppm NO2 in N2

lg A1 [s−1]: 0,38 lg A1 [s−1]: 0,67
E1 [kJ/mol]: 37,08 E1 [kJ/mol] 48,80
lg A2 [s−1]: 4,82 lg A1 [s−1]: 0,76
E2 [kJ/mol]: 130,04 E1 [kJ/mol] 47,73
lg A3 [s−1]: 8,24 lg A1 [s−1]: 8,02
E3 [kJ/mol]: 185,13 E1 [kJ/mol] 180,71
Ind. React. 1: 0,02 Ind. React. 1: 0,22
Ind. React. 2: 0,36 Ind. React. 2: 0,12

Thus the oxidation in isothermal cases can be predicted, as given in Fig. 6.23.

Fig. 6.23: Predictions for mass loss of the Euro IV soot at different temperatures in isother-
mal conditions.

The predictions of the combustion are calculated with six different temperature
settings 200 ◦C, 250 ◦C, 300 ◦C, 350 ◦C, 400 ◦C, 450 ◦C. The oxidation of soot occurs
in the case with NO2 at lower temperatures and with a higher rate as in the case
without NO2. The mass loss over time is higher.



106 Oxidation Experiments

Black Smoke soot

The BS soot is oxidized with different amounts of NO2 in 10% O2, 1.5% H2O, bal-
ance N2. The NO2 content is varied between 0 and 1000 ppm. A heating rate of
5 K/min is used in the experiments. Fig. 6.24 shows the mass loss over tempera-
ture for the different NO2 concentrations.

Fig. 6.24: Euro IV soot: TG/TPO experiments. The sample is heated in in 10% O2, 1.5%
H2O, balance N2, with varying amount of NO2 in the oxidizing atmosphere.

The NO2 concentration does not influence the mass loss behavior in the tempera-
ture range between 50 ◦C and 200 ◦C. Fig. 6.24 shows that the measurements in the
different gas atmospheres are superpositioned above each other. In the tempera-
ture range between 200 ◦C and 650 ◦C the influence of the oxidizing agent NO2 is
revealed. The mass loss over temperature is increased with higher amount of NO2

in the gas feed. The higher amount of the NO2 increases the soot oxidation. Three
examples are chosen to demonstrate this fact: At 500 ◦C, with 0 ppm NO2 in the
gas phase approximately 10% of the soot has been oxidised. In the case of 500 ppm
NO2 in the gas feed the mass loss is considerably higher: 15 %. Adding 1000 ppm
NO2 to the oxidative atmosphere results in a loss of 20% of its original mass. The
burnout temperature where the soot is completely oxidized remains unaffected for
the different amounts of the NO2.

Fig. 6.25 shows the MS Data analysis for two of the TG experiments described in
Fig. 6.24. As examples two sets of data are chosen: 10% O2 in N2 and the addition of
500 ppm NO2. The MS Signals for m/e = 44 are divided by the MS signal m/e = 28
in order to care for change in MS sensitivity, a background is substracted. The re-
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Fig. 6.25: MS data CO2 signal m/e = 44 for TG experiments on the BS soot with 10% O2 in
N2 and the addition of 500 ppm NO2.

sults are mass normalized. Fig. 6.25 reveals differences in CO2 evolution during
oxidation of the BS soot. In the case of the experiment without NO2 the results al-
ready described in section 6.1 could be basically reproduced. The evolution of CO2

begins at 400 ◦C as shown in the inset in Fig. 6.25. The signal reveals a maximum
at 645 ◦C and goes to zero at 670 ◦C as the soot is then completely oxidized. The
maximum in CO2 generation corresponds to the maximum rate in mass loss. In the
case of NO2 addition the MS signal increases at lower temperatures. The evolution
of CO2 begins at 150 ◦C. The CO2 generation is higher at lower temperatures (150–
600 ◦C) compared to the experiment without NO2. The signal shows a maximum at
a slightly higher temperature: 655 ◦C. Also under these conditions the soot is burnt
at 670 ◦C as the MS signal drops to zero.

Fig. 6.26 shows the results of three ramp rate experiments to model the soot oxida-
tion. Three ramp rates are used: 2, 5, 8 K/min respectively. In order to predict the
mass loss in an atmosphere of 500 ppm NO2 in 10% O2, balance N2 and 10% O2 in
N2. Fig. 6.27 shows the Friedman model free estimation of the activation energies
for the two sets of experiments. The differences in the curves are due to the earlier
mass loss in the case of the NOS containing atmosphere. The apparent activation
energies for the respective oxidation experiments is given in Fig. 6.27. The apparent
activation energy at low conversion is reduced. At a higher fraction of mass loss
the model free estimation EA is unaffected. This analysis shows two major steps in
the overall oxidation.
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Fig. 6.26: Ramp rate experiments with the BS soot.

Fig. 6.27: Apparent activation energies calculated with the friedman analysis.
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Table 6.5: Models and fit parameters used to describe the oxidation of the Back Smoke soot.
The results are used to calculate the predictions.

Model Step 1: 3-dim. diffusion Janders type
Model Step 2: 3-dim. Avrami–Erofeev
Model Step 3: 3-dim. phase boundary reaction
10% O2 in N2 10% O2 500 ppm NO2 in N2

lg A1 [s−1]: 0,24 lg A1 [s−1]: 0,83
E1 [kJ/mol]: 23,78 E1 [kJ/mol] 17,14
lg A2 [s−1]: 5,49 lg A1 [s−1]: 0,60
E2 [kJ/mol]: 146,18 E1 [kJ/mol] 55,27
lg A3 [s−1]: 8,75 lg A1 [s−1]: 8,04
E3 [kJ/mol]: 202,53 E1 [kJ/mol] 181,37
Ind. React. 1: 0,06 Ind. React. 1: 0,01
Ind. React. 2: 0,50 Ind. React. 2: 0,22

It is possible to model the reaction behavior with three steps of oxidation. The
model is chosen as in the previous case of the BS soot oxidation, the models being
the same: three independent steps, 3–dim. diffusion, Avrami Erofeev and 3–dim.
shrinking core (Table 6.5).

The following Fig. 6.28 shows the calculated isothermal behavior for the BS soot.
As is to be expected, the soot will not lose mass significantly during oxidation in
10% O2 in N2 at temperatures between 200 ◦C and 450 ◦C. Whereas in the case of

Fig. 6.28: Predictions for mass loss of the BS soot at different temperatures in isothermal
conditions.

oxidation with NO2 in the gas phase the oxidation is increased, the soot loses mass
significantly at already lower temperatures. In the case of a rise in temperatures up
to 450 ◦C, the mass loss over time is increased.



110 Oxidation Experiments

6.4 Discussion

6.4.1 Carbon Oxidation

The Role of O2

Two independent reaction mechanisms have been proposed for the oxidation of
graphite surfaces [119, 120]: 1. a surface migration mechanism, being the reac-
tion of the migrating oxygen molecules that are first adsorbed on nonreactive sites
(Langmuir–Hinshelwood mechanism), 2. reaction from collisions of O2 molecules
with a reactive carbon site (Eley–Rideal mechanism). The reaction mechanism ac-
cording to the Langmuir–Hinshelwood formalism consists basically of the follow-
ing steps: the physisorption of molecular oxygen on the graphitic basal surfaces,
and the diffusion of these species to defect sites that subsequently results in the
formation of carbon–oxygen surface functional groups . The Eley–Rideal mecha-
nism is initiated by the direct collision of the oxygen molecules with the graphitic
defect sites. These steps are presented in the following. The oxidation reaction is
a gas–solid state reaction which requires two independent types of electronically
different sites. One site should be electron rich to activate molecular oxygen (A);
the other site should be electron–deficient to react with activated oxygen atoms (C).
The generation of oxygen functional groups can be considered as a preparation of
intermediate states of the oxidation process of carbon to CO/CO2. One step is the
reductive activation of the reagent producing an oxygen di–anion: the following
sequence is suggested [73]:

2(A) + O2 −→ O2(ads) (6.9)

O2(ads) + 2e− −→ O2−
2 (ads) (6.10)

O2−
2 (ads) + 2e− −→ 2O2−(ads) (6.11)

O2−(ads) + (C) −→ CO(ads) + 2e− + (A) (6.12)

This can either occur by chemisorption and reductive dissociation at the basal planes
of sp2 carbon, or by direct activation of a radical centre formed by a dangling bond
of an sp2/ sp3 carbon atom at the surface. For materials such as the investigated
soot and carbon black whose graphenes are characterized by highly reactive edge
planes, oxidation does not necessarily require physisorption. Thus, the oxidation
mechanism of the graphenes, involves only a single step, which is the Eley–Rideal
mechanism. As these centres are very reactive they will only be present during
gasification or during formation of solid carbon from atomic carbon sources. In this
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Fig. 6.29: Reaction of molecular oxygen with an armchair edge of a graphene sheet.

mechanism, the oxidation of a carbon surface is initiated by the direct collision of
an oxygen molecule with the reactive edges (armchair or zig–zag) of the graphene
sheet [119, 120]. Oxygen molecules approaching the edges of graphenes (Fig. 6.29)
are reduced by charge transfer from the carbon atoms in these planes. This breaks
the O–O bond exothermically without an activation barrier, and results in the for-
mation of carbon–oxygen functional groups. The necessary electrons come from
the conduction band of the graphite valence electrons. The second reaction is the
diffusion of the activated oxygen di–anion to a site of covalent bond formation
which must be a prismatic edge/defect site in sp2 carbons. In strongly bent car-
bons of fullereneoid structures this site may also be a localized double bond at the
curved graphene sheet where an epoxide ring structure is formed. At too high tem-
perature the C–O complex will desorb as CO. At too high temperatures and under
excess of activated oxygen a CO2 group will form and desorb as carbon dioxide.
This is described with the following sequence:

CO(ads) −→ CO(gas) + C (6.13)

O2− + CO(ads) −→ CO2(ads) + 2e− + (A) (6.14)

CO2(ads) −→ CO2(gas) + C (6.15)

This sequence of events requires two sites ranging from ionic to covalent or to a dis-
tribution of sites with varying energy of oxygen chemisorption. A sketch of the re-
action is given in Fig. 6.30. This process requires the presence of weakly bound elec-
trons in order to split the oxygen double bond (step 1 in Fig. 6.30). Such electrons
are available on the basal planes of graphitic carbon. A are the graphene planes
with their delocalized electrons more weakly bound than in aromatic molecules.
The oxygen atoms will diffuse (step 2) on the surface using their excess dissociation
energy until they either recombine and desorb or find a structural defect C where
they can form a covalent bond to carbon (step 3, 4). This reaction is a an oxida-
tion reaction in which the directly bonding carbon atom loses two electrons which
flow back into the reservoir of the graphene layer. The resulting CO complex can
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either desorb (3a, 4a) or survive depending on the energy available. This amount
of activation energy depends on the carbon microstructure and onto which site the
carbon is bound to. The desorption of the oxidation product leaves in any case an
empty site for a new attack of an oxygen atom. An efficient oxidation requires the
presence of electrons from graphene layers and sufficient defect sites for reaction of
the activated carbon. At intermediate temperature a carbon oxygen group with low
disturbance of the graphene will form. At very low temperature a complex carbon–
oxygen group with strong disturbance of the graphene layer will form. It occurs
that reaction temperature and abundance of activated oxygen (partial pressures)
are important parameters determining the chemical nature of resulting functional
groups as well as the specific ease with which a given carbon–oxygen functionality
is formed. This renders it clear that on structurally inhomogeneous surfaces (pris-
matic faces and defects) a wide variety of functional groups will begin to exist as
soon as the reaction temperature is too low to permit a complete oxidation.

Fig. 6.30: Sketch of the model for carbon oxidation. The steps of adsorption and dissoci-
ation of the oxygen, the formation of oxygen functional groups as well as the
desorption of Co and CO2 respectively are shown.

The oxidation rate of carbonaceous materials in air is strongly dependent on param-
eters such as the surface area and crystallographic structure. The crystallographic
structure of carbon consists of distinct surface sites, i.e. basal plane and edge sites.
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Highly graphitized carbons have a preponderance of basal plane sites that are less
reactive than disordered carbons that contain a larger fraction of edge or active
sites.

The Role of NO2 in addition to O2

Due to its reactivity, NO2 initiates the creation of O–containing sites intermedi-
ates [118, 121], which are more reactive than the complexes that have already ex-
isted. As a consequence, O2 is able to react with them [8,122–124]. In the following
the NO2/O2–soot reaction phenomena are discussed based on reaction mechanism
schemes [125]. As basis, the generally accepted reaction scheme for the oxidation
of carbonaceous material is used. In the NO2/O2 mixture the formation of oxygen
groups is initiated by NO2, the reactions are described as in Fig.6.31.

Fig. 6.31: Sceme showing the generation of surface functional groups in the oxidising at-
mosphere.

The decomposition of oxygen functional groups can occur through thermal disso-
ciation of intermediates or through the reaction with O2 (Fig. 6.32a) and NO2 (Fig.
6.32b):

Fig. 6.32: Oxidation of surface oxygen groups during the oxidation process.

In the genesis of oxygen functional groups with NO2/O2 mixture, O2 is present
abundantly in comparison to NO2. So, among the total oxidation of the oxygen
surface groups, the Oxidation with O2 will dominate the reactions. According to
the reaction scheme, O2 plays a role in the formation of less stable complexes and in
the decomposition of the oxygen functional groups. It is suggested that carboxylic
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acid and/or lactone are the major species responsible for the CO and CO2 forma-
tion [126, 127].

6.4.2 Linking Microstructure with Reactivity

Within the carbon black literature, various models have been developed to describe
the structure of soot. Long considered equivalent to amorphous carbon, soot does
not possess a periodic crystalline structure. Instead, short graphene segments are
often found grouped together in short stacks, called crystallites. Within each crys-
tallite, the segments of carbon atom layer planes are stacked and randomly rotated
with respect to each other along the c–axis, an arrangement called turbostratic
structure as seen in the HRTEM micrographs. The dimensions of the crystallite
stacks vary considerably between different carbon blacks (Fig. 4.12). Additionally
theoretical models for carbon gas phase reactions have been developed [128].

It is particularly important to note that the basic unit of soot, the graphene segment
with planar dimensions of generally less than a few nanometers, consists of carbon
atoms located at basal plane and edge site positions. Yet by atomic similarity with
coal char [129–131] and graphite [132–134], the relative number and accessibility
of potential reactive carbon layer edge sites (aryl C–H bonds) is dependent on the
soot nanostructure. These sites are potentially accessible for reaction with O2 or
NO2 (oxidation). Larger (longer) graphene layer planes, larger (and hence fewer)
crystallites and concentrically oriented crystallites (lower edge site accessibility) re-
sult in fewer potential reaction sites [11], or sites of lower reactivity. As revealed by
the combination of the TEM measurements and the TG experiments, the fullerenoid
small graphenes are more easily oxidized than the stacked flat graphenes forming
the BSUs and the spherical particles. Thus, the number of such potential sites is
a direct reflection of the detailed soot particle nanostructure. Graphite oxidation
proceeds anisotropically, i.e. the reactivity of basal plane carbon atoms is far lower
than that of edge site carbon atoms [134]. Consistent with these results are the
measured oxidation rates of graphitized carbon blacks exhibiting higher threshold
temperatures and much slower rates than the non–graphitized GfG Soot and the
Euro IV HD diesel engine soot.

Geometrically, carbon atoms in edge sites can form bonds with chemisorbed oxy-
gen due to the availability of unpaired sp2 electrons. Carbon atoms in basal planes
have only shared π electrons forming chemical bonds. Consequently, the observed
reactivity will be an average of basal vs. edge site carbon atom reactivities for
graphitic layer planes of finite dimensions [135]. As the layer plane size decreases,
the number of edge site carbon atoms will necessarily increase in proportion to the
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number of basal plane carbon atoms, allowing one to expect the overall reactivity to
increase. This leads to the observed structure reactivity correlation. The GfG soot,
for example, is more easily oxidized due to the small strong bent graphenes. The
Furnace Soot and the Lamp Black exhibit flat graphenes stacked to form the well
known BSUs. Here the material is less prone to oxidation. In addition to the size
of the graphene segments, their relative curvature will also impact on their oxida-
tion rate. Curvature arises from non–6–membered rings within the aromatic frame-
work. This curvature imposes bond strain as the orbitals overlap, and the electronic
resonance stabilization is lessened [136]. Therein the C–C bonds are weakened and
individual atoms are more exposed, i.e. they are more susceptible to oxidative at-
tack [137, 138]. It is for these same reasons that fullerenes and carbon nanotubes
are less resistant toward oxidation than planar graphite. A larger degree of cur-
vature (smaller radius of curvature) increases the imposed bond strain and hence
the resistance toward oxidation decreases, as has been found for carbon nanotubes
of different diameters [139, 140]. This duality of reactive sites forms the physical
basis for the soot oxidation rate expression which takes into account both edge and
basal plane carbon sites and their associated reactivities [141]. This semi-empirical
model is based on pyrolytic graphite, a structure with extended basal planes and
correspondingly few edge site carbon atoms. Consequently, the overall oxidation
rate would be expected to be relatively low compared to most other carbons pos-
sessing a less graphitic structure as in the case of the soot. It still is an issue to find
a corresponding model or rate expression that takes into account the curvature of
graphitic layer planes and the associated impact upon oxidative stability. The ef-
fects of oxygen and hydrogen heteroatoms has always to be taken into account.
The overall reactivity of a soot particle toward oxidation depends upon its nanos-
tructure, i.e. the size, orientation, and organization of the graphene layer planes.
Variations in the graphene layer plane dimensions, curvature, and relative orien-
tation influence the reactivity of the individual graphene segments, and hence the
overall particle reactivity, as evidenced in the TEM/TG experiments.

The GfG Soot is the most reactive soot of all four investigated materials. The reason
is the very defective structure which is observed in the TEM micrographs. The ma-
terial consists of fine subunits not larger than 3 nm building up agglomerates with a
high surface area. Strongly bent graphenes lead to localized double bonds resulting
in an olefinic structure [16]. Theoretical investigations of nanocarbons predict the
influence of geometric changes on chemical properties (increasing reactivity upon
increasing curvature) [142,143]. The graphenes in this soot are small as seen in Fig.
4.10a. This increases the ratio of carbon atoms on graphene edge sites to carbons in
the center of the graphene sheet. A high ratio between border carbon and graphene
carbon is equivalent to high reactivity and the carbon is more easily converted to
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CO2. Carbon atoms in edge sites can form bonds with chemisorbed oxygen and
hydrogen due to the availability of unpaired sp2 electrons, while carbon atoms in
basal planes are more aromatic, having only shared π–electrons to form chemical
bonds [12]. TEM and TPO results are in perfect agreement, as evidenced by the low
apparent activation energy that is needed to oxidize the GfG Soot (130 kJ/mol). The
coordination of the carbons in the defective graphenes must be completed, and this
is achieved through functional groups as shown in the DRIFT spectra. Additionally
oxygen containing functional groups attached to non six membered rings may oc-
cur as very reactive sites [108]. The high reactivity is expressed in an early CO2 evo-
lution starting at 250 ◦C. The first maximum in the CO2 profile at 340 ◦C coincides
with a considerable H2O evolution, indicating the combustion of the hydrogen–
rich functional groups. The second maximum in CO2 production (at 520 ◦C) is
accompanied by a smaller H2O signal and is most likely due to the oxidation of the
remaining graphenes.

The Euro IV heavy duty diesel engine soot is less reactive than the GfG Soot but
still more than the BS Soot and the Furnace Soot. The analysis of the apparent
activation energy necessary to oxidize the Euro IV Soot results in an intermediate
value: 150 kJ/mol. One reason is seen in the size distribution of primary particles,
the majority of the particles has a size of 10 – 15 nm. Comparing the TEM images
the Euro IV Soot appears more compact and thus less accessible to oxygen than the
GfG Soot. However, the crucial reason is seen in the multi–shell like fullerenoid
structure with the defective surface. The defective non six membered rings may
produce, as already described for the GfG Soot, highly localized olefinic electronic
structures prone to the addition of molecular oxidants [144]. However, the DRIFT
spectra do not reveal C–H vibrations as for the GfG Soot but predominantly C=O
and O–H vibrations. As a consequence the MS–data from the TPO studies show an
onset of H2O evolution at a lower temperature than the evolution of CO2. Not only
the morphology but also the surface chemistry of the Euro IV Soot differs from that
of the GfG Soot.

The BS Soot as well as the Furnace Soot is less prone to oxidation due to the well
developed graphitic properties. The graphenes are flat, indicating a less defective
structure. One observes domains where graphenes are stacked forming graphitic
nanocrystallites. The ratio of ”border” to ”in plane” carbons is low. These struc-
tures decrease the reactivity [58, 141]. Additionally the local density is higher. The
higher apparent activation energies, 160 and 210 kJ/mol, as obtained from the TG
measurements, are a clear indication of these influences [9]. A lower amount of
defects should result in fewer functional groups and this is reflected in the DRIFT
spectra. However the spectra do not differ significantly from that of the Euro IV
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Soot. In the case of the BS Soot, the MS-data show a slight H2O – formation at tem-
peratures around 320 ◦C. In the case of the Furnace Soot, such a signal is missing.

The high rate of oxidation of the GfG Soot and the Euro IV Soot is due to the de-
fective graphenes that are more reactive than these of the BS Soot and the Furnace
Soot. The TG analysis shows that the fullerene–like soot is easier to oxidize than
well graphitized samples. This morphology/microstructure – controlled reactivity
of soot is in agreement with earlier findings in temperature–programmed oxida-
tion studies [145] which show that as the concentration of non–six–membered car-
bon rings with their olefinic electronic structure increases, and with the presence of
chemically reactive prism edges, nanocarbons with fullerenoid structure become
more reactive than the more graphitized technical carbon blacks.

The oxidation experiments of the GPAH also reveal a structure reactivity correla-
tion. The Graphene Ribbon structure is more prone to oxidation than the more
graphite like the HBC C42H18 or the C96H24, Fig. 6.11 and Fig. 6.12. The Graphene
Ribbon shows an increased reactivity at lower temperatures (300 ◦C). This is due to
the bent graphene ribbons resulting in an overall more polyolefinic structure. As
already described for the soot samples the structure is expected to show a higher
reactivity. The graphitic stacked HBC and C96H24 are less prone to oxidation due
to the more graphitic properties as already evidenced by the TEM and EELS exper-
iments. The H2O signal emerging from the three samples stems from the C–H ter-
mination of the graphenes. As a conclusion on the structure reactivity correlation
experiments, the Graphene Ribbon structure is the most suitable for a comparative
analysis between soot and synthetic materials. The other platelet–like materials are
”too perfect” to serve as real model single graphenes, as their structure does not
inhibit different oxygen functional groups.

6.4.3 Linking Gas Phase with Reactivity

The influence of NO2 and H2O on diesel engine soot oxidation has been inves-
tigated in various studies prior to this work. The oxidation of the carbon black
Printex–U, graphite and activated carbons in presence of NO2, O2 and NO [146]
on soot aerosols [147] as well as on diesel engine soot [148] have been investigated.
Phenomenological models for soot oxidation were presented [118, 149–151]. Other
groups investigated the influence of O2 and NO2 on the generation of surface oxy-
gen groups [127, 131, 152, 153]. The influence of an optimized design of particulate
traps on the soot oxidation are tested [126], as well as the influence of engine set-
tings and exhaust gas temperatures [121]. Other groups report the soot – nitrous
oxide interactions under atmospheric conditions [154].
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It is generally accepted, that NO2 enhances the oxidation of soot and carbon black.
The effect of induced reactivity with higher amount of NO2 is an effect of enhanced
graphene functionalization with oxygen groups. This effect takes place due to the
easier dissociation of NO2 on graphenes in comparison with the O2. It has been
shown in a recent ab initio modeling study of the oxidation of the basal plane of a
graphene that the initial step is chemisorption of an oxygen atom across a C–C bond
of the graphene sheets. The calculated binding energy of the chemisorbed oxygen
atom is 250– 300 kJ mol−1, which must be compared with the bond dissociation en-
thalpies D(O–O) = 498 and D(ON—O) = 306 kJ mol−1. The reaction is exothermic,
but enhanced with NO2 due to the lower dissociation energy. Transferred to the re-
sults of soot and carbon black oxidation, this means that at lower temperatures the
first step to the oxidation of the carbons, being the functionalisation, is enhanced.
The total oxidation of the carbon to CO2 occurs at lower temperatures.

When comparing the oxidation in various amounts of NO2, it is apparent that
highly functionalized graphenes are less prone to an enhancement of oxidation
with NO2. The GfG soot does not display such significant differences in the oxi-
dation curves as the Euro IV or the BS soot. From the TG experiments it is apparent
that the influence of the oxidation of the soot through NO2 is dominant at temper-
atures between 200 ◦C and 450 ◦C. The first step of creating an oxygen functional
group is easier due to the strong oxidative properties of the NO2.

This is even more evidenced in the calculated predictions for the isothermal oxida-
tion. Where at low temperatures (200–350 ◦C) in the case of the BS soot the mass
loss over time would not be significant (range of 5% mass loss after 6 h of oxidation)
the addition of 500 ppm NO2 to the oxidizing gas atmosphere enhances the oxida-
tion (20% mass loss). The addition of NO2 increases the oxidation of the graphitic
parts of the soot. Apparently the oxidation of graphitic material with O2 only does
not take place at temperatures below 400 ◦C, here the oxidation, when O2 and NO2

is present, is dominated by the interaction of the NO2 with the single graphenes.

NO2 lowers the apparent activation energy at temperatures relevant for diesel soot
oxidation. For temperatures between 50–350 ◦C, activation energies from 50 –
80 kJ/mol are reported. This correlates well with the data found with the model
free estimation (Friedman) or the model fitting routines discussed earlier.

Nevertheless, the general soot nanostructure plays an important role in the overall
reactivity. Different reaction rates and activation energies are reported in the litera-
ture. In many cases this is attributed to different experimental setups. In this work
it is obvious, that the differences in activation energies and rates stem from the dif-
ferences in microstructure of the soot. So even in the case of gasification of soot
with NO2, the structure reactivity correlation discussed in the section 6.4.2 before
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holds. It is important to mention that in the case of the GfG soot the overall reaction
is enhanced but not as significantly as in the case of the Euro IV soot or even the
BS soot. It seems that the more functionalized the graphenes are, the less the soot
oxidation could be enhanced. If the soot is more graphitic, the overall functional-
ization is enhanced, probably NO2 generates thermodynamically favored surface
functional groups that play the key role in carbon oxidation at temperatures less
than 400 ◦C.

H2O enhances the soot oxidation slightly. This is also reported by other investiga-
tions. The H2O might undergo a water–gas–shift reaction. Another possibility is,
that the water enhances the functionalisation of the graphenes with lactones, car-
boxyl or anhydrides. These groups are then responsible for an overall enhanced to-
tal conversion of the soot samples to CO2. Another explanation for the role of water
is that the decomposition of surface oxygen groups as soot oxidation intermediates
is enhanced. This is, of course, beneficial in view of commercial application because
about 2—10% water is always present in the exhaust stream.

Overall the NO2 rich atmosphere enhances the soot oxidation at lower tempera-
tures. The enhanced reactivity of soot emitted from modern diesel engines plays an
important role in the exhaust after–treatment. With both of these issues the diesel
engine exhaust after–treatment is feasible at temperatures typical of the exhaust
train.
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Chapter 7

Conclusion and Outlook

TEM, EELS (discussed in chapter 4) and the surface sensitive techniques DRIFTS
and XPS (discussed in chapter 5) are very powerful in order to understand physical
properties of carbons, in this work soot materials. HRTEM investigations give an
insight into the defective graphite like structures. Soot consists of spherical parti-
cles built up of stacked graphenes, the BSU. Part of the soot exhibits a fullerenoid
morphology with strong bent and defective graphenes. The Euro IV diesel en-
gine soot consists of graphitized spherical particles and of a fullerenoid part. The
fullerenoid soot exhibits strong bent graphenes. The spark discharge (GfG) soot is
a fullerenoid soot, spherical particles are not found. Black Smoke soot, the Furnace
Soot and the Lamp Black, in contrary, mainly consist of spherical particles. EELS
spectra show the predominant bonding behavior of the carbon. A direct quantifi-
cation of the sp2/sp3 ratio is possible. Superimposed on the direct quantification of
the bonding are contributions from bonds to hydrogen and/or oxygen. However,
the amount of oxygen bound to the carbon surface is measured with DRIFTS and
XPS. The trends in the degree of graphitization are mirrored. The more defective
the soot material is (smaller and stronger bent graphenes) the higher the amount
of oxygen is. With these study it is demonstrated that soots from various sources
are structurally different and need to be thoroughly investigated in order to draw
further conclusions about reactivity and potential health risks.

The TG/TPO investigations (chapter 6) show that soots and carbon black materials
from different sources exhibit different reactivities. The onset temperature as well
as the temperature, where carbons are completely oxidized is different. The defec-
tive carbons as the spark discharge GfG Soot and the Euro IV Soot oxidize faster
than the well graphitized soot samples (Black Smoke soot and Furnace Soot). This
can be correlated with the micromorphology and the functionalization of the soot
materials.
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The fact that soot from modern Euro IV diesel engines is more easily oxidized,
might give new impulses for exhaust treatment technologies. One has to be aware
that model soot substances have to be carefully chosen and investigated for any
future development. The choice of adequate model carbon systems is crucial for
the understanding of the reactivity of the carbonaceous materials. NO2 enhances
the soot oxidation at low temperatures. Nevertheless soot from different sources,
with their unique microstructure, will still exhibit differences in the reactivity.

Fig. 7.1 illustrates these results. The graph shows the main results of the structure–
reactivity relationship described in this work. On the left side scale the correlation
of microstructure (Table 4.1) resulting in oxygen functional groups (Table 5.1) is
plotted. The Microstructure is quantified with the HRTEM investigations, the oxy-
gen functional groups are measured and quantified with XPS. On the right side
scale the reactivity correlation, giving the amount off mass loss after 6 h of oxida-
tion in 5% O2 in N2 measured in TG experiments (Fig. 6.3), is plotted.

Fig. 7.1: Graph showing the main results of the structure–reactivity relationship described
in this work. On the left side the correlation of defects resulting in oxygen func-
tional groups Table 4.1 and 5.1. On the right side the reactivity correlation, giving
the amount off mass loss after 6 h of oxidation in 5% O2 in N2 measured in TG
experiments Fig. 6.3. The smaller the graphenes, the higher the functionalization
and the reactivity.

The reactivity of the small fullerene–like soot originating from the heavy duty test
diesel engine optimized to fulfill the Euro IV conditions may have consequences
for the future development of exhaust treatment systems. Certainly the reduction
of particle size is undesirable due to potentially easier access of the fine particles
to human lung membranes. However it seems that, from the physico–chemical
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point of view the formation of fullerene–like soot in optimized diesel engines is
an indicator of the improvement in diesel engine combustion systems. The small
particle size, highly defective surface structure, and more easily oxidized fullerene–
like soot, identified in this work, are favorable for the catalytic automotive pollution
control, if the substance can be converted to CO2 completely. With an appropriate
particulate trap, and choice of oxidative atmosphere, it is feasible to oxidize the
investigated Euro IV soot at temperatures relevant for the exhaust gas train. This
is shown with the combined effect of the enhanced oxidative properties of the NO2

and the soot microstructure.

The present work is also relevant for health risk assessments: the reduction of
the emitted soot particulate mass is not automatically beneficial for environmen-
tal protection and for reducing the epidemiological effect for human health. The
risk of the technological achievement of reducing the mass is a shift of structural
and chemical properties of the particles of a novel quality with adverse potential,
as the soot becomes smaller in size and carries a large amount of OH groups on
the local defective sites of the rough surface of the fullerenoid soot. Of relevance
is further the similarity in size of surface features of the fullerenoid soot and typi-
cal dimensions of enzymatic pockets resulting in the possibility of a geometrically
matching interface between inorganic materials and the biosphere. However and
fortunately, this new risk potential stands opposite to the fact that, due to the same
microstructural/surface–chemical reasons, the fullerenoid soot is more reactive to-
wards oxidation. It is easier to be eliminated.
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Ultramicroscopy 102 (2004) 61.
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Production of Different Carbon Forms by Electric Arc Graphite Evaporation,
Ber. Bunsenges. Phys. Chem. 101 (1997) 712.

[47] A. Sharma, T. Kyotani, A. Tomita, Direct Observation of Raw–Coals in Lat-
tice Fringe Mode Using High–Resolution Transmission Electron Microscopy,
Energy & Fuels 14 (2000) 1219.

[48] H. S. Shim, R. H. Hurt, N. Y. C. Yang, A Methodology for Analysis of 002
Lattice Fringe Images and its Application to Combustion–Derived Carbons,
Carbon 38 (2000) 29.

[49] A. Goel, P. Hebgen, J. B. V. Sande, J. B. Howard, Combustion Synthesis of
Fullerenes and Fullerenic Nanostructures, Carbon 40 (2002) 177.

[50] F. Tuinstra, J. L. Koenig, Raman Spectrum of Graphite, J. Chem. Phys. 53
(1970) 1126.

[51] R. Escribano, J. J. Sloan, N. Siddique, N. Sze, T. Dudev, Raman Spectroscopy
of Carbon–Containing Particles, Vib. Spec. 26 (2001) 179.

[52] R. F. Egerton, M. J. Whelan, Electron Energy Loss Spectra of Diamond,
Graphite and Amorphous Carbon, J. Elec. Spec. Rel. Phen. 3 (1974) 232.

[53] H. Daniels, A. Brown, A. Scott, A. Scott, T. Nichells, B. Brand, R. Brydson,
Experimental and Theoretical Evidence for the Magic Angle in Transmission
Electron Energy Loss Spectroscopy, Ultramircoscopy 96 (2003) 523.
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[74] C. Jäger, H. Mutschke, T. Henning, Optical Properties of Carbonaceous Dust
Analogues, Astron. Astrophys. 332 (1998) 291.
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cela m’a fait beaucoup plaisir. Last not least I have to thank the youngsters from the
”Seglervereinigung Havel e.V.” who did a great job in distracting me from work in
case I did (and didn’t) need it.

... to the family, they know why.


