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Abstract

The aim of this work is to investigate the effects of halogens on tropospheric ozone and
related tracers. Observations made in the polar regions have shown that large and episodic
bromine emissions from sea ice in spring lead to substantial ozone depletion in the atmo-
spheric boundary layer. It has been therefore postulated that the lack of halogen processes
in chemistry-transport models of the troposphere could explain some discrepancies with ob-
servations.

We focus on bromine chemistry, because it is more efficient in ozone depletion than chlo-
rine in the troposphere, and it has potentially higher emissions than iodine in the global
tropospheric scale.

We chose the three-dimensional global chemistry transport model MOZART4 for our in-
vestigations, and expanded it with the relevant bromine chemistry, emissions and losses to
the atmosphere. The use of a global model allows us to study the relative importance of
the most relevant sources of bromine in the troposphere: bromocarbons, sea salt aerosols,
and frost flowers. Frost flowers are sources of bromine located in the polar regions. Our
experiments indicate that polar sources roughly account for 65% of yearly global bromine
emissions, bromocarbons for 26%, and sea salt aerosol emissions for 9%. The latter emis-
sions are probably underestimated. However, to improve the bromine emissions from sea salt
particles, we need to take into consideration the acidity of the particles. This is a crucial
characteristic of the particles that determines how much bromine is available for oxidation,
thus producing bromine species that will be released from the particle into the gas phase.

Bromine oxide (BrO) concentrations associated with a vertical tropospheric total column
density (VTCD) in the order of 1013 molecules/cm2 correspond to an ozone loss of 40-100%
compared to a case in which the bromine chemistry is ignored. GOME satellite retrieves
values of BrO VTCD in the order of 1013 molecules/cm2 over the polar regions at local
spring. The effect of bromine chemistry on ozone is regional, and is due to polar emissions.
Effects on species other than ozone are visible in larger geographical areas, and are mainly
due to emissions of bromocarbons, mostly by the ocean.

The inclusion of the bromine chemistry in the model decreases the simulated oxidising
capacity of the atmosphere. The performance of MOZART4 improves for species associated
with the oxidation capacity of the atmosphere (CH3OOH, PAN, H2O2), which usually are
overpredicted, and for species that are oxidised (CO, alkanes), which are usually underpre-
dicted. The over and underprediction are in some cases greatly reduced.

The effects of bromine chemistry on the HO2/OH and NO2/NO concentration ratios are
different from other modelling experiments and predictions reported in the literature. The
expected effect is an increase for HO2/OH and a decrease for NO2/NO. We observe the same
behaviour in the model, except in locations where the rate of bromine emission is high. We
parameterise the emissions of bromine from sea salt aerosols and sea ice (proxy for the frost
flowers and sea salt in the snowpack) using heterogeneous chemical reactions with BrONO2

and HOBr reactants. This implies that the NO2 and the OH that are part of the reactant
molecules are removed from the atmosphere. Therefore the values of the concentration ratios
have a different tendency than in model experiments in which bromine is produced as a simple
flux.
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Chapter 1

Introduction

This work aims to describe the impact of halogenated species on tropospheric ozone (O3).
Halogenated species are in the focus of this study, because they are involved in the ozone
destruction in the atmosphere. Despite the relatively small concentration of halogenated
species in the atmosphere, their ozone destruction potential is high, because of the catalytic
mechanism of ozone depletion that regenerates halogenated species making them available
for further reactions with ozone.

Ozone is a reactive oxidant gas produced naturally in trace amounts in the Earth’s at-
mosphere. In the troposphere, it is formed by photochemical reactions in the presence of
so-called precursors such as CO, NOx and volatile organic compounds. In the stratosphere it
is formed mainly by the reaction of molecular oxygen and atomic oxygen, the latter of which
is a product of O2 photolysis. A fraction of the ozone present in the troposphere is advected
from the stratosphere. Ozone is central to the chemical and physical properties of both the
stratosphere and troposphere. Most ozone (about 90%) is found in the stratosphere, where it
constitutes a protective layer against the penetration of biologically harmful UV-B radiation.
In the troposphere, ozone concentrations are about 10-100 ppb (parts per billion) in volume
mixing ratio. Despite this low concentration, it plays an important role in the troposphere
as a greenhouse gas and serves as a source of OH radicals, which drive the tropospheric
chemistry during the day. OH radicals are the most important cleansers of the atmosphere,
converting species like the pollutant CO, the greenhouse gas CH4 or CH3Br, which deplets
stratospheric ozone, into oxidized forms, which may be removed from the atmosphere rather
rapidly. Thus, tropospheric O3 plays a critical role in determining the oxidising and cleansing
efficiency of the atmosphere [18]. Ozone is commonly known for being toxic for biological
organisms. The use of fossil fuels by humans has lead to an increase in the concentration
of ozone precursors. The effect on the complex chemical cycles that form and remove ozone
from the troposphere means that, since the industrial revolution, the net chemical source1 of
ozone globally increased by a factor of 5 ([133], page 262, table 5.8). Toxic levels of ozone
are found locally, posing a threat to human health, animals [84], and plants, in this last case
lowering agricultural yields.

The models that simulate ozone in the troposphere show significant discrepancies with ob-
servations. With this work, we like to contribute to the fundamental scientific understanding
of tropospheric ozone, and improve the modelling of chemistry. For this purpose, we study
possible mechanisms for the O3 destruction by halogens.

1Net chemical source is the excess of production over destruction through chemistry. The ozone budget
includes also the transport into the troposphere from the stratosphere and deposition on the Earths surface.
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The troposphere is the lowest level of the atmosphere, extending from the Earth’s surface
up to the tropopause, which is at 10 to 15 km altitude depending on latitude and season.
The troposphere is characterised by decreasing temperature with height and rapid vertical
mixing. The next layer is the stratosphere, characterised by increasing temperature with
altitude and low mixing. We will focus on tropospheric chemistry, in particular how it is
affected by halogens.

Halogens including chlorine (Cl), bromine (Br), and iodine (I) are very reactive and are
injected in the atmosphere mostly as organic compounds named halocarbons or organohalo-
gens. The higher the atomic weight of the halogen the lower the lifetime of the respective
halocarbon due to its lower chemical stability. Another straightforward rule (and as every
rule with exceptions) is that the higher the number of a kind of halogen in a compound, the
lower the lifetime, corresponding again to its lower chemical stability. Figure 1.1 sketches
the relative importance of halocarbons as sources of reactive halogens in the troposphere and
stratosphere. We can observe that halocarbons of anthropogenic origin generally are more
stable than halocarbons of natural origin. Consequently, their atmospheric lifetimes are dif-
ferent and they determine the atmospheric regions where the reactive inorganic halogenated
species are released. The main degradation path for halocarbons is the photolysis and the
oxidation through reaction with OH. In the troposphere, the halocarbons of anthropogenic
origin (CFCs - chlorofluorocarbons, halons) as sources of reactive halogens are not impor-
tant, since their chemical structures are too stable to be affected by the penetrating solar
ultraviolet radiation. Only at higher altitudes, the energy of radiation is sufficiently high
to dissociate them. The consequent release of the inorganic halogens leads to the so called
stratospheric ”Ozone hole”, the ozone depletion produced by stratospheric halogen-induced
photochemistry [115]. The halocarbons that may have an impact on the troposphere are
mostly from natural origin. When compared to anthropogenic halocarbons, natural halocar-
bons contain a higher mole fraction of bromine and iodine atoms than chlorine, and contain
no fluorine.

The ozone destruction in the troposphere is linked to catalytic reactions dominated by
bromine [13, 16, 126, 93]. The explanation for the bromine proeminence in the tropospheric
halogen chemistry lies in the particular reaction pathways of each halogen compound in the
troposphere, and specifically reaction with organic compounds and NOx 2. Heterogeneous
chemistry also plays a very important role. Its effect, however, remains poorly quantified,
and will be examined in this study.

1.1 Halogens in the troposphere and their possible impact on

ozone

Chlorine plays a role in the VOC 3-NOx cycle that leads to ozone formation in the troposphere
(R1, R2 are arbitrary organic radicals):

Cl + R1CH2R2 → HCl + R1C
•(H)R2 (1.1)

R1C
•(H)R2 + O2 → R1C(H)(OO•)R2 (1.2)

R1C(H)(OO•)R2 + NO → R1C(H)(O•)R2 + NO2 (1.3)

2NOx = NO + NO2
3VOC - Volatile Organic Carbons
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Figure 1.1: Most important sources of reactive halogen species in the atmosphere. The size
of the ellipses indicates the relative atmospheric burden of reactive halogens generated by the
respective organohalogen. If a substance contains various halogens the size of the ellipse refers
to the contribution of this organohalogens to the burden of reactive bromine only. Bromine
is probably the most important halogen in the global troposphere. Solid ellipses mean that
those substances contain bromine. Empty ellipses mean no bromine and the burden will
come from Cl or I; green means natural origin; grey/black means anthropogenic origin of the
respective compounds.

NO2 + hν(λ < 420nm) → NO + O(3P ) (1.4)

O(3P ) + O2
M→ O3 (1.5)

Bromine does not play a similar role, because its reaction rates with organic compounds
are generally much slower than similar reactions with chlorine [6]. On the contrary, bromine
has an efficiency of ozone depletion in the troposphere that is 40% higher than that of chlo-
rine. Iodine is even more efficient, but, because there are many unknowns regarding chemical
kinetics, sources and sinks, its impact on ozone is still very uncertain. The best known
organoiodide is CH3I, with a global annual emission of around 2 Gmol/year [19]. However,
many other organoiodine compounds exist, but due to their high photochemical instability
they normally occur in atmospheric concentrations below the detection limit of current instru-
mentation. The high photochemical instability of the iodine halocarbons limits the chemical
impact of iodine to the boundary layer, and due to their main origin in coastal regions, to
the coastal marine boundary layer. McFiggans and co-workers [75] made a simulation study
with a box model of the marine boundary layer including iodine chemistry. They tuned the
model in order to achieve a good agreement between observations in Mace Head and Tenerife
and the simulation results. They found that iodine-catalysed chemistry could account for up
to 13% of O3 net destruction in the marine boundary layer. The impact of iodine is closely
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linked to heterogeneous chemistry of bromine and chlorine. This permits the recycling of
the iodine to the gas phase in the form of IX (X = Cl and Br). However, because iodine
is not an important element in sea salt, it is not emitted in similar quantities like chlorine
and bromine. Therefore, it is unlikely that it will have a significant effect on the global
tropospheric chemistry.

Consequently, bromine with relatively high emissions coming from natural halocarbons,
relatively high content in sea salt, and low reaction rates with organic molecules, is in principle
the most important halogen regarding its potential influence on ozone concentrations. This
is supported by observations (see for example reference [11]), since Barrie and co-workers [13]
first proposed it based on measurements of bromine4 collected on cellulose aerosol filters at
Alert (Canada).

The first evidence of the effect of reactive halogen species (RHS) on the tropospheric
chemistry came in the mid-eighties with the observation of ozone depletion episodes in the
Arctic region, when ozone concentration levels reached very low values (a few ppb or even
less) [83, 17]. In later years, more field work showed that these episodes are consistently ob-
served year after year at polar sunrise (e.g. [122, 114]). They were called ”Polar Tropospheric
Ozone Hole” episodes, and are observed for periods of hours to weeks over a large horizontal
and vertical domain. The ozone concentration levels observed during the ”Polar Tropospheric
Ozone Hole” episodes were anti-correlated with bromine sampled in collected particles and
with BrO concentration levels measured through long-path optical absorption (the reaction
of Br with ozone yields BrO - reaction (1.6), so that the presence of BrO in the troposphere
is an indication of ozone depletion). Similar ozone depletion events occur in the Antarctic
region during local spring [48, 38, 131], but they are less pronounced [52]. These episodes
are generally associated with weather situations that trap the air at the planetary boundary
layer, promoting the accumulation of reactive bromine species to high concentration levels.
The vertical structure of the ozone depleted layer was found to be distinct between the po-
lar regions: in the Arctic the trapping is due to boundary layer temperature inversions, in
the Antarctic this is observed due to catabatic surface winds [137, 122]. The existence of
light during the ozone depletion events is necessary because bromine chemistry is driven by
photolysis reactions.

Satellite retrieval allows to follow the vertical tropospheric column density of BrO globally
all along the year5. The annual cycle of BrO distribution over the globe is observed, and shows
a strong seasonal cycle in the polar regions. During polar spring, the chemical activation
gives rise to enhancements of more than 6 × 1013 molecules/cm2. From February to May
high column densities are retrieved over the North Pole, and similarly over the South Pole
during September-December. This is due to the unique one-day/one-night light regime and,
as already mentioned, due to the fact that BrO chemistry is driven by sunlight.

The ozone destruction by bromine occurs through the chemical reaction:

Br + O3 → BrO + O2 (1.6)

The reconversion of BrO to Br takes place over several cycles, the relative importance of

4Barrie and co-workers indicate that this bromine is the sum of particulate Br and gaseous HBr, and that
from measurements at Alert they assume that 50-93% of it is gaseous.

5GOME and SCHIAMACHY satellite products that can be accessed at http://www.oma.be/BIRA-
IASB/Molecules/BrO/level3.php or http://www.iup.uni-bremen.de/doas/bro from gome.htm#Data. Due to
the uncertainties inherent to the instruments, retrieval, and the product derivation, the products should be
used carefully (personal communication Andreas Richter). Last accessed April 24, 2008
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which depends on the environmental conditions. During the day, the main pathway is the
photolysis of BrO:

BrO + hν → Br + O (1.7)

The self-reaction of BrO is important for locations and situations as the ”Polar Tropo-
spheric Ozone Hole” episodes, when bromine oxide concentrations are high 6:

BrO + BrO → 2Br + O2 (1.8)

A second cycle is effective at low reactive halogen concentrations, e.g., in the free tropo-
sphere:

BrO + HO2 → HOBr + O2 (1.9)

HOBr + hν → Br + OH (1.10)

In regions with high NOx levels, the following reactions are predominant:

BrO + NO → Br + NO2 (1.11)

BrO + NO2 → BrONO2 (1.12)

During the day, BrONO2 is photolysed to BrO or Br relatively fast. During the night, it is
a reservoir species, and may disappear through hydrolysis on aerosols. In this way, bromine is
transferred to the aqueous phase. Other losses to the aqueous phase are due to wet deposition
of two other reservoir species: HBr and HOBr. The conversion of Br into HBr, and BrO into
HOBr, can take some hours through the reactions:

Br + HO2 → HBr + O2 (1.13)

BrO + HO2 → HOBr + O2 (1.14)

HBr and HOBr are both very soluble in water, and constitute the main loss of bromine
from the gas phase.

An interesting and essential aspect of bromine chemistry in the atmosphere is the hetero-
geneous chemistry, i.e., chemical reactions of gas phase species on or in particles suspended
in the atmosphere. First, multiphase reactions allow the recycling of bromine that was lost
from the gas phase by deposition or reaction onto the particles. Second, from particles with
bromine anions in their composition (as sea salt or shattered frost flowers - ice crystals formed
from sea water over young sea ice), bromine may be emitted into the gas phase through het-
erogeneous chemistry. The heterogeneous reactions are considered to be essential for the
formation of large concentrations of inorganic bromines (in the order of 25-35 ppt for Br2,
BrCl, and BrO [88, 34]) observed in the Arctic during the”Polar Tropospheric Ozone Hole”
episodes. This autocatalytical release of bromine into the gas phase is often called ”bromine
explosion”. Besides the catalytic destruction of ozone, the chemistry of bromine in the tropo-
sphere may induce various changes in the chemical composition of the troposphere. Through
the reactions described so far, the stationary state ratios of NO/NO2 and HO2/OH decrease
as it is indicated in Figure 1.2. Two important consequences result: 1) the production of

6The product of the self-reaction of BrO is Br2, but this product is rapidly photolysed into atomic bromine.
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ozone in the troposphere is suppressed because NO and HO2 concentrations decrease, and
these are the products intervening in the limiting step reaction (1.15) of the ozone production
in the troposphere; 2) OH concentration levels increase.

Figure 1.2: Scheme of the expected effect of halogen oxide radicals on the oxidation capacity
of the troposphere (X=Br,Cl,I). Figure taken from Platt and Hönninger, 2003 [88].

NO + HO2 → NO2 + OH (1.15)

Other effects of the bromine chemistry in the troposphere are the activation of chlorine
through the heterogeneous reaction:

BrONO2(g) or HOBr(g) + Cl−(s) → BrCl(g) (1.16)

Chlorine, as already mentioned, reacts efficiently with organic molecules, and is a strong
oxidant in the atmosphere. Moreover, bromine oxide reacts with mercury at the poles,
accelerating its deposition; bromine oxide reacts with dimethyl sulfide (DMS) leading to
a faster formation of sulfate aerosols, which in turn have an influence on cloud formation
processes and ultimately on climate.

1.2 Bromine sources in the troposphere

The already mentioned bromine measured in filters in the Arctic has peak concentrations
in March and April, well after the anthropogenic aerosol constituents have reached a maxi-
mum [12]. This hints at a local source for bromine. Initially, it was suggested that the source
could be halocarbons, especially bromoform (CHBr3) [13]. Halocarbons are halogenated
organic compounds, the atmospheric degradation of which releases reactive halogen species.

There are several reasons for which CHBr3 was thought as the most important source
of bromine in the troposphere: it is the most abundant halocarbon detected in the Arctic
and its measurements are anti-correlated with ozone during the ”Polar Tropospheric Ozone
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Hole” episodes [13]; it has a high photodissociation rate[77]; it is the main halocarbon being
emitted by algae, not only in the Arctic, but all over the ocean [92]; it may even have an
impact on lower stratospheric chemistry [64, 109, 118].

Bromoform has a 58% contribution to the total tropospheric bromine burden. Other
organic sources of bromine are dibromomethane (CH2Br2), bromochloromethane (CH2BrCl),
dibromochloromethane (CHBr2Cl), bromodichloromethane (CHBrCl2), and methyl bromide
(CH3Br) [109]. Methyl bromide has natural and anthropogenic sources, and has the highest
lifetime of the group. Therefore, it degrades in the higher troposphere and lower stratosphere
(Figure 1.1). All the other molecules have a local lifetime of 0.5 years or less, and are called
very short-lived species (VSLS), according to the definition of the World Meteorological
Organisation [85].

These VSLS are mainly formed in the oceans. From measurements it is found that the
abundance of most of the natural organic bromine compounds spatially correlates with the
oceanic regions with high primary productivity [85]. The biogenic production seems to come
from marine creatures (sponges, corals, sea slugs, tunicates, sea fans), seaweed, plants, fungi,
phytoplankton, algae, bacteria, microbes, and some mammals. Their function seems to be
chemical defence, facilitation of food gathering, or hormones [43]. Concerning bromoform
in particular, the main sources seem to be seaweed, algae [20] (from which it is the main
emission [24, 30, 98]) and phytoplankton[81, 91]. Bromoform emissions show a positive linear
response to light and photosynthesis [43, 68, 25]. It is expected that one effect of the warming
of the oceans will be the increase of primary production in the ocean [108]. This would
probably enhance the release of natural halocarbons into the atmosphere. There may also be
an abiotic chemical and photochemical bromoform production by UV-irradiation of sea water,
bromide oxidation in water by chlorine, hypochlorite, ozone, and hydrogen peroxide, or by
direct photochemistry in oxygenated and acidified sea water ([92], and work cited herein). The
other natural halocarbons mentioned above seem to have a similar concentration distribution
pattern as bromoform [9, 109]. Carpenter and Liss [20] analysed the ratios of concentration
measurements of the less abundant natural halocarbons with bromoform in sea water. They
observed that the ratios were remarkably constant in the open ocean, coastal waters and
macroalgal beds. They added that this suggested a common source over the whole ocean or
multiple sources with very similar emission patterns. The same analysis was made by us for
the PEMTROPICS measurement campaign for the atmospheric volume mixing ratios and
the results were similar to those reported in Carpenter and Liss.

The highest concentration levels of bromoform are observed in the equatorial region [109],
where deep convection events occur. This process is characterised by rapid updrafts with
sustained high vertical wind velocities covering an area of around 1 km in diameter. It can
rapidly transport bromoform to the upper troposphere and the lower stratosphere. How-
ever, there is a counter-balancing slow downdraft outside the convectively active regions.
Moreover, there is also frequent formation of heavy precipitation in convective clouds and
anvil cirrus clouds that efficiently scavenge soluble gases [85]. The average mixing ratios of
CHBr3 for the 8-12 km height region for all latitudes in the Pacific are 0.4-0.6 ppt [109].
Concomitantly, the global tropospheric burden of Br from the sum of halons and methyl
bromide peaked in 1998 and since then declined by nearly 5% [80]. Decrease is also detected
in the stratosphere [85]. The latter effect is due to international agreements and consequent
measures to curtail the anthropogenic emissions. The decline in anthropogenic halocarbons
in the atmosphere and the detection of natural halocarbons in the upper troposphere and
lower stratosphere attracted the attention of the scientific community to their potentially
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significant effect on chemistry in these high altitude regions [29, 85, 113].

However, in the polar troposphere, the analysis of the bromoform impact on chemistry
soon showed that it did not yield enough RHS to account for the ”Polar Tropospheric Ozone
Hole” phenomenon. According to Moorgat et al.[82], the photodissociation rate constant of
bromoform would result in a lifetime of three months under polar conditions7. The nega-
tive correlation found between the concentrations of ozone and bromoform during the ozone
depletion events are probably due to simultaneous advection of air masses from the Arctic
Ocean [139].

Besides VSLS, sea salt has been studied as a source of bromine. Sea salt is a relatively large
atmospheric aerosol (particle diameter > 0.1 µm), which means that its importance is limited
to the marine boundary layer, due to fast removal by sedimentation and wet scavenging. It
scatters solar radiation and constitutes reaction sites for reactive gases (as HNO3, SO2)
and, most important for us, RHS. The heterogeneous reactions with the anion halides (Cl−,
Br−) in sea salt transfer the halides into the atmosphere in the form of Br2 and BrCl and
sequential formation of BrO. The contribution of atmospheric Cl species is less important,
because Br2 formation and desorption from the particles is favored over the formation and
release of BrCl. This is mainly due to a larger molecular dipole of BrCl, which makes it more
probable that it will react before it diffuses out of the particle, producing Br2 [5]. Also, at
the air-water interface of the particles, the presence of bromine anions is favored over the
presence of chlorine, and thus the ratio Cl−/Br− is much lower than the 650:1 found in sea
water [59, 60].

The reactions in the particle take place in the bulk aqueous phase and in the gas-liquid
interface. Finlayson-Pitts [34] points out that the most important reactions in the aqueous
phase are 1) acid-base reactions, 2) reactions initiated by O3, 3) reactions with OH, 4) reac-
tions with sulfur compounds, and 5) reactions with NO3 and N2O5. For 1) the products are
HCl and HBr, which are very soluble and not expected to pass into the gas phase in a signif-
icant amount. Reactions 2) would lead to the formation of HOBr, but the uptake of HOBr
from the gas phase or the formation through the hydrolysis of BrONO2 is more important.
Reactions with OH would only be significant in the tropics. Processes 3) and 4) are impor-
tant for the acid-base equilibrium in the particle, a key property of the particle for halogen
heterogeneous chemistry. However, because the gas phase concentrations of species like NO3,
N2O5 or NO2 [116] do not make the reactions fast enough to result in an efficent bromine
activation. The bromine activation is more an autocatalytic process so that chemically active
bromine in the gas phase can activate additional bromine from the particles. Moreover, there
is an increasing evidence that the reactions in the gas-liquid interface is more important for
halides [34] than its reactions in the bulk phase, which makes heterogeneous reactions even
more relevant.

Sea salt as a source of halogens has been studied in various thermodynamic states, as it was
assumed that the bromide existing in suspended sea salt particles is insufficient to cause the
”Polar Tropospheric Ozone Hole” episodes. Moreover, the highest BrO amounts have been
observed in the polar regions over the sea ice[101, 141, 38]. It was proposed that frost flowers,
and sea salt aerosols that have been deposited and incorporated in the snowpack [121], serve
as additional sources of the halogens observed in the polar troposphere. Frost flowers are ice
crystals formed from sea water, that grow over young sea ice, on frozen leads (linear breaks

7Globally, the atmospheric removal of bromoform is dominated by photolysis (lifetime 36 days) and by
reaction with OH (lifetime 100 days). Both return an estimate for local lifetime of 26 days[85].
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in the sea ice cover) and polynyas (openings between drift ice and fast ice or the coast).
This additional source presents higher salinity and lower ratios of Cl−/Br− [65, 87, 94], and
so potentially represent a higher source of halogens. Frost flowers last normally some days
before being blown away or being covered by snow [87].

The process through which frost flowers release halogens into the gas phase is not clear.
Its high surface area would mean high reaction rates for the surface heterogeneous reactions
which are important for the catalytical cycle of bromine release. The measured pH of frost
flowers is in the alkaline regime, which would mean a bromine activation process distinct
from that on sea salt particles. Sander and co-workers [105] proposed a process in which
the precipitation of calcium carbonate from the freezing sea water triggers acidity and the
reactivation of the bromide. Recently, crystals of calcium carbonate were observed supporting
this hypothesis (personal communication Lars Kaleschke).

Apart from the poles, BrO enhancement is locally detected at salt lakes [51, 73, 131, 119]
and in volcano emissions [40, 7, 69, 14].

Until the end of the 90s, bromine chemistry was considered to be relevant for the tropo-
spheric chemistry only within local scales. The evidence for BrO in the free troposphere was
very limited. In 1998, Harder and co-workers [49] comparing ground-based observations and
satellite column measurements found that the integrated stratospheric balloon profiles of BrO
did not account for all the column BrO. They proposed that the missing quantities were BrO
in the background troposphere, and they estimated its volume mixing ratios at 1-2 ppt. Sub-
sequently, other comparative studies pointed to similar conclusions (for example [74, 103]).
The supposed background volume mixing ratios of BrO proposed would have an important
effect on tropospheric chemistry [88], as discussed in the last section. The major sources of
halogens in the free troposphere would be halocarbons, sea salt particles, and transport from
the poles. Actually, GOME observations show BrO transport from the poles to lower lati-
tudes (personal communication Jens Hollwedel and published data [132, 102]). An analysis
of BrO plumes observed by the GOME satellite between 1996-2001 shows an increasing area
covered by these plumes occurring near both poles. In the Northern hemisphere the relative
increase was 10% per year in the studied period [54]. Tarasick and Bottenheim [122] show
the same trend with the analysis of historical ozonesonde records at stations located in the
Arctic8 and Antarctic. They link the increase of the frequency of boundary-layer ozone de-
pletion episodes to the increase in mercury levels in Arctic biota observed in the last decades.
The increase of ozone depletion events may be due to climate change effects, which are ac-
companied by a decrease in the area covered by old ice opening new areas for the formation
of new ice which is rich in bromine. This would mean that the polar source of bromine in
the atmosphere may increase in the future.

1.3 Modelling bromine chemistry in the troposphere

Modelling is the attempt to describe complex phenomena in nature with mathematical meth-
ods. In the case of this study, the complex processes are the chemistry of the atmosphere. We
have to make simplifications, because of the lack of complete knowledge of the atmosphere,
and the lack of computer resources that could perform the computation of all the connecting
and feedback effects. However, a simplification does not necessarily weaken the conclusions.
The most important issue for the modeller is to control which assumptions are in the model

8Start of regular ozone soundings in the Canadian Arctic: 1966.
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and how they are used in the model, in order to interpret his results. The main purpose is
to gain deeper insight in the importance of the various processes and not to give absolute
correct values.

As scientists, we have questions regarding something intertwined in a complex system.
In order to find and use the best suited model to answer our questions, we need to know
what we can simplify in our complex system. In our case, the simplifications concern two
main areas: the physical and/or chemical processes, and the spatial and temporal resolution.
Some of the physical or chemical processes should be incorporated into the model in a more
complete way, and others can just be ignored. E.g., in our particular case, we need a complete
description of the chemical equations that govern ozone in the troposphere, but we do not
need the description of the carbon cycle. We do not need the inclusion of ocean processes, but
we need to prescribe information regarding ocean properties that influence the atmosphere
or the chemistry we are studying, in particular sea surface temperatures and halocarbon
emissions, for example.

As already mentioned, the other simplification is the use of a relatively low spatial and
temporal resolution in the model. The scientific question has to be posed in such a way that
we can answer it with our corresponding model resolution or we have to change the model.
If we are interested in the German climate, we do not really need a description of the whole
world. We can simplify the world and describe in more detail the climate over Germany.
Furthermore, physical and chemical processes evolve in the atmosphere at different scales.
For example, the wind has various scales of space and time. We have trade winds running
distances of 1000 to 40,000 km in weeks, and on the other side, we have turbulence, which are
wind motions within 1 km and developing in minutes, even seconds. The construction of a
model implies the integration of the significant processes in different degrees of simplification
depending on the scientific question. For chemistry, we show in Figure 1.3 a sketch of the
spatial and temporal scales associated with trace gases in the atmosphere. As it can be seen, a
model of tropospheric ozone should have a more detailed description of processes that evolve
at the local scale and mesoscale. We can also observe the direct relation between the spatial
and temporal scales. The temporal resolution of a model is determined by the integration
timestep of the evolution equations. If we would like to resolve fast evolving processes with
our model, we need to have a small timestep, that is at least two or three times shorter than
the characteristic time scale of the processes we would like to describe.

A chemical system is the perfect example for the need of a model for understanding the
interactions between the various chemical and physical processes. The main problem is that
knowing the concentration of a species in the atmosphere does not mean to have knowledge
about its relative importance in the chemical system. A species with low concentration in-
teracting in a catalytic cycle may modify the concentration of another species that is much
more abundant. For example, the OH concentration is very low compared to other species,
however OH is the main cleanser of the atmosphere. In order to determine the concentration
of the species in the atmosphere we need to integrate a large amount of variables, like tem-
perature, pressure, and/or solar radiation that affect the reaction rates, like Earth surface
characteristics affecting dry deposition, like precipitation rates affecting wet deposition, and
so on. Without a model, the calculation of all the equations that govern such a chemical sys-
tem would be fastidious and it is improbable that it gives the comprehensive understanding
needed at atmospheric scales.

Therefore, our study of the effect of halogen chemistry on ozone chemistry demanded the
use of a mathematical model. As already exposed, a model needs informed simplification. We
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Figure 1.3: The spatial and temporal scales of trace gases in the atmosphere. Figure of
W.L. Chameides in Brasseur et al., 1999, page 113 [36].

could not introduce all the chemical reactions that are known to happen in the atmosphere.
For the investigation of ozone and halogens, we need a model that includes the important
reactions for these species. Moreover, our scientific question is the assessment of an impact of
halogens on tropospheric ozone on a global scale, consequently it is mandatory to use a global
model of the atmosphere containing the processes relevant to our scientific questions. How-
ever, we still can try to interpret local observations (e.g.: spectroscopic BrO measurements
at Kiruna). The interpretation of our model results is reported in Chapter 3.

One model that is suitable for our work is MOZART4 (Model for OZone And Related
Tracers, version 4). MOZART4 is a three-dimensional global chemistry transport model
designed to simulate tropospheric ozone and its precursors. The model has been developed
at the National Center for Atmospheric Research (NCAR, Boulder, U.S.A.), the Geophysical
Fluid Dynamics Laboratory (GFDL, Princeton, U.S.A.), and the Max-Planck Institute for
Meteorology in Hamburg (MPI-Met, Germany). It is an expansion of version 2 [55] with
the inclusion of a more complete description of anthropogenic hydrocarbon chemistry, the
inclusion of tropospheric aerosols (extended from the work of Tie et al. [124, 125]), and
online calculations of dry deposition, water vapour, and biogenic emissions. For our work,
the use of MOZART4 is more appropriate than the use of MOZART2, because it contained
the interactive calculation of sea salt concentrations.

MOZART4 simulates the concentrations of 80 chemical trace species from the surface up
to the middle/upper stratosphere (2 hPa), comprising a detailed chemistry scheme for tropo-
spheric ozone, nitrogen oxides and hydrocarbon chemistry. In the standard configuration, the
model simulations are performed at a 2.80 × 2.80 horizontal resolution (128 longitude × 64
latitude grid boxes), 28 vertical levels extending up to approximately 42 km, and with a 20
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minutes timestep. The meteorological fields for driving the dynamical core of the model are
taken from the National Center for Environmental Prediction (NCEP) and NCAR Reanaly-
sis [63] and are interpolated from a 6-hour time resolution to the 20-minutes timestep of the
simulations. The emissions are taken from the European Union project POET (Precursors
of Ozone and their Effects in the Troposphere)[42].

MOZART4 did not contain the halogen chemistry. We added a chemical scheme (our own
simplification) that contains gas-phase, photolysis and heterogeneous reactions on sulfate and
sea-salt particles. A total of 21 additional species and 83 additional reactions were introduced,
which are listed in appendix A. We also needed to include the sources and sinks for these
compounds. The description of the model development is provided in Chapter 2.
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Chapter 2

Model Development

MOZART4 is a global chemical transport model designed to simulate the chemistry of ozone
and its precursors in the troposphere. In the present study, we have extended the scope of
the model, and we have introduced an additional scheme that accounts for the chemistry of
halogens (listed in Appendix A). This includes the source species - short-lived halocarbons -
and inorganic bromine and chlorine species and the relevant chemistry:

1. gas phase chemistry with ozone, nitrogen and hydrogen oxides, low mass hydrocarbons,
chlorine and bromine inorganic species. The chemical parameters were taken from the
JPL Publication 06-02 [6].

2. Photolysis reactions, which are essential for a radiation driven chemistry as is the
halogen one (Section 2.1). Degradation by radiation is the main loss pathway for
halocarbons and, with the exception of HBr and ClO, all the other inorganic halogen
molecules are decomposed by light.

3. Heterogeneous reactions on sulphate and sea salt were included for the bromine species
HOBr and BrONO2 (Section 2.2).

The longest lived halocarbon considered in the model is CH3Br (atmospheric lifetime
of circa 1.7 years). The surface concentration of this species is fixed using lower boundary
conditions. For the remaining species (CHBr3, CH2Br2, CH2BrCl, CHBr2Cl, CHBrCl2) input
files of surface emissions were prepared as described in Section 2.3.

Dry deposition and wet deposition are the two processes which constitute the atmospheric
losses for halogen species from the gas phase. Dry deposition consists of the chemical species
transport onto surfaces in the absence of precipitation and wet deposition, in the presence of
precipation. The inclusion of both processes into the model is explained in Sections 2.4 and
2.5.

2.1 Photolysis of Halogenated Species

Atmospheric chemistry is driven by the sun. The sun radiates electromagnetic energy into
the atmosphere of the Earth. The elementary particle that carries the electromagnetic energy
is called a photon. The energy of a photon of wavelength λ (or frequency ν) is described by
Planck’s law:
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E =
hc

λ
= hν (2.1)

where h is Planck’s constant and c is the speed of light.

Photolysis is a reaction in which photons break down the bond that maintains atoms in a
molecule, e.g.:

O3 + hν
jO3→ O2 + O (2.2)

The photolysis rate j is a first-order rate constant for photolysis (units: s−1). It depends
on the intensity of the actinic flux1 and the photochemical and photophysical properties
of the absorbing molecules. The radiation can lead to photolysis only if the bonding and
antibonding orbitals in the molecule are separated by an energy that is equal to that of the
energy of the incoming photon and if the transition is allowed (in quantum mechanics).

To calculate j, it is necessary to know the spectral actinic flux (I), the quantum yield (φ)
and the absorption cross sections (σ), the latter two for each respective species. The quantum
yield is the probability that the molecule will dissociate after the absorption of a photon. The
absorption cross section is

σ =
b

n
(2.3)

where b is the absorption coefficient of the gas (m−1) and n is the number of absorbing
molecules per unit volume (molecules cm−3), also called the number density. The quantum
yield φ may be pressure dependent, σ may be temperature dependent, and both are wave-
length dependent. These two quantities are experimentally determined. Then, j is calculated
from:

j =

∫ λ2

λ1

σ(λ, T )φ(λ, p)I(λ)dλ (2.4)

where λ1 and λ2 are the shortest and longest wavelenghts at which absorption occurs.

In MOZART4, the photolysis frequencies can be calculated interactively or by interpola-
tion from tabulated values. In the former case, MOZART4 uses a fast-version of the Tropo-
spheric Ultraviolet-Visible Model (TUV) [125]; this interactive photolysis calculation takes
into account the presence of aerosols, in addition to the effect of clouds. Interpolation from
tables are used in MOZART3 [86]: lookup table provides clear sky photolysis frequencies as a
function of pressure, the ozone column above the current location, solar zenith angle, surface
albedo, and temperature profile; these photolysis rates are then adjusted for the presence of
clouds following Madronich [72].

Short-lived halocarbons absorb at λ > 290nm, which means that their photolytic loss
occurs mostly in the troposphere. Nevertheless, removal by reaction with OH is the dominant
loss process, with the exception of bromoform and dibromochloromethane for which photolysis
has a similar importance [85].

1Actinic flux is the quantity of light available to molecules at a particular point in the atmosphere and
which, by absorption, drives photochemical processes in the atmosphere.
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2.1.1 New photolysis reactions added to MOZART4

For the photolysis of the halocarbons and Br2, we introduced in the model aliases to already
existing photolysis reactions in the code (see table 2.1). We chose the aliases on the basis of
calculations with TUV, version 4.1. We used quantum yields and absorption cross sections
which are a function of wavelength. These quantities are tabulated in JPL [6]. We emphasise
that it is important to make sure that the integration region in equation (2.4) is similar for
all the photolysis rates that we wish to compare in order to establish aliases.

Table 2.1: Photolyis of new species using aliases to the photolysis of existing species

New species Alias species jnew/jalias

CHBr3 PAN2 1.2
CH2Br2 PAN 00002.4×10−4

CHBr2Cl PAN 00006.1×10−1

CHBrCl2 PAN 00003.8×10−1

CH2BrCl PAN 00003.1×10−8

Br2 NO3 00001.4×10−1

The other photolysis rates listed in table A.3 were already implemented in MOZART4.

2.1.2 Simulations performed to test the photolysis in MOZART4 and its

comparison to MOZART3

Instantaneous photolysis rates were calculated for the 2nd of February 2001, 12:00 UCT for
MOZART4. We chose several chemical species and analysed their values in comparison to
the instantaneous results for February 2001, 12:00 UCT for MOZART3 or the literature. We
chose:

• important atmospheric chemistry species as O2, O3, NO2, NO3, and N2O5;

• new species whose photolysis is calculated through tables existing in MOZART4, as
Cl2, ClONO2, BrONO2, and HOBr;

• new species whose photolysis is calculated through aliases (table 2.1).

From the analysis, we concluded that there is a very good agreement between the pho-
tolysis rates produced by MOZART4 and the reference that we used for comparison. The
comparison between the results of the two MOZART versions assures that the introduction
of the photolysis of the new species in MOZART4 was done properly. We like to mention
that a comparison between the results is possible even when we compare two simulations
computed with different dynamic fields.

Figure 2.1 shows the photolysis rates for both models for the following reactions:

O2 + hν → 2 ∗ O (2.5)

O3 + hν → O(1D) + O2 (2.6)

NO2 + hν → NO + O (2.7)

2Peroxyacetyl nitrate, CH3C(O)OONO2.
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N2O5 + hν → NO2 + NO3 (2.8)

Figure 2.1: Photolysis rates for O2, O3 (→ O(1D)), NO2, and N2O5 for the MOZART4
model simulation (left side) and the MOZART3 model simulation (right side). Instantaneous
output.

In MOZART4, the photolysis reactions that are important for very low wavelenghts are re-
stricted to model levels with pressure below 300-500 hPa, which is not the case in MOZART3.
Therefore, the photolysis rates are zero for O2 in MOZART4 while there are (low) values in
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MOZART3. This is demonstrated in Figure 2.1 (first row).

According to NCAR publication [36] (table on page 98 and appendix N), the photoly-
sis rates for molecular O2 varies between 20 to 40 km altitude within 10−12–10−15(3) s−1

and within 10−11–10−9(3) s−1, respectively. This corresponds well to the results of both
MOZART3 and MOZART4. O3, NO2 and N2O5 are also in fairly good agreement with the
references. All show vertical profiles similar to those found in the literature. O3 has a slight
S shape, NO2 is mostly constant, and N2O5 is an elbow shaped curve, with the minimum
around 100 hPa and a flattening of the curve occurring around 5 hPa. The absolute values
for the model results and of the plots shown in the NCAR publication [36] are of the same
order of magnitude.

Let us look into another atmospherically important photolysis process: the photodissoci-
ation of NO3. We checked both photolysis channels, with a branching ratio of 90% for (2.9)
and 10% for (2.10):

NO3 + hν → NO2 + O (2.9)

NO3 + hν → NO + O2 (2.10)

In MOZART4, both reactions are joined into a single reaction:

NO3 + hν → 0.89 × NO2 + 0.11 × NO + O3 (2.11)

The literature indicates that the photolysis rates under clear sky conditions for (2.9)
is 1.9 – 3 × 10−1 s−1 and for (2.10) 1.6 – 4 × 10−2 s−1 [112, 36]. The results for both
models (Figure 2.2) show generally lower values than these, but the difference is the one
expected when we take into consideration that the models take cloud and aerosol scattering
into account.

Using TUV, we obtain a photolysis rate for Br2 which is about 1.4 times of that of
reaction (2.10). On the other side, jNO3 for the overall reaction (2.11) is 10 times the j for
reaction (2.10). Combining these two relations, we obtain jBr2=0.14×jNO3 for MOZART4.
The result is shown in Figure 2.3. Again using TUV, we derive a ratio jBr2/jCl2 around 15,
which the model also shows (see Figures 2.3 and 2.4, first row, left panel).

ClONO2 photolysis rates are shown in Figure 2.4, the second row showing the results for
reaction (2.12) and the third row for reaction (2.13). TUV and the NCAR publication put
the photolysis rates for these species at 10−6–10−5 s−1, which is confirmed by the results.

ClONO2 + hν → Cl + NO3 (2.12)

ClONO2 + hν → ClO + NO2 (2.13)

The results for the reactive species BrONO2 and HOBr are shown in Figure 2.5. The
photolysis rates of the short lived halocarbons are shown in Figure 2.6. We calculated the
global photolysis rate for the first five km altitude in order to compare with values tabulated
in WMOs Scientific Assessment for Ozone [85] (see table 2.2). Both estimates are rough esti-
mates and strongly depend on the exact meteorological conditions even if it is a global average.
Nevertheless, we obtained a fairly good agreement. The largest differences are found for the

3These two ranges for the photolysis rates at two altitudes are due to the consideration of different solar
zenith angles.
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Figure 2.2: Photolysis rates (s−1) for NO3 for MOZART4 (top) (→ 0.89 NO2 + 0.11 NO
+ 0.89 O3) and MOZART3 (→ NO2 + O – bottom left; → NO + O2 – bottom right).
Instantaneous output.

Figure 2.3: Photolysis rates (s−1) for Br2 in MOZART4. Instantaneous output.

reactive species BrONO2, HOBr, and for the VSLS CH2BrCl. Concerning the VSLS, the
decreasing order of the stability of their chemical compositions found in the laboratory (per-
sonal communication of John Orlando) is as follows: CHBr3, CHBr2Cl, CHBrCl2, CH2Br2,
CH2BrCl. This is reflected in the photolysis rates calculated by MOZART4 (table 2.2).
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Figure 2.4: Photolysis rates (s−1) for Cl2 and ClONO2 (→ Cl + NO3; → ClO + NO2) for
MOZART4 (left side) and MOZART3 (right side). Instantaneous output.
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Figure 2.5: MOZART4 photolysis rates (s−1) for the reactive bromine species BrONO2 (→
Br + NO3 – left; → BrO + NO2 – right) and HOBr at the bottom. Instantaneous output.

Table 2.2: Global, 5-km altitude, mean photolysis rates ̄ from MOZART4 (the base data was
instantaneous output for the 1st February 12:00 UTC) and in WMOs Scientific Assessment
for Ozone [85]

Species ̄ (s−1)

MOZART4 WMO

CHBr3 2.4×10−7 1×10−6

CH2Br2 4.7×10−11 < 1×10−8

CH2BrCl 6.1×10−15 7.7×10−10

CHBr2Cl 1.2×10−7 7.2×10−8

CHBrCl2 7.5×10−8 5.2×10−8

BrONO2 ∼ 2×10−4 ∼ 1×10−3

HOBr 7.7×10−4 3×10−3
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CHBr3

CH2Br2 CH2BrCl

CHBr2Cl CHBrCl2

Figure 2.6: MOZART4 photolysis rates (s−1) for the very short lived halocarbons at the 1st

February 2000. Instantaneous output.
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2.2 Heterogeneous Reactions of Halogens

The term ”heterogeneous chemistry” refers to all chemical reactions of gas phase species on
the surface of solid or liquid particles (aerosols 4) suspended in the atmosphere [96]. Solid
particles in the atmosphere are usually wet in the atmospheric boundary layer.

The importance of heterogeneous chemistry is well known for the polar stratosphere, where
reactions on particle surfaces in polar stratospheric clouds (PSCs) convert halogen reservoir
species into easily photolysed molecules, which then release the radicals that deplete ozone.
A large number of available measurements of the ozone column gives a hint that ozone
depletion occurs also in lower latitudes [15]. The assumption is that heterogeneous chemistry
takes place on background stratospheric sulphate aerosol in the mid-latitudes. In the free
troposphere, the same chemistry may efficiently occur on background sulphate aerosol as
shown by Abbatt and Nowak’s laboratory work [2].

The reaction rates depend on the composition and abundance of the substrates. In par-
ticular, we need information about the surface of the particles and the chemical properties of
the surface. These are assessed by laboratory and field measurements. In the global model
MOZART4, the properties of the aerosols are accessible through parameterized equations
derived from measurements.

The two atmospheric substrates considered in this study are sea salt and sulphate. Sea
salt aerosols are formed when sea spray evaporates. Sulphate has natural and anthropogenic
sources. It is produced in the atmosphere by chemical reactions from gaseous precursors,
mainly SO2 (emitted from fossil and bio-fuels, industry, and volcanos), and DMS (dimethyl
sulfide) from oceanic biogenic sources.

In the polar atmosphere, ice crystals can also constitute a substrate for heterogeneous
chemistry.

The parameterization in the model comprises only particles of simple composition: SO2−
4

and NaCl. In nature, the chemical composition is more diversified. The counterion to the
sulphate anions in aerosols depends on the environmental conditions. Common sulphates are
in the form of H2SO4, NH4HSO4 or (NH4)2SO4. Sea salt in the marine environment contains
more species than just Na+ and Cl−. Mg2+, Ca2+, K+, Br−, and others will certainly be
present. The sea salt particles are deliquescent because of the high relative humidities in the
marine troposphere.

Measurements show that sea salt has a higher content of Br shortly after its formation and
that this bromine is gradually depleted [106, 48]. Nevertheless, for submicron particles an
enrichment was detected. Enami and co-workers[32] provide a physical explanation for this
enrichment: submicrometer marine aerosol drops are, on average, already negatively charged
and subsequent water evaporation shrinks them, thereby increasing electrostatic repulsion
among excess surface charges. This leads to Coulomb explosions, in which drops shed in-
terfacial charge and mass into smaller droplets, and consequently these smaller particles are
enriched in anions.

Acidification of particles is a commonly observed phenomenon, and it promotes the halogen
activation5 that eventually leads to Br release [89, 107, 33, 3]. The acidification of the particles
comes from H2SO4 formed from DMS in a clean marine boundary layer and from H2SO4 and

4Aerosol is defined as a suspension in air of liquid or solid particles.
5Halogen activation are all the chemical reactions that convert inorganic, inactive halogens to reactive ones

in the atmosphere.
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HNO3 formed from SO2 and NOx in a marine boundary layer affected by anthropogenic
pollution.

The heterogeneous chemistry includes several steps: the diffusion in the gas phase of
the gas component to the aerosol, the interface transport, the solvation, the liquid phase
reaction, and the desorption. If the particle is dry, the process is resumed to gas phase
diffusion and reaction on the surface. In this document, we define the equations that deter-
mine the consumption of the gas phase species through heterogeneous chemistry, we discuss
the experimental values used here for the heterogeneous reactions, we describe the neces-
sary modifications made in the code of MOZART4. We also present results, analysis and
conclusions.

2.2.1 Mathematical description of heterogeneous chemical reactions

The speed of a chemical reaction is described by the reaction constant k. For its definition, we
consider the situation where a liquid droplet of radius r is suspended in the atmosphere which

contains a gas phase chemical species i with concentration C
(g)
i . We assume that this species

i is not subjected to any chemical reaction in the atmosphere and that its concentration C
(g)
i

is constant with time. On the other hand, we assume that it will be subjected to a first
order chemical reaction in the droplet with a rate constant k(l) (l for liquid phase). Due
to the comsumption of i by the chemical reaction, this compound will first diffuse into the
droplet with a diffusion coefficient D(l). After some time, a steady state is established so that
the concentration profile inside the droplet is not changing. We assume a centrosymmetric

situation, so the concentration C
(l)
i of species i in the droplet depends only on the distance

r from the center of the droplet:

C
(l)
i :

{

R+ × [0, r] 7→ R+

(t, r) 7→ C
(l)
i (t, r)

where we expect that C
(l)
i (t,r)=C̄

(l)
i (r) for all t≥T, T being the time when steady state is

reached.

In a first step, we are interested in establishing the maximum value of the reaction rate.
This maximum rate is reached in the case that all the molecules which hit the droplet ”de-

posit” and react, i.e., in the case of an irreversible uptake. The flux σ
(d)
i of particles i on a

surface is (d for deposition):

σ
(d)
i =

ni

∆t A
(2.14)

where ni is the number of moles of molecules hitting the finite area A in a period of time
∆t. On the other hand, from overall first order kinetics, we have

Ċ
(g)
i (t) = k C

(g)
i (t) (2.15)

Multiplying (2.15) by the volume V of the gas phase, we obtain the rate of change of the

mole number n
(g)
i :

ṅ
(g)
i (t) = k C

(g)
i (t) · V (2.16)
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From (2.14), we derive:

ṅ
(g)
i (t) = σ

(d)
i · A, (2.17)

A being the surface of the droplet. We also know from the kinetic gas theory that σ
(d)
i is

(see Appendix 1):

σ
(d)
i =

1

4
· C(g)

i v̄ (2.18)

where v̄ =
√

8 RT
π M , R being the molar gas constant, M the molar mass, and T the tem-

perature.

Combining equations (2.16), (2.17), and (2.18), we obtain the following expression for the
first order rate constant associated with the heterogeneous reaction with irreversible uptake:

k =
v̄

4
· A

V
(2.19)

Setting A
V = A, the available surface per volume, we derive for the upper bound:

k =
v̄

4
· A (2.20)

However, not every collision on the surface does lead to a reaction or to solvation and
subsequent reaction. The molecule of species i may escape to the gas phase. We can then
formally introduce such a ”collision sucess factor” Γ in equation (2.18), 0 ≤ Γ ≤ 1:

σ
(d−e)
i =

1

4
· C(g)

i v̄ Γ, (2.21)

so that σ
(d−e)
i represents the net flux of species i onto the drop, which is equal to the rate

of chemical consumption at steady state. This leads to a slightly modified equation (2.20),
which becomes

k =
v̄

4
· Γ · A (2.22)

Γ is called the reactive uptake coefficient, and we need an appropriate mathematical
expression that describes it quantitatively. For this purpose, we first develop an expression
for the net uptake on the droplet in the steady state:

σ
(d−e)
i = σ

(d)
i − σ

(e)
i (2.23)

Let’s consider first σ
(d)
i : its upper limit is given by equation (2.18). But as already

mentioned, not every collision may lead to absorption. This is taken into account by the
introduction of a so-called mass accomodation factor α (0 ≤ α ≤ 1):

σ
(d)
i =

α

4
· C(g)

i v̄. (2.24)

If there is a chemical reaction in the aqueous phase, the concentration C
(l)
i,eq in the droplet

reaches an equilibrium value that is governed by the Henry law coefficient (kH): C
(l)
i,eq =
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kH ·pi,eq, with pi = C
(g)
i ·RT (ideal gas law). This means that σ

(e)
i,eq = σ

(d)
i , so that the escape

of the particles balances σ
(d)
i (which is still effective). Then, we can in equilibrium determine

the escape rate from the knowledge of the gas phase concentration, because in this case σ
(e)
i,eq

fullfills equation (2.24).

If there is chemical reaction, there is a net flux to the droplet with σ
(d−e)
i > 0. In this

case, we define σ
(e)
i considering that due to the reaction, the concentration at the surface

of the droplet C
(l)
i (r = a) established in the steady state is smaller than the equilibrium

concentration C
(l)
i,eq. On the other hand, C

(l)
i (a) would yield the following hypothetical partial

pressure p̃i and thus a hyphotetical gas phase concentration C̃
(g)
i due to Henrys law:

C
(l)
i (a) = kH · p̃i = kH · C̃(g)

i · RT, (2.25)

from which we can determine the escape rate of species i with surface concentration C
(l)
i (a)

by

σ
(e)
i =

α

4
· C̃(g)

i v̄ =
α

4
· C(l)

i (a) · 1

kH RT
· v̄ (2.26)

Now, we can insert equations (2.24) and (2.26) into equation (2.23) and obtain:

σ
(d−e)
i =

α

4

(

1 − C
(l)
i (a)

kH RT C
(g)
i

)

C
(g)
i v̄ (2.27)

Comparing the last equation with equation (2.21), we derive the reactive uptake coefficient:

Γ = α

(

1 − C
(l)
i (a)

kH RT C
(g)
i

)

(2.28)

We have now a link between the overall reaction rate k and the gas phase and surface
concentration of i by combining (2.22) and (2.28):

k =
v̄

4
α

(

1 − C
(l)
i (r)

kH RT C
(g)
i

)

A (2.29)

Another way to access k and Γ is based on the concentration profile at steady state within
the droplet. For that we assume Fickian diffusion and a first order reaction with reaction
constant k(l):

∂tC
(l)
i (t,

√

x2 + y2 + z2) = D(l) ∆C
(l)
i (t,

√

x2 + y2 + z2) − k(l) C
(l)
i (t,

√

x2 + y2 + z2) (2.30)

At steady state, ∂tC
(l)
i (t,

√

x2 + y2 + z2) = 0.

Equation (2.30) is easier to solve in spherical coordinates which are defined as
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~r :























R+ × [0, π] × [0, 2π[7→ R
3

(r, ϑ, ϕ) 7→ a







sinϑ cos ϕ

sinϑ sinϕ

cos ϑ







The Laplacian is needed in spherical coordinates. The derivatives with respect to ϑ and
ϕ are 0 for our centro-symmetric problem; so, it is sufficient to consider ∆r = ∂2

∂r2 + 2
r

∂
∂r =

1
r2 ∂r (r2 ∂r).

The diffusion-reaction equation (2.30) then takes the form:

D(l) 1

r
∂r (r2 ∂r C

(l)
i (t, r)) − k(l) C

(l)
i (t, r) = 0 ∀t ≥ T (2.31)

We recall that T is the time when steady state is reached, which means that C
(l)
i (t, r) =

constant in time.

For solving the equation we set the following boundary conditions:

{

C
(l)
i (t, a) = C

(l)
i (a)

C
(l)
i (t, 0) = constant in time.

Moreover, we substitute for any time t ≥ T : u(r) := r C(t, r), which means for the
transformed boundary condition:

{

u(a) = a · C(l)
i (a)

u(0) = 0
(2.32)

Inserting u into equation (2.30), we obtain:

D(l) 1

r
∂2

r u(r) − 1

r
k(l) u(r) = 0 (2.33)

The general solution of equation (2.33) is:

u(r) = C1 · e

r

k(l)

D(l)
×r

+ C2 · e
−

r

k(l)

D(l)
×r

(2.34)

In the following, we abbreviate k(l)

D(l) = K.

Taking into account the boundary conditions (2.32), we can determine the integration
constants:







C1 = − C2

C1 =
a·C(a)

i

sinh(
√

Ka)

Therefore, we obtain for u:

u(r) =
a · C(a)

i

sinh(
√

Ka)
sinh(

√
Kr) (2.35)

For C
(l)
i , we derive for any time t ≥ T :
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C
(l)
i (t, r) =

a · C(l)
i (a)

sinh(
√

Ka)
× sinh(

√
Kr)

r
(2.36)

From Fickian diffusion, we know that the flux is proportional to the gradient. We calculate
from (2.36) the gradient in radial direction:

∂rC
(l)
i (t, a) =

a · C(l)
i (a)

sinh
√

Ka

(

√
K

cosh(
√

Ka)

a
− sinh(

√
Ka)

a2

)

(2.37)

σ
(d−e)
i = D(l) × ∂rC

(l)
i (t, a) = D(l)

√
K C

(l)
i (a)

(

coth(
√

Ka) − 1√
K a

)

(2.38)

From the combination of equations (2.27) and (2.38), we obtain

C
(l)
i (a)

C
(g)
i

= 1/





4 D(l)
√

K
(

coth(
√

K a) − 1√
K a

)

α · v̄ +
1

kH RT



 (2.39)

This result can be inserted into (2.28), in order to derive the reactive uptake dependent
on variables related to the liquid phase properties:

1

Γ
=

1

α
+

v̄

4 kH RT D(l)
√

K
(

coth(
√

K a) − 1√
K a

) (2.40)

2.2.2 Modelling heterogeneous chemical reactions

The determination of each of the basic physicochemical parameters at any given atmospheric
condition is a central effort in the field of heterogeneous chemistry. It is a challenge to make
the bridge between values measured in the laboratory and their application to atmospheric
conditions, and in this particular case, the small spherical particles on which the reactions
actually take place. Hanson et al. [47] e.g. state: ”When reactive uptake coefficients are
measured in the laboratory on thick planar substrates, the concentration gradient in the bulk
may be large enough to result in a large measured uptake. The uptake in the atmosphere,
however, could be much slower due to a smaller concentration gradient in the atmospheric
particles because they are small and spherical. Therefore Γ measured using thick substrates
may have to be corrected to apply them to the submicron-sized droplets found in the strato-
sphere”. From our literature review, we see that this is particularly true for sea salt, for which
the experiments on solid substrates [8] or bulk solutions [33] result in uptake coefficients ten
times higher than the ones determined under more realistic conditions on droplets [28] or
natural sea salt [89].

For a planar liquid surface the uptake coefficient γ is (from Danckwerts [26, 27], cited in
Hanson and co-workers, 1994 [47]):

1

γbulk
=

1

α
+

v̄

4 kH RT
√

D(l)k(l)
(2.41)

Comparing the last equation with equation (2.40), that gives the uptake on spherical
aerosol particles, we obtain Γ in terms of γbulk:



28 2 Model Development

1

Γ
=

1

γbulk ×
(

coth(
√

K a) − 1√
K a

) +
1

α

(

1 − 1

coth(
√

K a) − 1√
K a

)

(2.42)

If we know the parameters α, k(l), D(l), and a or we are able to estimate them, we can
calculate the uptake and finally the reaction rate.

In the next sections, we will review how we accomplished this for the reactions considered
in this work on sulphate aerosols

BrONO2(g) + H2O(particle) ↔ HOBr(g) + HNO3(g) (2.43)

HOBr(g) + H2SO4.HCl(wet particle) → BrCl(g) + H2SO4.H2O(particle) (2.44)

HOBr(g) + H2SO4.HBr(wet particle) → Br2(g) + H2SO4.H2O(particle) (2.45)

and on sea-salt aerosols

BrONO2(g) + deliquescent sea salt ↔ Br2(g) + BrCl(g) (2.46)

HOBr(g) + deliquescent sea salt ↔ Br2(g) + BrCl(g) (2.47)

2.2.3 Heterogeneous chemistry of BrONO2 on aqueous aerosols

Hydrolysis is effective for BrONO2, with a high uptake coefficient. It is a chemical species
efficiently dissolved in water, however it cannot be considered that the uptake is a wet depo-
sition process as described by the Henry law coefficient. kH refers to gases which physically
dissolve, but do not undergo a chemical reaction. To include the hydrolysis of BrONO2

6 on
the aqueous phase in the atmosphere, we inserted into MOZART4 the hydrolysis reaction on
the aerosols of sulphate, NH4NO3, organic carbon and secondary organic carbon. The reac-
tive uptake was parameterized for sulphate according to Hanson, 2003 [44] (described in the
next section), and Γ was set to 0.032 for the uptake on the remaining aerosols. This reactive
uptake is the simple average of the values measured on pure water for various temperatures
by Deiber and co-workers, 2004 [28]. To our best knowledge, there are no experiments done
on the aerosols relevant to our simulations.

2.2.4 Heterogeneous chemistry of bromine species on sulphate

The hydrolysis of BrONO2 has been shown to be very efficient at submicron aerosols con-
taining 45-70 wt%7 of H2SO4, with uptake coefficients Γ > 0.8 [46]. For more concentrated
aerosols the value for the uptake drops to Γ < 0.1 because of the decreased amount of water
available for the reaction. Other experiments performed by Hanson and co-workers [45, 44]
showed that uptake is a function of sulfuric acid concentration, but independent of temper-
ature in the range of 210-300K. Hanson [44] has fit an empirical expression to the combined
data set of measured uptakes, that apply to bulk and aerosol experiments. It has the form:

1

ΓBrONO2

=
1

α
+

1

γrxn
(2.48)

6The same reasoning stands for ClONO2, however its hydrolysis was not included as our work focuses on
the bromine tropospheric chemistry.

7weight percent
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where,

γrxn = ea+b×
yH2SO4

100%
+γ100 (2.49)

with α=0.80, a=29.2, b=-0.40, γ100=0.11, and yH2SO4 being the sulphate weight fraction
in the particle.

Using the parameterization of Tabazadeh et al. [120] for H2SO4/H2O aerosols and
ECMWF dynamical data for 22 March 2002 (air temperature, specific humidity and sur-
face pressure) the calculated acid weight percent (y) is the one represented in Figure 2.7,
upper left panel. These values were used for the calculation of the total uptake for the hy-
drolysis of BrONO2, calculated through equations (2.48) and (2.49) (see Figure 2.7, up right
panel).

wt [%], lon average Γ BrONO2 + H2O, lon average

Γ HOBr + HCl, lon average Γ HOBr + HBr, lon average

Figure 2.7: Zonal average of the sulphate weight percent (wt) calculated according to the pa-
rameterization of Tabazadeh et al. (1997) [120], and the total uptakes (Γ) for: the hydrolysis
of BrONO2, the heterogeneous reactions of HOBr with HCL and of HOBr with HBr.
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The parameterization of Tabazadeh et al. [120] was developed for ”relative humidities
above 1% in the temperature range of 185-260K”. The temperature range implies that the
validity of the parameterization is under conditions found in the upper troposphere and the
stratosphere. However, the relative humidity range is characteristic of the troposphere. The
results for y and the uptake seem reasonable for the troposphere, which gives confidence to
use it in MOZART4 runs for the tropospheric chemistry simulation.

Hanson [44] showed that the products of reaction (2.43) that reach the gas phase comprise
Br2, HOBr, and HNO3. The production of Br2 was significant at high yH2SO4 , and was
attributed to the possible HOBr self-reaction (2.50):

HOBr(aq) + HOBr(aq) + H2SO4(aq) ↔ Br2(aq) + H2O(aq) + H2SO5(aq) (2.50)

As it can be observed in Figure 2.7 (left panel top), high H2SO4 weight percentages are
present above 30 km altitude. Therefore, reaction (2.50) is of no significance in tropospheric
conditions.

The bromine species were, after several minutes of Hanson’s experiment [44], at concen-
trations generally less than 10% of the initially injected BrONO2 concentration, while the
HNO3 concentration remained fairly constant. This means that some of the HOBr stays in
the aqueous phase, due to its high solubility. In MOZART4, all the HOBr produced passes
immediately to the gas phase. The reactions (2.44) and (2.45) bring HOBr back into the
aqueous phase.

The Γ for reactions (2.44) and (2.45) is calculated using equation (2.40). The calcula-
tion of each of the parameters in the equation is done according to Hanson, 2003 [44], and
Waschewsky and Abbatt [134] for reaction (2.44). The Henry law coefficient is calculated as
a function of yH2SO4 also using Tabazadeh’s parameterization.

For reaction (2.45), Iraci et al. [58] did not observe the saturation of the substrate, but
continued production as long as there is HOBr in the gas phase. The solubility of HBr
in water is higher than that of HOBr under tropospheric conditions, indicating that the
aerosols should contain concentrations of HBr which exceed those of HOBr in equilibrium.
As the partition HBr/HOBr is larger than 1 in the troposphere, it is expected that, as in
the laboratory, the reaction on the particle should proceed as long as there is HOBr in the
gas phase. The reaction will then proceed in pseudo first-order reaction conditions. The
parameters for the calculation of Γ are the same as for reaction (2.44), with the exception of
kl (considered to be 0.1 times lower according to Abbatt, 1995 [1]), and kH chosen to be 100
times higher for HBr. The calculated Γ is shown in Figure 2.7 (bottom panels).

2.2.5 Heterogeneous chemistry of bromine species on sea salt

BrONO2 and HOBr diffuse into sea salt particles and lead to a chemical production of mainly
Br2 and BrCl. Br2 and BrCl consequently desorb into the atmosphere. Bromine as a minor
component of sea salt may be depleted from the particles. Sander and co-workers [107] made
a comprehensive analysis of field data observations for several measurement campaigns and
concluded that bromine emissions from sea salt depend on particle size and acidity. The
observation was that very large particles show a bromine content similar to sea water. This
was explained by the fact that the deposition of these large particles is too fast for chemical
removal or addition of bromine prior to deposition. Medium sized particles (few microme-
ters in diameter) showed bromine depletions and submicrometer particles showed bromine
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enrichment (higher bromine content than sea water). Sander and co-workers [107] proposed
a chemical explanation for the enrichment: at the poles, during severe ozone depletions, the
bromine activation chain is interrupted, and so the enrichment in bromine of sea salt par-
ticles is favored. In the midlatitudes this drastic ozone depletion events do not occur, but
maybe bromine in submicrometer particles is in a chemically inert form. Enami and co-
workers [32] proposed a physical explanation for this enrichment based on the electrostatic
repulsion within the particles and subsequent break-up into smaller particles with higher
population of anions.

The pH of the particles affects the process of solvation of the ions, and as a result affects
the dissociation of the gas phase species and the desorption of the products. In particles with
very low pH, we expect that weak acids such as HOBr (dissociation constant Ka=2×10−9)
will not dissociate. Indeed, very low dissociation of HOBr was observed below pH 6 [33].
The decreasing degree of dissociation of HOBr with decreasing pH induces a decreasing
reactive uptake, because the reactive uptake essentially implies the solvation of H+ and
BrO− in a delisquescent sea salt particle. This phenomenon was observed by Abbatt and
Waschewsky [3], who measured a reactive uptake Γ of circa 0.2 in a deliquescent solution of
NaCl buffered at pH 7.2, but a rapidly decreasing uptake by two orders of magnitude when an
unbuffered solution is used. This unbuffered deliquescent solution of NaCl is being acidified
by the uptake of HOBr.

After the uptake of HOBr into the particle, the following step is the chemical reaction with
the Cl− or Br− in solution. The chemistry in the aqueous phase is also dependent on the
pH, affecting the availability of the ions for reaction. Under alkaline conditions the reaction
of HOBr with Cl− or Br− will not take place as it needs the presence of protons:

HOBr(aq) + Br−(aq) + H+(aq) ↔ Br2(aq) + H2O(aq) (2.51)

HOBr(aq) + Cl−(aq) + H+(aq) ↔ BrCl(aq) + H2O(aq) (2.52)

Table 2.3 contains a compilation of the peer-reviewed literature pertaining the measure-
ment of heterogeneous reaction parameters of HOBr and BrONO2 on sea-salt and the ex-
periments. The latter information permits to evaluate the degree of similarity of laboratory
conditions with the natural conditions in the atmosphere.

For BrONO2, the substrates used in the two available experiments are rather different
from sea salt in composition and, for [8] also in terms of the physical state as the experiments
were performed on solid substrates. Deiber et al. [28] directly measured Γ as 0.02. Aguzzi
and Rossi [8] measured a bulk uptake (γ) of 0.2. From this, we could calculate the total
uptake Γ using equation (2.42) in the following way: We have estimates from Aguzzi and
Rossi [8] for the first order reaction (defined by them as the rate of gaseous BrONO2 loss,
which does not take into account the loss due to hydrolysis), and estimates from Deiber et
al. [28] for the diffusion coefficient in water and the accomodation coefficient. However, their
value for the accomodation coefficient is 0.06, which is lower than the reactive uptake γ in [8].
This means that the amount of product that reacts in the particle is higher than the amount
that entered the particle, which is not possible, and mathematically translates into a negative
total uptake Γ. The conclusion is that both experiments are not compatible.

The value of the accomodation coefficient is not only low in [28] compared to that from
Aguzzi and Rossi [8], but it is also low compared with experiments with sulphate as a sub-
strate, where values of about 0.8 were found for BrONO2 [6]. Deiber et al. [28] address this
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difference and offer an interesting speculation: what impairs the accomodation capacity of
BrONO2 is the ability of Br atoms to interact with the H2O molecules in the air/aqueous
interface, which means that their concentration on the surface is enhanced and impairs the
accomodation of more molecules. Consequently, Aguzzi and Rossi’s [8] experiments on dry
sea salt particles is not applicable to our situation, and we decided to base our simulations
on the Γ of Deiber et al..

Moreover, Deiber’s speculation also means that the accomodation coefficient α may depend
on the gas phase concentration of the reactant. That could explain the relatively high value
of α obtained by Wachsmuth et al. [129] for HOBr, who performed their experiments at an
extremely low concentration of 300 molecules/cm3 (on sulphate α >0.05 [6]).

For HOBr, we decided to use the measurements on spherical particles for the definition
of the total uptake coefficient Γ. Even with this restriction, rather different values for Γ
can be found in the literature: Γ = 1.0-1.9 × 10−2 [89] and Γ ≈ 1.5 × 10−3-0.2 [3]. Pratte
and Rossi [89] did not use pH-buffered particles, which then would correspond to Abbatt
and Waschewsky’s lowest value results [3]. But particles in the atmosphere have a varying
composition that implies some pH-buffering. Consequently, the true values of the coefficients
would be at the upper level of the scale.

In a last step of our analysis, we have to decide upon the yields of the main products from
the reaction of BrONO2 and HOBr on sea salt: Br2 and BrCl [5, 127]. Besides these reactions,
the BrONO2 hydrolysis with the consequent release of HOBr and HNO3 is a very important
pathway of heterogeneous destruction of BrONO2, that competes with other loss pathways
even under experimental conditions which are claimed to be dry. This is the case in some of
Agguzzi and Rossi’s experiments [8]. They heated the surfaces up to 550 K in vacuo and then
conducted their ”dry” experiments at low pressure, which means that the gas phase humidity
is very low. Even so, the BrONO2 hydrolysis competed with the other chemical destruction
pathways of halogen exchange and decomposition. In the marine boundary layer the relative
humidity is very high meaning that the sea salt particles are generally wet. Therefore, it is
expected that the BrONO2 hydrolysis will be the main pathway leading to HOBr formation
and producing Br2 and BrCl through reactions (2.51), (2.52), and by the following sequent
reaction:

BrCl(aq) + Br−(aq)  Br2(aq) + Cl−(aq) (2.53)

According to our assumption that BrONO2 yields Br2 and BrCl mainly by reaction via
HOBr, we assume the yields of Br2 and BrCl from BrONO2 to be equal to those from HOBr.

Fickert and co-workers made the most exhaustive research concerning the reaction yields
of reaction (2.47). In one of the experiments, the pH was fixed to 5.5, the Cl− concentration
was fixed to 1M, whereas the concentration of Br− was allowed to change. The resulting yields
are shown in Figure 2.8 (left panel). Average sea salt contains 0.6M of Cl− and 8×10−4M of
Br− [79]. For this concentration of Br− in the particle, the Br2 yield according to Fickert et
al. results is 90%. In another experiment, Cl− was fixed to 1M, Br− was fixed to 10−3,
and the pH was variable (see Figure 2.8 - right panel). The natural average sea water pH is
8, which is also the pH of fresh sea salt particles. Generally, sea salt is acidified by H2SO4

formed from DMS in a clean marine boundary layer and by H2SO4 and HNO3 formed from
SO2 and NOx in marine polluted regions. As Figure 2.8 (right panel) shows, the Br2 yield is
40% at pH 8, climbing to 90% at just pH 7. Adams and co-workers [5] also found a high Br2
yield in their experiments. Moreover, because BrCl has a larger molecular dipole than Br2
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it has a higher residence time on the surface of the particle, which means that if a sufficient
amount of Br− exists, the subsequent reaction (2.53) forms even more Br2. Based on these
results we set generally the yields in our calculations to 90% Br2 and 10% BrCl.

Adams et al. did not find any impact of the pH on the reaction of HOBr on NaCl/NaBr
surfaces, however the other studies found that the acidification of the particle promotes
the activation of the chemistry, not only in the laboratory [3, 56, 28, 89], but also in field
campaigns [10, 107]. Therefore, the consideration of the pH of the particles in the parameter-
isation of the heterogeneous reactions in the model may be rather important. However, this is
not implemented yet, but should be introduced in the future. The uncertainty that will arise
in the model results because of this approximation will probably be lower in the Northern
Hemisphere, as the pollution in H2SO4 and HNO3 will promptly acidify the sea salt particles.
On the other hand, in the Southern Hemisphere DMS is the main source of acidifying H2SO4.
However, DMS is a molecule with high seasonal variation of its atmospheric concentration
levels, which implies that the acidification of the particles will be uncertain and variable.

Figure 2.8: Analysis of the Br2 and BrCl yield dependence from Br− concentration and pH
by Fickert and co-workers [33]. The left panel shows Br2 and BrCl yields (per HOBr) as a
function of the Br− concentration at pH = 5.5. The yields were calculated for long exposure
times when HOBr had decayed to almost zero. The right panel shows the ratio of Br2/HOBr
counts (counts are proporcional to concentration) as a function of pH. The dots represent the
results of the experiment using a solution containing a Cl− concentration of 1 M and a Br−

concentration of 10−3 M. The stars represent the results for sea water. Also shown in the
right panel as a full line (right axis) is the representation of the calculated acid-dissociation
curve of HOBr, based on a pKa=8.5.

One of the studies found a link between the product yields of the HOBr heterogeneous
reaction and temperature [56]. At 233 K only Br2 was detected while both BrCl and Br2
were detected at 248 K. More experiments are needed in order to clarify this point.
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Table 2.3: Review of literature about heterogeneous reactions of BrONO2 and HOBr on sea salt

Surface Content Temperature Technique Gas concentration Uptake parameters Yield
(K) (molecules/cm3)

BrONO2

Planar solid NaCl Ambient Knudsen 1010-1012 γ0=0.31±0.12 BrCl (80%±20) [8]
flow reactor γ=0.2 Br2 (∼10%)

” solid KBr ” ” ” γ0=0.33±0.12 Br2+HBr ”
Spherical NaBr doped 273-280 Droplet train 1013-1015 α=0.063±0.021 100%Br2 [28]

droplets technique Γ=0.02
” NaCl doped ” ” ” 100%BrCl ”

droplets

HOBr

Planar H2O.Br−.Cl− 274 Wetted-wall flow 2×1012 α >0.001 pH=8 (new sea-salt) [33]
tube reactor Br2 yield circa 40%

pH<7
Br2 yield >90%

Planar Frozen salt 233-253 Coated-wall flow 109-1010 γ ≈0.01 mostly Br2 [5]
similar to sea-spray tube reactor

Planar H2O.Br−.Cl− 233 and 248 ” 1012 γ <0.01 [56]
Spherical Natural Ambient Laminar flow 1.0×1013 Γmax=0.019 [89]

sea-salt reactor
” Recrystallized ” ” ” Γmax=0.010 ”

sea-salt
Spherical Deliquescent Ambient Aerosol kinetics 2×1012-1×1013 Γ >0.2 acid/pH7.2 [3]

NaCl flow tube Γ <1.5×10−3unbuff
Spherical NaBr Standard ” 300 α=0.6±0.2 [129]
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2.2.6 Choice of the total reactive uptake

For our MOZART4 long simulations including bromine chemistry we need to define a value
for the total uptake coefficients of each heterogeneous reaction on sea salt. Therefore, we
performed sensitivity tests with MOZART4. We describe these sensitivity tests and the
choice of the most reasonable halogen volume mixing ratios.

Three sensitivity experiments were made. All experiments had the simulation duration of
2 months and they had the same yield for the reactions on sea salt, but different values for
the reactive uptakes. The heterogeneous reactions on sea salt introduced were:

BrONO2(g) + deliquescent sea salt → 0.9 × Br2(g) + 0.1 × BrCl(g) (2.54)

HOBr(g) + deliquescent sea salt → 0.9 × Br2(g) + 0.1 × BrCl(g) (2.55)

First, we chose the maximum and minimum of the total reactive uptakes (Γ) in the liter-
ature for both gas phase species:

Simulation TRGY1 (maximum scenario)
ΓBrONO2 = 0.02
ΓHOBr = 0.2

Simulation TRGY2 (minimum scenario)
ΓBrONO2 = 0.01
ΓHOBr = 0.02

We compared the individual inorganic species volume mixing ratios (Br, BrO, HOBr,
HBr, BrONO2, BrCl, and Br2), their sum (Brx), and partitions (ratio between individual
bromine inorganic species and Brx) to the results of Yang and co-workers [138], who performed
simulations including bromine chemistry using the chemical transport model p–TOMCAT.

We observed in the results of simulation TRGY1 an overall good agreement, with the
exception of extremely high maxima of Brx over the Northern Hemispheric Oceans. Simula-
tion TRGY2 showed overall too low values. In terms of individual species, the same is true,
with the exception of Br2 that exhibits always low volume mixing ratios, 10 times lower than
Yang and colleagues results. The partitions are similar to the results of Yang and colleagues,
with the striking exception that our HBr/Brx ratio is much higher in both simulations.

From our analysis, we concluded that the reality should be between these two simulations,
which are the extremes, but closer to TRGY1. As BrONO2/Brx was high in TRGY1 com-
pared to Yang et al., but HOBr/Brx was similar, we decided to increase the loss of BrONO2.
Consequently, we lowered the total uptake of HOBr on sea salt, get lower Brx concentrations,
and maintain the loss of BrONO2 relatively high. Thus, the BrONO2/Brx ratio becomes
lower. We tested the following choice of total uptake coefficients in a last short simulation
named TRGY3:

Simulation TRGY3
ΓBrONO2 = 0.02
ΓHOBr = 0.1

The results of this last simulation of two months are in reasonable agreement with the
study of Yang et al. [138]. We performed a longer simulation like TRGY3, that we called SS1
and that we analyse in chapter 3.
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2.3 Oceanic Emissions for the Very Short-Lived Halocarbons

Other organic sources of bromine are dibromomethane (CH2Br2), bromochloromethane
(CH2BrCl), dibromochloromethane (CHBr2Cl), and bromodichloromethane (CHBrCl2).
These substances seem to have a similar emission pattern as bromoform [20, 109], which
permits to establish simple relationships between the emissions of these species and bromo-
form.

2.3.1 Bromoform observations used in the compilation of the emission in-

ventory

We constructed the emissions focusing first on bromoform (CHBr3). The observations of
emission fluxes of halocarbons and their concentration in water and air are sparse. To create
the emission inventory for the short-lived halocarbons, we began with the compilation and
analysis of approximately 60 publications reporting bromoform measurements in marine sea-
water and air (for the latter see Figures 2.9 and 2.10) done by Quack and Wallace (2003) [92].
The plots summarize various mean values of air measurements from various campaigns in sev-
eral oceanic regions. The earliest measurement campaign was done in 1982-83 in the Atlantic
and the latest in the winter of 1997 in the Indian Ocean and Western Pacific. The figures
also contain the measured values of a second data source: the boundary layer measurements
of bromoform done during the Pacific Exploratory Mission in the Tropical Pacific (PEM-
Tropics) in phase A (August and September 1996) and B (March and April 1999) described
in [109].

Figure 2.9: Bromoform atmospheric mixing ratios in air at the surface (pptv) at coastal
locations. Values reported by Quack and Wallace (2003) [92] are represented by circles; those
from PEM Tropics campaigns A and B are represented by squares [109].

From the data, it was possible to conclude that the bromoform concentration shows a
significant coast-open ocean contrast, the highest levels being measured in coastal areas. The



2.3 Oceanic Emissions for the Very Short-Lived Halocarbons 37

Figure 2.10: Bromoform atmospheric mixing ratios in air at the surface (pptv) at open ocean
locations. Values reported by Quack and Wallace (2003) [92] are represented by circles; those
from PEM Tropics campaigns A and B are represented by squares [109].

most probable emission source for these relatively high air concentrations are macro algae.
The emission from these organisms has a diurnal variation [30] mainly related to tides (macro
algae emit more when they emerge from water) and their metabolism, such as photosynthesis
and respiratory cycles. This may explain the high variability of concentrations observed for
the values measured in the coastal region (see table 2.4). The concentrations in the open
ocean is much more homogeneous in space and time, and shows air concentrations mostly
below 4 pptv.

Table 2.4: Percentiles calculated for the air observations compiled by Quack and Wal-
lace, 2003 [92]

CHBr3 (pptv) Percentile 50 Percentile 75 Percentile 95

All observations 2.0 3.9 20.4
Coastal region 2.6 6.3 27.8

Open ocean region 1.2 2.0 7.7

Higher values measured in the ”open ocean” seem to have substantial input from coastal
regions. The measurements reported near the west coast of Africa have a coastal input due to
transport by the northeast trade winds from the highly bioactive African coast line related to
the upwelling of water [22]; the high values in the Arctic defined as open ocean were measured
over the icecap [13]; the high value (6.3 pptv) measured near the Antarctic Peninsula can
also be considered as a coastal measurement [98].

The PEM-Tropics campaigns showed an interesting property: the concentrations of natural
halocarbons in equatorial regions are enhanced, especially at Phase B (March and April) - see
Figure 2.11. This happens not only on the surface, but is detectable in the entire tropical
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troposphere [109], which shows the effect of vertical transport and a possible and probable
mechanism for the transport of short-lived species into the stratosphere. Besides bromo-
form, other mainly natural organohalogens showing higher values at the equatorial region
are CHBr2Cl, CHBrCl2, and CH2Br2. The measurements done in the Atlantic, in 1988,
on the research vessel FS Polarstern had already shown this phenomenon for CHBr3 and
CH2Br2. However, they followed the African coastline, which made it impossible to deter-
mine whether the upwelling of water on the open ocean also resulted in an enhancement of
the organohalogen air surface concentrations. Furthermore, PEM-Tropics measurements of
surface bromoform concentrations show the coast-open ocean contrast only for continental
coastlines, but not for islands.

Regarding the seasonality of the emissions, the observations allow the following conclusion:
high values will be measured more probably in spring and summer.

Figure 2.11: Bromoform boundary layer measurements done during the Pacific Exploratory
Mission in the Tropical Pacific (PEM-Tropics) in phase A (August and September 1996) and
B (March and April 1999) [109].

2.3.2 Calculation of emissions

According to estimates in the literature, the global annual emission of CHBr3 from sea wa-
ter is within the range 2.5 - 20 Gmol (Br).yr−1 [92]. The highest concentrations of bro-
moform are found in coastal waters. Based on this information and distributing a value
of 10 Gmol (Br) yr−1 over the ocean, three simulations were performed with the model
MOZART2:

simulation A: We considered a spatially homogeneous distribution of CHBr3 in the ocean,
leading to a surface flux of CHBr3 of 7.4 × 10−14 kg.m−2. s−1 over the ocean -
Figure 2.12, left panel.
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simulation B: We considered the same annual global flux, but 2.5 times higher emissions
in coastal areas than over the open ocean (coastal: 14.×10−14 kg.m−2.s−1; open ocean:
5.7 × 10−14 kg.m−2.s−1 - Figure 2.12, right panel);

simulation C: In the last experiment, we used the same spatial emission pattern with 10
times higher emissions in coastal areas than over the ocean (27. × 10−14 and 2.7 ×
10−14 kg.m−2.s−1 for coastal and open ocean areas, respectively - Figure 2.12, right
panel).

Table 2.5 contains the bromoform fluxes for the different regions and simulations.

Figure 2.12: Map of the bromoform emission areas used in the simulations: areas with zero
surface emissions are in blue; the left panel represents simulation A with spatially homoge-
neous emissions over the ocean (green shaded area); the right panel represents simulation B
or C in which coastal emissions (yellow shaded areas) are higher than over the open ocean
(green shaded area).

Table 2.5: Bromoform fluxes for the different regions for each simulation

CHBr3 Fluxes Land Open ocean Coastal region
(kg.m−2.s−1)

Simulation A 0. 7.4 × 10−14 7.4 × 10−14

Simulation B 0. 5.7 × 10−14 14. × 10−14

Simulation C 0. 2.7 × 10−14 27. × 10−14

The ratio between the coastal and open ocean flux in Simulation C was considered on the
basis of a personal communication with Birgit Quack. She suggested a ratio of around 10
between atmospheric surface CHBr3 concentrations in coastal and open ocean locations. The
assumption in simulation B was made in order to investigate a case with a moderate open
ocean - coast contrast in the emission file.

The global annual emission resulting from the simulations A, B and C is 9.1, 9.6, and
9.4 Gmol (Br)/yr, respectively. The differences are due to the sea ice cover that affects the
amount of coastal emissions.

The simulations were performed for the years 2001, 2002, and 2003 till July.

We assumed that the 3 bromines are immediately released upon bromoform degradation:

CHBr3 + hν → 3 ∗ Br (2.56)
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CHBr3 + OH → 3 ∗ Br + H2O (2.57)

In appendix B the reader can find a chapter regarding the chemistry of bromoform. Our
simple chemistry is reasonable as photolysis is the main sink by UV absorption of CHBr3.
Moreover, bromoform oxidation by OH yields CBr2O, which is mainly degraded by photolysis.
By these two reaction pathways, and in the low NOx environment over the ocean all the Br
atoms are released. We ignored the production of CO, which is not important for our purpose.

2.3.3 Resulting emission distribution and its evaluation

There is a seasonal variation in the CHBr3 concentrations in extratropical regions, which
is more pronounced in the Southern than in the Northern hemisphere. The maximum con-
centrations are observed in the winter months of the respective hemisphere (Figure 2.13).
The seasonality is related to the temporal variation of the strength of the two chemical sinks
of bromoform: photolysis and reaction with OH. This seasonal variation is also present in
measurements. Yokouchi et al., 1996, detected a winter/summer ratio of mixing ratios for
bromoform of 3 at Alert, Canada [140]. In our case, for the same location, we got ratios of
mixing ratios between 2.5 (simulation A) and 3 (simulations B and C). In the simulations,
the highest concentrations are in October, and the lowest in May/June. For Yokouchi et al.,
1996, the highest mixing ratios are observed in January/February/March, and the lowest are
observed in May/June.

The equatorial region does not show any seasonal variation as the radiation source and
the OH concentration levels are relatively constant during the year.

From simulation A, to B and C, a progressively higher portion of the emissions are trans-
ferred from the open ocean to the coastal regions. The southern hemisphere has a larger open
ocean surface area than the northern hemisphere, which translates into progressively higher
bromoform mixing ratios in the northern latitudes as it can be seen from Figure 2.13.

In Figure 2.14, we can observe the surface global distribution of the CHBr3 monthly aver-
age concentrations for March 2002 and 2003, and June 2002 and 2003. The main observations
from the figures are:

1. the rising concentrations on the coastlines from simulation A to B and C;

2. higher concentrations in the higher northern latitudes in Simulation C (coastal region
emissions are the highest in this simulation) and higher concentrations in southern
latitudes in Simulation A (open ocean emissions are the highest in this simulation).

Comparing the simulation results with the measurements (Figures 2.9 and 2.10 and ta-
ble 2.4, respectively) we conclude that all the simulations yield too high concentrations.
Overall, 50% of the bromoform measurements are below 2 pptv. Higher concentrations are
measured in coastal regions. However, even there the median is 2.6 pptv. Nevertheless,
coastal regions are characterized by the detection of very high peaks (maxima of 460 pptv),
that leadsto a high standard deviation. The open ocean is the region with the most homo-
geneous concentrations. All the simulations show averages higher than 3 pptv, and only in
simulation C, mainly the southern hemisphere fits to the concentrations observed over the
open ocean.

For the coastal regions, the averages are too high in all the simulations. Simulation A com-
pares best with the measurements, simply because the coastal emissions and, consequently,
the concentrations are the lowest.
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Figure 2.13: Time evolution (1 February 2001 to 31 December 2002) for bromoform atmo-
spheric mixing ratios (pptv), zonal mean at the surface for, from top clockwise: simulation
A - spatially homogeneous oceanic emission - simulation B - coastal regions with 2.5 times
higher emissions than open ocean - simulation C -coastal regions with 10 times higher
emissions than open ocean.

The geographical distribution of bromoform resulting from simulation A (Figure 2.14)
seems to indicate an effect of atmosphere dynamics on the open ocean-coastal region con-
trast. Although there is no difference in the bromoform emission flux between the open ocean
and coastal regions, we nevertheless obtain higher concentrations in coastal areas than over
the open ocean. The concentrations in coastal regions are higher by a factor of 1.25 in av-
erage. Even most of the regions characterized by high primary production (Figure 2.19) are
recognizable in the results from simulation A, which indicates a close link between physical
processes parameterised in the model and the oceanic regions of high primary production. In
this way the west coast of Africa, the Southern ocean productivity belt, areas in the Northern
Hemisphere and even upwelling regions in the Pacific and Atlantic Ocean emerge from the
background. Moreover, the higher dispersion for spring/summer observed in the observations
seems to be also due to physical processes, because it is captured by the simulations (Fig-
ure 2.15). The explanation may be the characteristic low photolysis rates in these regions
due to cloud coverage.

At first glance, the geographical pattern in the measurements is opposite to the modelled
(Figures 2.11 and 2.16), showing the importance of the equatorial enhancement detectable in
the PEM-Tropics campaigns.

In Figures 2.17 and 2.18, we plot PEM-Tropics surface measurements versus the medians
of the modelled data for March 2002 and 2003 on the left, and September 2002 and 2003 on
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Figure 2.14: Bromoform monthly average atmospheric mixing ratios (pptv) at the surface for

March 2002 and 2003 (1st column) and June 2002 and 2003 (2nd column) for, top to bottom,
simulation A, simulation B, and simulation C.

the right. The modelled data is surface ocean data from the same domain where PEM-Tropics
surface data were sampled and the time span was also chosen to be at the same season as
for the measurements. From Figures 2.17 and 2.18 it is quite obvious that the simulations
are producing too high concentrations. To fit the simulation results outside the equatorial
region with the PEM-Tropics measurements it would be necessary to reduce the medians by
65% to 80%.

2.3.4 The additional equatorial enhancement study

Realizing the importance of the equatorial enhancement in the bromoform concentration in
the measurements (Figure 2.11), we studied environmental variables that could affect the
production and ocean emission of CHBr3 and explain this concentration maximum.

We analysed the Sea Surface Temperature (SST), the Solar Radiation and the Phyto-
plankton Pigment Concentration (PPC).

Bromoform saturation in water depends on SST and, consequently, also the flux into the
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Figure 2.15: Bromoform monthly average atmospheric mixing ratios (pptv) at the surface
for March and July 2002 and 2003, for simulations B and C. Modelled data as box plots;
observed mean values as individual points from Quack and Wallace, 2003 [92].

atmosphere dependes on the SST. Moreover, the SST is associated with the upwelling of
water and can be associated with primary biomass production in the ocean. For CH3Br, the
correlation between SST and the surface fluxes was described by King et al., 2002 [62].

The solar radiation affects the production of bromoform by algae and phytoplankton [68,
25]. Finally, the PPC could be a marker for the biogenic production of CHBr3 in the Ocean.

The satellite data composites for PPC from the SeaWIFS Project (Figure 2.19) show a
strong concentration enhancement in coastal regions (red to yellow), that can be related
to the upwelling areas (nutrient transport to the surface), and consequently higher primary
production. Bromoform could be produced by macroalgae and also by microalgae. Quack
et al. (2004) [91] found an association between the deep depth chlorophyll maximum within
the tropical thermocline and water bromoform concentrations.

A careful analysis of the atmospheric bromoform surface concentration, SST, solar radia-
tion and PPC showed a better correlation of bromoform surface air concentration with PPC
(Figures 2.20 and 2.21). The Pearson Correlation8 is for the latter 0.5.

The high biological productivity in middle and high latitudes observed in the SeaWIFS
data is not related to enhanced CHBr3 concentrations. However, the SeaWIFS data do
not show the species composition shifts, which probably affects the emissions. Also the

8Pearson’s correlation is a statistic coefficient that reflects the degree of linear relationship between two
variables. It ranges from +1 to -1. A correlation of +1 means that there is a perfect positive linear relationship
between the two variables.
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Figure 2.16: Bromoform monthly average atmospheric mixing ratios (pptv) at the surface for
March and July 2002 and 2003 from the simulations. The results are for the Pacific Ocean
(longitude 150-290◦, latitude 50◦N − 50◦S).

environmental conditions may have an effect [25]. Therefore, the PPC correlation was only
used for the reajustment of the bromoform emissions in the latitude strip between 18 ◦ S and
18 ◦ N, using the equation:

E(CHBr3)final = 15. × [PPC] × E(CHBr3)initial, (2.58)

where E(CHBr3)final is the bromoform emission after the readjustment of the emission
obtained in the simulation B (E(CHBr3)initial).

2.3.5 The final run

We made a final run with the following assumptions:

1. the global annual emission flux is around 75% less than the original assumption;

2. the ratio between coastal and open ocean regions would be the one considered for
simulation B, i. e. 2.5;

3. reajustment of the bromoform emissions in the latitude strip between 18 ◦ S and 18 ◦ N
using the PPC correlation expressed by equation (2.58). We assume that emissions from
the ocean and air concentrations obey a linear relationship.

The simulated bromoform mixing ratios fit well with the measurements (Figures 2.22
and 2.23):
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Figure 2.17: Bromoform atmospheric mixing ratios (pptv) at the surface of the ocean: the
blue crosses are measurements from the PEM-Tropics campaign phase B (March and April
1999), and the polygons are medians for the results for March 2002 and 2003 for the Pacific
Ocean (longitude 150-290◦, latitude 50◦N − 50◦S) for each of the simulations.

Figure 2.18: Bromoform atmospheric mixing ratios (pptv) at the surface of the ocean: the red
crosses are measurements from the PEM-Tropics campaign phase A (August and September
1996), and the polygons are medians for the results for September 2002 and 2003 for the
Pacific Ocean (longitude 150-290◦, latitude 50◦N − 50◦S) for each of the simulations.



46 2 Model Development

Figure 2.19: Satellite data composites (Nov. 1978 June 1986) for phytoplankton pigment
concentration (mg.m−3) [lower values at the top of the legend bar], SeaWIFS Project, NASA).

Figure 2.20: Bromoform surface air concentrations versus SST (left) and versus Solar radia-
tion (right) over the Pacific. The data is from the PEM-Tropics campaign B [109].

1. the equatorial maximum is very well reproduced;

2. the scattering of the measurements at the end of summer is also reproduced by the
model. This is related to transport processes and cloud coverage associated with reduced
photolysis.

2.3.6 The other natural organohalogens

Several studies on the biogenic emissions from the ocean detected concomitantly with bromo-
form the species: CH2Br2, CH2BrCl, CHBr2Cl, and CHBrCl2 (in the Arctic [140], at several
locations in the Atlantic [22, 20, 23, 30], in the Tropical Pacific [109], at the coast of Tasma-
nia [21], and Antarctic [98]). Moreover, studies on the emissions of volatile organohalogens
from certain species of algae found that the production of the brominated compounds is
correlated [4, 81, 24, 68].
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Figure 2.21: Bromoform surface air concentrations versus Phytoplankton Pigment Concen-
tration over the Pacific. The bromoform data is from the PEM-Tropics campaign B [109].
PPC data is from the SeaWIFS project.

Figure 2.22: Simulated bromoform monthly mixing ratio at the surface (pptv) for March 2001
- left panel. Comparison of the median of the simulated bromoform zonal mean concentrations
for March 2001 with the PEM-Tropics boundary layer measurements in campaign B (March
and April 1999) - right panel.

Based on the findings, it is reasonable to correlate the oceanic emissions of other natural
organohalogens with the bromoform emissions. We used the work of Carpenter and Liss
(2003) [21], in which they define the ratio between the emissions of several halocarbons and
bromoform (table 2.6).

More precisely, we used the following emissions of CH2Br2, CH2BrCl, CHBr2Cl, and
CHBrCl2:

ECH2Br2 = 0.22 × ECHBr3 (2.59)

ECHBrCl2 = 0.05 × ECHBr3 (2.60)
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Figure 2.23: Simulated bromoform monthly mixing ratio at the surface (pptv) for Septem-
ber 2001 - left panel. Comparison of the median of the simulated bromoform zonal mean
concentrations for September 2001 with the PEM-Tropics boundary layer measurements in
campaign A (August and September 1996) - right panel.

Table 2.6: The emission ratios of several halocarbons to bromoform according to Carpenter
and Liss (2003) [21] and the data measured during the PEM-Tropics campaigns A and B [109]

Emission ratio C&L9 PEM-Trops A PEM-Trops B
Halocarbons/CHBr3 August-September March-April

CH2Br2 0.15-0.25 0.160 0.340
CHBrCl2 0.03-0.06 0.040 0.070
CHBr2Cl 0.00-0.00 0.00 0.060
CH2BrCl 0.00-0.00 0.036 0.053

ECHBr2Cl = 0.06 × ECHBr3 (2.61)

ECH2BrCl = 0.44 × ECHBr3 (2.62)

When comparing each of these organohalogens

2.3.7 Final global annual emissions

The global annual emissions in Br atoms resulting from our experiment are tabulated in
table 2.7

Table 2.7: Global annual emissions of Br for each halocarbon simulated with MOZART2

Halocarbons Global emissions
Mmol(Br).yr−1

CHBr3 3489
CH2Br2 524
CHBrCl2 518
CHBr2Cl 140
CH2BrCl 58
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Our result for bromoform is in the lower range of the values reported in the literature, which
are in the range of 2.5-20 Gmol(Br)/yr. The net oceanic source of short-lived halocarbons is
of 4.7 Gmol(Br)/yr, with bromoform representing 75% of this value.

2.3.8 Conclusion

The seasonality of simulated bromoform concentrations in the polar regions depends mainly
on the chemical reactivity of the atmosphere (radiation and OH), which leads to higher
concentrations in the respective winter months. This is a result from field work [140]. At
midlatitudes the measurements show the higher values in spring and summer, while this
was not reproduced by the model without taking emissions of algae and phytoplankton into
account. This discrepancy was a hint that the measured emission maxima were due to a
biogenic source that the model did not simulate originally. The highest emissions occur
in regions with higher primary biomass production as the coastal areas, and in the open
ocean regions with upwelling as in the equatorial region. For the equatorial region, the
best agreement with measurements was achieved with the use of a parameterisation of the
bromoform emissions according to the Phytoplankton Pigment Concentration. This allowed
us to simulate the concentration peak of natural organohalogens observed in measurements.
In order to simulate the higher emissions in the coastal regions the emission flux was set to
2.5 times that of the open ocean. CH2Br2, CH2BrCl, CHBr2Cl, and CHBrCl2 emissions seem
to be correlated with the emissions of bromoform, probably due to a chemical chain process
in the algae metabolism. Based on Carpenter and Liss (2003) [21] and the PEM-Tropics
measurements the ratios between the various halocarbon emissions were defined.

2.4 Dry Deposition of Halogens

Dry deposition is the absorption of gaseous and particulate species from the atmosphere
onto surfaces in the absence of precipitation. Commonly in global models, this process is
determined by the dry deposition flux F:

F = −vdC (2.63)

F represents the vertical dry deposition flux, i.e., the amount of the species that deposits
per unit surface area per unit time. vd represents the deposition velocity. C is the concen-
tration of the species above the surface. It is considered that the flux is directly proportional
to the concentration of the depositing species.

Normally, in global models the deposition velocity is assumed to have a value that varies
with the type of surface. The surface types are described by the very broad categories of
ocean, desert, vegetation, and ice.

However, besides the surface, other factors affect the deposition velocity e.g. the turbulence
in the atmosphere and the chemical properties of the chemical species. The inclusion of these
factors can be done as described in [112]. MOZART4 includes this method of calculation,
which is called an interactive dry deposition computation.

The deposition velocity for gases is calculated using:

vd =
1

ra + rb + rc
(2.64)
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ra represents the aerodynamic resistance, rb is the quasi-laminar resistance, and rc is the
surface or canopy resistance. The last variable applies only to gases and its accurate quan-
tification is not straightforward. The approach adopted in MOZART4 is the one developed
by Wesely, 1989 [136]. It was devised for use in numerical models of atmospheric transport
and deposition of pollutants at regional scales. The surface resistances are calculated along
three distinct paths of mass transfer to sites of deposition: the upper portions of the canopy
or other structures, their lower portions, and the ground or water surfaces. The calculation
is done over a range of species, land-use types, and seasons. For the computation, it is neces-
sary to provide the Henry Effective coefficients (k∗

H) and the chemical reactivity (f0) of each
species.

k∗
H is a measure of the amount of a species that solubilises in the aqueous phase provided

a certain partial pressure of the species in the gas phase. It includes the equilibrium between
the fraction of the species in the gas phase and in the aqueous phase represented by the
Henry coefficient (kH), and the dissociation upon the absorption in water represented by the
dissociation equilibrium constant (k). To calculate kH the following equation is applied [104]:

kH = kª
H × exp (

d ln kH

d(1/T )
(
1

T
− 1

Tª )) (2.65)

where d ln kH

d(1/T ) is the temperature dependence of the Henry coefficient and kª
H is the Henry

coefficient at standard conditions (Tª = 298.15K).

For species that dissociate upon absorption, k is calculated by a similar expression:

k = kª × exp (
d ln k

d(1/T )
(
1

T
− 1

Tª )) (2.66)

Finally, k∗
H is calculated by:

k∗
H =

{

kH × (1 + k × 1
pH ) if kH 6= 0

k × 1
pH otherwise

(2.67)

Note that while kH only depends of the temperature, k∗H depends on both the temperature
and the concentration of H+ ions in the solution.

To our knowledge measurements of vd for halogen species do not exist. Instead, estimates
are used based on chemical similarities to other species. Yang et al., 2006 [138] used this
approach applying the values of table 2.8 in a non interactive computation procedure.

Table 2.8: Dry deposition velocities of HBr and HOBr (cm/s) used by Yang et al., 2006 [138]

Forest and Grass Desert Oceans Ice/snow

HBr 1.0 0.5 0.5 0.2
HOBr 0.5 0.2 0.2 0.1

2.4.1 Parameters added to MOZART4

The species HBr, HOBr, HCl and HOCl were introduced in the interactive computation
of dry deposition velocities in MOZART4. For this purpose, we supplement the tables in
drydep_tables.F90 (table 2.9):
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1. the Henry coefficients at standard conditions denoted by kª
H ;

2. the temperature dependence of kH , denoted by −d ln kH

d(1/T ) ;

3. the dissociation equilibrium constant at standard conditions denoted by kª

4. the temperature dependence of k denoted by −d ln k
d(1/T )

5. the chemical reactivity of each species denoted by (f0) (estimated by analogy to the
other species in drydep_tables.F90 )

Table 2.9: Parameters introduced for the interactive halogen dry deposition computation

kª
H

10 −d ln kH

d(1/T )
10 kª11 −d ln k

d(1/T )
11

Species [M.atm−1] [K] [M1−n/s 12] [K]

HBr 00000.72 6100. 1.0×10+9 000 0. 1.0×10−36

HOBr 1900. 000 0. 2.1×10−9 000 0. 0.1 0000
HCl 00 19. 9000. 1.7×10+6 6896. 1.0×10−36

HOCl 0 930. 000 0. 3.2×10−8 000 0. 0.1 0000

2.4.2 Deposition velocity results

We present results regarding deposition velocity for the added species. In order to produce
comparisons, we also present results for species already present in the original model.

Ozone: Figure 2.24 shows the ozone deposition velocity for January 2000 for MOZART4
and MOZECH (RETRO project run). MOZART4 produced generally higher values over the
continents compared to the ocean. However, it was expected that land masses would stick
out more in the vd results. Moreover, the overall maxima and relative higher values were
expected over tropical forests compared to higher latitudes, which is not the case, and even
seems to be the opposite over Africa. Values higher than 0.5 cm/s over Australia, which
is poor in vegetation, is unexpected. In the work of Ganzeveld and Lelieveld, 1995 [39],
the values over land are higher with the maxima over South America, which is also the
case in the global chemistry transport model MOZECH (see Figure 2.24, right panel). The
values of MOZART4 over Ocean and Snow/Ice are comparable to those by Ganzeveld and
Lelieveld [39]. MOZECH has lower deposition velocities over the open ocean, but higher
values over the polar regions compared to MOZART4.

Nitrogen dioxide: The monthly average of the deposition velocity of NO2 is shown in
figure 2.25. The ratio between the O3 and the NO2 deposition velocities is in very good
agreement with the empirical rule from Ganzeveld and Lelieveld [39] that states: ”The values
of vd(NO2) and vd(NO) are about 2/3 and 1/10 those of O3 above vegetation and bare soil,
respectively.”

Nitric acid vapor: The deposition velocity values for HNO3 over the ocean are compara-
ble with the results from the MOZECH model and Ganzeveld and Lelieveld [39] (Figure 2.26).

10(Sander, 1999 [104])
11(Sander and Crutzen, 1996 [106])
12n is the chemical reaction order
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Figure 2.24: MOZART4 result for O3 dry deposition velocity [cm/s] (left panel). MOZECH
result for OX dry deposition velocity [m/s] (right panel). Monthly average for January 2000.

Figure 2.25: MOZART4 result for NO2 dry deposition velocity [cm/s]. Monthly average for
January 2000.

Over land there is a good agreement with MOZECH, except at the North Pole, with differ-
ences that can reach a factor of 10. However, comparing with Ganzeveld and Lelieveld [39],
the discrepancies are very significant reaching 2 orders of magnitude. This is visible especially
at the polar regions, which is worrying as the halogen study will focus on these regions.

Carbon monoxide: The deposition velocity for MOZART4 (left panel) and MOZECH
(right panel) are presented in figure 2.27. MOZECH shows overall higher values, but as this
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Figure 2.26: MOZART4 result for HNO3 dry deposition velocity [cm/s] (left panel).
MOZECH result for HNO3 dry deposition velocity [m/s] (right panel) Monthly average for
January 2000.

model has lower atmospheric concentrations of CO compared with other models it may be
that the dry deposition for this species is somewhat too high. However, the spatial patterns
are reasonably similar in both models MOZART4 and MOZECH.

Figure 2.27: MOZART4 result for CO dry deposition velocity [cm/s] (left panel). MOZECH
result for CO dry deposition velocity [m/s] (right panel). Monthly average for January 2000.

The halogen species: HBr, HCl, HOBr and HOCl deposition velocities from MOZART4
are shown in Figure 2.28. When the values of the figures are compared with the values used
by Yang et al., 2006 (table 2.8) the values seem to be generally similar, except in regions with
ice/snow cover. In table 2.10 we present mean dry deposition velocities from MOZART4. We
note that also the deserts show low vd when compared with Yang et al., 2006. It seems that
the dry deposition velocities calculated in MOZART4 for snow, ice, and desert are very small
when compared with other available sources. The same is true for HOBr and HOCl. Even
if wet deposition is a stronger sink for halogens, the polar regions play such a fundamental
role in halogen tropospheric chemistry so that it may be important not to have a deviation
of the order of 102 as is the ratio between the model results and the values used by Yang et
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al., 2006.

According to Xin Yang, the reasoning for the determination of the dry deposition velocity
values on ice and snow is the following: ”The basic rule we used is assuming the dry deposition
on snow/ice is half of the value over water, like HNO3/H2O2/HNO4 etc used in our model.
Since for HBr 0.5cm/s is given over ocean, so 0.2cm/s over ice is obtained.” Over the ocean
and land, Yang et al.[138] they took the values from Sander and Crutzen, 1996 [106].

The parameterization used in MOZART4 takes the higher surface resistance into account
when the temperature decreases. We do not know if halogen species may be an exception
to this rule, as it is suggested for H2O2 in Wesely, 1989 [136]. They report that for the
resistance to uptake on leafs and ground, lower temperatures are expected to increase it,
but he remarks that this effect that holds for HNO3 and NO2, may have exceptions, like for
H2O2. In our particular case, there is no evidence (theoretical or experimental) to change
our values, therefore we are going to use the values derived by the model.

Deserts are a small fraction of land, where halogen concentrations are insignificant. There-
fore, underestimation over deserts is probably not important. Regarding HOBr and HOCl
the forest does not imprint a ”signature” on the results.

Another striking feature in the results is the similarity between the plots for vd(HBr) and
vd(HCl), but the apparent differences over the ocean between vd(HOBr) and vd(HOCl). From
the parameters included in the model (table 2.9) it is not clear why this should be the case.

Table 2.10: Average dry deposition velocities of HBr and HOBr (cm/s) resulting from
MOZART4

Land13 Desert Oceans Sea ice

HBr 0.5 0.01 0.3 0.008
HOBr 0.1 0 0.002 0.2 0.005

2.4.3 Conclusions

The differences in the dry deposition velocity between the rare literature sources and the
results may lead to inaccuracies and uncertainties especially in the polar regions. These
uncertainties limit the validity of our conclusions since tropospheric chemistry for halogens is
particularly important in these regions. In addition, there may be deposition and subsequent
desorption under certain meteorological conditions that are not taken into account.

In other regions of the globe wet deposition plays a much more important role, so that
the inaccuracies in the dry deposition do not play an important role.

2.5 Wet Deposition of Halogens

Wet deposition is the scavenging of gaseous species by condensed water in the atmosphere
with the eventual deposition on the Earth’s surface. This process is difficult to parameterize
due to its dependence on multiple and composite processes (chemical reactions, dissolution,
evaporation, etc.). Furthermore, it involves different physical phases (gas, aqueous, solid),
and is influenced by phenomena on a wide range of physical scales (from the microscale to

13Includes all the grid points that are not ocean.
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Figure 2.28: MOZART4 result for the dry deposition [cm/s] of (from the top left clockwise):
HBr, HCl, HOBr, and HOCl. Monthly average for January 2000.

the macroscale). We define ”wet deposition processes” as the scavenging by cloudwater, rain,
snow, ice crystals, sleet, hail, etc.

Wet deposition is effective inside a cloud and in the precipitation below it. In MOZART4,
the scavenging only happens in rainy clouds and it is irreversible. For very soluble species
both processes take place, while the less soluble species are only involved in below-cloud
scavenging.

The solubility of gases is described by Henry’s law coefficient that is defined as:

kH =
C

(l)
eq

p(g)
(2.68)

where C
(l)
eq is the concentration of a species in the aqueous phase and p(g) is the partial

pressure of that species in the gas phase.

After the dissolution in water, some species dissociate into ions, a reversible reaction that
reaches equilibrium rapidly. In this case, we can define a second Henry’s law coefficient
incorporating the dissociation process, called Effective Henry coefficient (already discussed in
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section 2.4). The Effective Henry coefficient (k∗H) always exceeds the Henry’s law coefficient,
which means that the total amount that dissolves is higher than predicted by kH .

It is important to note that kH refers to gases which physically dissolve, but do not
undergo a chemical reaction. So, it includes solvation, but does not include hydration or
hydrolysis. Hydrolysis is effective for the species BrONO2 and ClONO2, which have a very
high uptake coefficient. These species are very efficiently dissolved in water. However, it
cannot be considered that the uptake is a wet deposition process as described by the Henry
law coefficient.

The species HBr, HOBr, HCl, and HOCl are inorganic acids or polar molecules which are
therefore soluble in water. Consequently, we have to account for the wet deposition of these
species in our model.

2.5.1 Below-cloud scavenging in MOZART4

Inside a cloud, rain drops are formed. During this process interactions between the drops
and aerosols and the drops and trace gases take place. In order to estimate the amount of
the gas that is removed from the atmosphere by diffusion into a drop, it is necessary to take
the physico-chemical properties of the gaseous species, the rain drop size and its descending
velocity into account. The scheme used in this study considers solubilisation as an irreversible
process.

To calculate the rate at which chemical compounds are scavenged, the strategy in
MOZART4 is to count at each level how much water passes through and how much of the
substance the water removes from the gas phase. The computation starts at the top of the
highest cloud and descends to the surface.

In more detail, let n
(l)
eq be the number of molecules going into the water phase so that an

equilibrium with the gas phase is reached:

n(l)
eq = n

(g)
bs − n(g)

eq (2.69)

Here, n
(g)
bs is the number of molecules in the gas phase before scavenging (bs), and n

(g)
eq

is the number of molecules in the gas phase that are in equilibrium with the water phase.
Dividing by the total number of molecules in the gas phase we have:

x(g→l)
eq = x

(g)
bs − x(g)

eq (2.70)

x
(g→l)
eq is the volume mixing ratio (x) in the gas phase that would potentially be transfered

from the gas phase to the water phase, provided that equilibrium is reached and that the
water phase is not yet ”contaminated” with the gas phase species. For our parameterization,

we determine x
(g→l)
eq .

According to the ideal gas law, we have

p(g)V (g) = n(g)
eq RT (2.71)

p(g) is the pressure of the gas phase, V(g) is the volume of the gas phase, R is the molar
gas constant, and T is the temperature of the gas phase medium. Substituting this into
equation (2.69), we obtain



2.5 Wet Deposition of Halogens 57

n(l)
eq = n

(g)
bs − p(g)V (g)

RT
(2.72)

From equation (2.68), we know that

p(g) =
C

(l)
eq

k∗
H

=
n

(l)
eq

k∗
HV (l)

(2.73)

Considering (2.72) and (2.73), we find

n(l)
eq = n

(g)
bs − n

(l)
eq V (g)

k∗
HRTV (l)

With χ = V (l)

V (g) :

n(l)
eq =

n
(g)
bs

1 + 1
k∗

H
RTχ

=
n

(g)
bs

χ + 1
k∗

H
RT

χ (2.74)

Dividing both sides by the total number of molecules in the gas phase:

x(g→l)
eq =

x
(g)
bs

χ + 1
k∗

H
RT

χ (2.75)

In table 2.11, we put the correspondence between the symbols used in the present document
and the one used in the model-code.

Table 2.11: Correspondence between the symbology in this report and the one in the model

Report MOZART4

Units Units

x
(g→l)
eq mol (i)14/mol (air) xeqca mol (i)/mol (air)

x
(g)
bs mol (i)/mol (air) xgas mol (i)/mol (air)

x
(l)
eq mol (i)/mol (air) xca (mol (i)/mol (air)(cm3 (H2O))
χ m3 (H2O)/m3 (air) xliq g (H2O)/m3 (air)
k∗H M (i)/atm (air) xhen M (i)/atm (air)
R J (i)/mol (i)/K (air) const0 atm (air)/K (air)/cm3 (i)
T K (air) tfld K (air)
M g (i)/mol (i) mH2O g (i)/mol (i)

Let’s now consider that the top of the highest cloud is level j. In the computation of
the amount scavenged, we descend from j and check at each level if there is rain. Let the

14
i for chemical species
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first level with rain be level j+n. We follow the rain generated in this level j+n down to the
surface, and account for the amount of the species that remains after scavenging at each level
j+m≥j+n. Going down through the column, there may exist additional levels in which rain
is generated, and then there are several scavenging computations at each level m. We count
these different scavenging computations by an extra index r=0,1,2,..., and call it a ”rain
episode”. r is closely linked to the level where the rain was generated (j+n). Introducing the
indices in equation (2.75), we have

x
(g→l),r
eq,j+m =

x
(g),r
bs,j+m

χj+n + 1
k∗

H,j+m
R Tj+m

χj+n (2.76)

At the first rain episode found in the column, r=0, and x
(g),0
bs,j+m = x

(g)
initial,j+m. The latter

is the gas volume mixing ratio at the beginning of the time step.

The gas concentration in the aqueous phase is calculated using an expression similar to
equation 20.20 from Seinfeld and Pandis [112]:

x
(l),r
eq,j+m = geo_fac× xkgm×

x
(g),r−1
bs,j+m

xrm × xum
× ∆zj+m × χj+n (2.77)

geo_fac is the droplet geometry factor. The droplet geometry factor is:

geo_fac =
Asurf × d

V
(2.78)

Asurf , d, and V are the surface area, the diameter, and the volume of the rain drop,
respectively. ∆z is the height of the level j+m.

xkgm is the mass flux onto the rain drop, and is calculated by an empirical equation
(according to a communication from Horowitz):

xkgm =
xdg

xrm
× 2. +

xdg

xrm
× 0.6 ×

√

xrm× xum

xvv
× 3

√

xvv

xdg
(2.79)

In MOZART4, the information regarding the droplet characteristics are mean quantities
that are maintained constant during the simulation. Their values are given in table 2.12.
Nevertheless, we should keep in mind that according to Seinfeld and Pandis [112]: The
simplification of an average droplet diameter can easily lead to significant errors. In general,
it is important to consider the number of droplets and the size of the droplets.

Table 2.12: Constant values in the wet deposition parameterization in MOZART4

xrm mean diameter of rain drop 0.189 cm
xum mean rain drop terminal velocity 748. cm/s
xvv kinetic viscosity of water 0.0618 cm2/s
xdg mass transport coefficient 0.112 cm/s

geo_fac droplet geometry factor 6. -

xkgm mass flux onto the rain drop 15.1 cm/s(15)
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We also follow the content of the droplet in its downward path. In each rain episode r

and level m ≥ n, the amount of species is accumulated in the drop:

m
∑

i=j

x
(l),r
eq,i (2.80)

In this way,

x
(g),r
bs,j+m =

{

x
(g),r
eq,j+m − x

(l),r
eq,j+m if x

(g),r
eq,j+m >

∑m
i=j x

(l),r
eq,i

0 otherwise
(2.81)

This means that the scavenging only takes place if the droplet is not saturated with the
chemical species, according to its solubility properties.

Summing up all rain episodes at each level j+m , we have x
(g)
final,j+m that will be:

0 ≤ x
(g)
final,j+m ≤ x

(g)
initial,j+m (2.82)

For each level and grid box, the maximum time it will take for the gas species to be totally
scavenged from the atmosphere with respect to wet deposition is given by

τj+m =
x

(g)
initial,j+m

x
(g)
initial,j+m − x

(g)
final,j+m

× xdtm (2.83)

xdtm is the descend travelling time of the rain drop in the grid (∆z), calculated through
the multiplication of the height of the grid and the mean rain drop terminal velocity (xum).

Finally, the rate of removal of a gaseous species by wet deposition is defined by

kw,j+m =
1.

τj+m
× stayj+n (2.84)

where stay is the fraction of the distance between the cloud and the surface that is traversed
by the falling drop in the timestep. This expression provides a way to calculate the water
column scavenging without having to actually follow the droplets.

2.5.2 In-cloud scavenging in MOZART4

In this case the amount of water in the cloud is taken into account in the calculation of the
wet deposition rate:

kw =
rain

M × (χ + 1.
k∗

H
×R×T )

× satcoeff (2.85)

The variable rain expresses the conversion rate of water vapor into rain water
(molecules/cm3/s); M is the molecular weight of water (g/mol); and satcoeff is the sat-
uration factor in clouds, defined empirically for the species HNO3 (0.016), H2O2 (0.016),

15The units of the mass flux onto the rain drop should be cm/s. The units on the right and left handside
of equation (2.79) are not equal because the equation is empirical.
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and CH2O (0.1)(Horowitz personal communication). These factors are used also for other
chemical species.

This expression is similar to the one deduced by Giorgi and Chameides [41], however they
have below-cloud scavenging in mind, and the variable rain in their formula does not express
the water content, but the water that was removed.

2.5.3 Simulations performed to test the reliability of the wet deposition

rates for halogen species

Three simulations were performed:

1. Simulation 1 - We attribute the volume mixing ratio of HNO3, a very soluble species,
to the halogen species. HNO3 has higher wet deposition rates in the tropics and below
and in-cloud scavenging is included in the computation.

2. Simulation 2 - We attribute to the halogen species the volume mixing ratio of a less
soluble species, CH3OOH, which only includes in-cloud scavenging, the higher wet
deposition rates being in the polar regions.

3. Simulation 3 - In the third experiment, the volume mixing ratio of all halogen species
is equal to 1. × 10−14, but we apply the original specific wet deposition.

The parameters for the wet deposition of HNO3 and CH3OOH are defined in table 2.13:

1. the Henry coefficients at standard conditions are denoted by kª
H ;

2. the temperature dependence of kH are denoted by −d ln kH

d(1/T ) ;

3. the dissociation equilibrium constant at standard conditions is denoted by kª

4. the temperature dependence of k is denoted by −d ln k
d(1/T )

Table 2.13: Parameters for the computation of gas uptake by rain water

kª
H

16 −d ln kH

d(1/T )
16 kª17 −d ln k

d(1/T )
17

[M.atm−1] [K] [M1−n/s 18] [K]

Established species used0 in this report as reference

HNO3 0 2.1×10+5 8700. 1.54×10+1 0.
CH3OOH 2.27×10+2 5610. - -

Species added

HBr 00000.72 6100. 1.0×10+9 000 0.
HOBr 1900. 000 0. 2.1×10−9 000 0.
HCl 00 19. 9000. 1.7×10+6 6896.

HOCl 0 930. 000 0. 3.2×10−8 000 0.

16Sander, 1999 [104]
17Sander and Crutzen, 1996 [106]
18n is the chemical reaction order
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We assume that the wet deposition rates for HNO3 and CH3OOH are correct, and we
analyse wet deposition rates of the halogen species on the basis of this assumption. Moreover,
all species were introduced in the below and in-cloud scavenging, even the ones with low
effective Henry coefficients (HOBr and HOCl). For the calculation of k∗

H the parameters in
table 2.13 were used.

2.5.4 Analysis of the wet deposition simulation results

Wet deposition was added in MOZART4 in the treatment of HBr, HOBr, HCl and HOCl
(in-cloud (rainy clouds) and below-cloud wet deposition).

The new wet depositon rates of the halogenated species are first compared with those
already established: nitric acid (HNO3), a very soluble species, and CH3OOH, a moderately
soluble one.

HNO3 is one of the most water-soluble atmospheric gases. This is due to a high Henry
constant and concomitantly high dissociation constant in water, which results in a very high
Effective Henry coefficient (Figure 2.29, black curve). This means that HNO3 dissolves readily
in clouds in the form of nitrate ions:

HNO3(g)  NO−
3 + H+ (2.86)

The highest HNO3 wet deposition rates (≥ 5 × 10−5 s−1) are located in the tropics
(Figure 2.30), which can be attributed to the high convective precipitation in these regions
(Figure 2.31, left panel). However, there are apparently more variables that influence the wet
deposition rate. The indirect connection between deposition and precipitation becomes clear
from the observation. These observations show that the maximum for HNO3 wet deposition
rates (Figure 2.30), for example over the Indonesian islands or over the Pacific Ocean are
not at all related to local maxima for the precipitation or even the cloud water content
(Figures 2.31 and 2.32). In certain cases, the opposite can be observed, e.g. maxima in cloud
water content over North Australia going along with relatively low wet deposition rates.
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Figure 2.29: Henry Effective Coefficient (k∗H) for HNO3 (black) and other species (CH3COOH,
HBr, HOBr, HCl, and HOCl) considered in this report [M/atm]. Note different scales.
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Figure 2.30: MOZART4 results for the wet deposition rates on the surface for HNO3,

CH3OOH, HBr, and HCl [s−1]: time evolution of the longitudinal average from 3rd to 13th

March 2000 (left side), and global distribution for the first day of the simulation (right side).

It would be important to know which kind of clouds or precipitation is active (for example:
convective or stratiform systems) in a certain grid cell due to the connection of wet deposition
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Figure 2.31: Diurnal average for the precipitation [m/s]: convective (left panel) and stratiform
(right panel).

Figure 2.32: Global surface cloud water content distribution for the 3rd of March of 2000
[kg/kg] (diurnal average).

with the size and number distribution of the droplets. However, this information is not
directly available in MOZART4. Generally, we observe that the wet deposition rates are
higher at locations with convective rain (Figure 2.31). This can be explained by the high
water content in tropical convective systems, with a very high rate of water condensation and
rainfall.

The volume mixing ratio of a chemical species should determine to a large extent the wet
removal rate. In the case of HNO3, we notice that the locations with higher volume mixing
ratios nevertheless have wet deposition rates in the lower range of the scale (Figure 2.33).
Actually, when analysing the other gas species in this report, we realized that the volume
mixing ratio has no visible influence on the wet deposition rate for species with high k∗H . The
volume mixing ratio has only importance as a tipping point, that works on the conditional

statement that defines the calculation of x
(g)
final,j+m (equation (2.82)). This means that the

levels of the volume mixing ratio are essential in defining x
(g)
final,j+m as zero or as a calculated

value.

On the surface, CH3OOH has its highest wet deposition rates in the polar regions, espe-
cially in the Southern Hemisphere (Figure 2.30). The highest volume mixing ratio for this
species is in the tropical latitudes as shown in Figure 2.37, right panel. This anticorrela-
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Figure 2.33: Volume mixing ratio for HNO3 at the surface on the 3rd of March 2000 [ppt]
(diurnal average).

tion between wet deposition rates and volume mixing ratios could be related to its solubility.
CH3OOH is only lost by in-cloud scavenging, because it is considered to be not soluble enough
to enter a falling droplet. In Figure 2.34, we show that the conversion rate of cloud water
into rain water in the lowest model level is responsible for the CH3OOH deposition. Keep-
ing in mind that the solubility is higher at lower temperatures (confer Figure 2.35), we can
understand the wet deposition rate distribution for CH3OOH at the surface. In the tropics,
for the 3rd of March, there are raining clouds between 8-16 km altitude, with correspondent
wet deposition rates of CH3OOH in the order of 10−5s−1.

HNO3 has in-cloud and below-cloud deposition. The polar latitudes exhibit high values of
scavenging in terms of absolute values, even if it is 5 times lower than in the tropics. So, we
conclude that below-cloud scavenging is more efficient than in-cloud scavenging for soluble
species.

HBr has a very high wet deposition rate (Figure 2.30). It is generally higher or equal to
that of HNO3, which we expect because the effective uptake is much higher for HBr than for
HNO3, as it can be seen from Figure 2.29. There are six grid boxes over desert areas that are
an exception (kw(HNO3)is > 100% higher than kw(HBr)), as it can be seen in Figure 2.36.
However, the wet deposition rates are very low at these locations.

The three experiments, in which the HBr volume mixing ratios are high - Figure 2.37 -
(0.2 to 1.4 × 104 ppt in simulation 1 and 18 to 1.6 × 103 ppt in simulation 2) and low
(1. × 10−14 ppt), and with different surface distributions, produce exactly the same wet
deposition rate values of Figure 2.30. This shows that the gas phase concentration of HBr
was not important for the determination of the wet deposition rate. This is due to the relation
between concentrations in both phases, which are dependent on the air-water equilibrium.

For HCl, we obtain similar to HBr (Figure 2.30). The grid points at which the highest wet
deposition rates are reached have almost the same wet deposition values as the corresponding
grid points for HBr. For the other grid points the wet deposition rate of HCl is lower than that
of HBr. This can be understood from the fact that HBr tends to have lower effective Henry
constants than HBr in the temperature range of the troposphere (compare Figure 2.29 and
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Figure 2.34: Global surface distribution of the rate of conversion of condensate to precipita-

tion for the 3rd of March of 2000 [K] (diurnal average).

Figure 2.35: Global surface temperature distribution for the 3rd of March of 2000 [K] (diurnal
average).

table 2.13). However, taking into account the steep slope below 275K for the k∗H (Figure 2.29),
we would expect higher wet deposition rates for HCl in the polar regions.

HOBr is a species with a relatively low solubility having an effective Henry coefficient
of 1900 M/atm (Figure 2.29). Its wet deposition rate depends on the initial concentration
prescribed in each simulation as it can be seen from Figure 2.38. Looking into simulation
3, where the volume mixing ratio is relatively constant throughout the atmosphere, and
comparing the wet deposition rate with the cloud water content (Figure 2.32), we can see the
correlation between the cloud water content and the deposition rate.

The results of simulation 1 show the highest wet deposition rates of all simulations. The
maxima are located over the Indian Ocean and east of Indonesia. These local maxima in
the deposition rate cannot be explained solely by the effect of the volume mixing ratios, but
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Figure 2.36: The difference in percent of the wet deposition rates of HNO3 and HBr.

Figure 2.37: Diurnal average on the surface for the HBr volume mixing ratio [ppt] used in
simulation 1 (equal to the volume mixing ratio of HNO3) - left panel - and simulation 2 (equal
to the volume mixing ratio of CH3COOH - right panel).

also by the solubility. In the case of a species with high solubility, saturation of the droplets
is normally not reached and scavenging is effective along the column. This is true even in
low altitudes in the case that high concentrations are found in higher levels. However, for
species with low solubility as HOBr, the droplet may saturate during its path downwards.
This can be observed in Figure 2.39 that presents a vertical section at the 90◦ meridian for
simulation 1 and 2. E.g. around 0◦ latitude, the volume mixing ratio is low in simulation
1 while it is high in simulation 2. At this location, the wet deposition rate kw is equal for
both simulations above 900 hPa, but it is higher for simulation 1 below 900 hPa. This is a
consequence of the droplets not being saturated below 900 hPa for simulation 1 due to the
1000 times lower volume mixing ratios at high altitudes in this simulation compared with
simulation 2.

The lower wet deposition rates of HOCl compared to HOBr are a consequence of the lower
effective Henry constant of HOCl. The effect of saturation is observable in both cases.
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Figure 2.38: MOZART4 results for the wet deposition rates on the surface for HOBr in each
of the experiments (simulation 1 at the top, simulation 2 middle row, and simulation 3 at the
bottom): time evolution of the longitudinal average from 3rd to 13th March 2000 (left side),
and global distribution for the first day of the simulation (right side).

2.5.5 Conclusion

For highly soluble species, we observed that below-cloud scavenging is more efficient than in-
cloud scavenging. Therefore, the highest wet deposition rates are observed at the locations
where convective precipitation is present. For species of low solubility, water content and in-
cloud scavenging are dominant. Moreover, the volume mixing ratio has an observable effect
in the wet deposition rate kw results for species with low solubility, while for highly soluble
species the volume mixing ratios tested (0.01 to 1. × 104 ppt) do not show an effect on kw.
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Figure 2.39: Diurnal averages of volume mixing ratios (up) and wet deposition rates (bottom)

for HOBr in simulation 1 (left side) and 2 (right side), on the 3rd of March 2000, at meridian
90◦.

This is explained by the saturation of water droplets in the case of low solubility.

Finally, we like to note that the dissociation of H2O2 in water droplets is not taken into
account in MOZART4. The value that is reported in Sander and Crutzen [106] for the
dissociation equilibrium constant of H2O2 at standard conditions is 2.7 × 107 s−1. This is
a higher value than for the dissociation equilibrium constant of HNO3, which is included in
the model and has a significant loss through washout.
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Figure 2.40: MOZART4 results for the wet deposition rates on the surface for HOCl in each
of the experiments (simulation 1 at the top, simulation 2 middle row, and simulation 3 at the
bottom): time evolution of the longitudinal average from 3rd to 13th March 2000 (left side),
and global distribution for the first day of the simulation (right side).
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Chapter 3

The Effect of Bromine on

Tropospheric Chemistry

In this chapter, we assess the impact of bromine species on the tropospheric chemistry in
two steps. First, we characterise and evaluate the atmospheric concentrations of bromine
species from the model (especially BrO) using the available observations or other modelling
experiments. Second, we analyse the impact of bromine species on O3 and related species as
OH, HO2, H2O2, NOx, CO, and others.

The measurements of bromine in the troposphere are mostly obtained from the detection of
BrO, the product of the reaction between Br and O3. The most commonly used technique is
the Differential Optical Absorption Spectroscopy (DOAS). This technique uses the absorption
of radiation by molecules, typically using simultaneous intensity measurements at several
wavelenghts, which makes it a specific and versatile technique. It is possible to use the sun
as a light source, and in this way, the method is used in remote sensing by satellites.

3.1 Simulations

We describe the seven main simulations which are summarised in table 3.1. The simulation
Base run uses the standard MOZART4. All the other simulations include the same gas
phase and photolysis reactions listed in appendix A. Furthermore, the bromine species are
included into the dry deposition and wet deposition schemes, as described in chapter 2.
In all the simulations, except the base run, the very-short lived halocarbon species–VSLS–
(chapter 2.3) and CH3Br are taken into account. This last compound has a homogeneous
tropospheric volume mixing ratio of 9 ppt.

Two reactions on sulphate are included (see appendix A) and described in subsection 2.2.4.
The emission from sea salt over the open ocean is parameterised by a net bromine production
through heterogeneous reactions. In subsection 2.2.5, we explain how the values for the total
reactive uptake and yield were chosen from the published literature. For all simulations with
bromine chemistry on sea salt, we used a total reactive uptake Γ of 0.02 for BrONO2 and
0.1 for HOBr. For simulations SS1 and SS1ice we used the yield of 0.9 for the production
of Br2 and of 0.1 for the production of BrCl. From an analysis of the results of the two last
simulations mentioned, we conclude that the production of bromine adopted is too high in
the Southern hemisphere. In addition, we conclude, based on the literature about the acidity
of sea salt particles in the atmosphere, that our assumption that the acidifying agents in the
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Table 3.1: Main experiments performed with MOZART4 for this study

Simulation Description

Base run the standard MOZART4, without bromine chemistry.

G1 Bromine chemistry, including the gas phase and photolysis reactions.
Emissions from short-lived halocarbons.

S1 G1 + heterogeneous chemistry on sulphate and other background par-
ticles.

SS1 S1 + heterogeneous chemistry on sea salt over open ocean (no limitation
of pH).

SS1ice SS1 + parameterised emissions from sea ice in the polar regions (proxy
for all sea salt sources in those regions including frost flowers).

SS2ice SS1ice + heterogeneous reactions on sea salt over open ocean with pH
limitation.

SS3ice SS2ice + heterogeneous reaction rates on sea ice 100 × higher than in
SS2ice.

atmosphere exist in sufficient quantities all over the globe may be incorrect. Consequently,
we decided to perform experiment SS2ice, in which we choose the yield obtained in the
experiment of Fickert and co-workers for newly formed sea salt particles [33] (see Figure 2.8
in subsection 2.2.5), which is 0.2 for Br2 and 0.8 for BrCl for both reactions of one molecule
of HOBr or one molecule of BrONO2 reacting on a sea salt particle .

The results of simulation SS1, in which potential effects of the sea ice on the bromine
cycle are ignored, showed that the distribution of BrO observed in satellite retrievals was
not captured by the model. The emissions from the polar regions are therefore essential
for a good global agreement of the BrO distribution with satellite retrievals, although the
information from satellite retrievals is currently more qualitative than quantitative. For the
parameterisation of the emissions from the sea ice, we use the fractional sea ice map fice of
MOZART4. We introduce on the surface of the ice sheet two additional reactions similar to
the ones occurring on sea salt over the open ocean:

BrONO2(g) → Br2(g) (3.1)

HOBr(g) → Br2(g) (3.2)

The production of Br2 from sea ice is calculated by the equation:

dCBr2

dt
= 2 × (ka

max · CBrONO2 + kb
max · CHOBr) × fice (3.3)

where ka
max and kb

max are the maximum values obtained in simulation SS1 for the reactions
on sea salt over open ocean, which are 4.0×10−5s−1 and 2.5×10−4s−1, respectively. Our
objective is to estimate the maximum possible effect of emissions from sea ice. To this end,
we assume that for each reactant molecule (BrONO2 or HOBr containing one Br) the reaction
product is Br2.

The analysis of the SS2ice results show that this case does not represent a maximum
scenario as intended. Thus, we performed an additional simulation SS3ice where ka

max and
kb

max are chosen to be 4.0×10−3s−1 and 2.5×10−2s−1, respectively.
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We note that in our discussions we focus on the simulations most relevant in the particular
context. E.g., in simulations S1 and G1, the volume mixing ratios of the bromine species are
low and not relevant to compare with observations. However, as we will see, it is relevant to
take them into consideration when discussing effects.

3.2 Bromine emissions from the simulations

We first derive the total annual emissions of bromine for the MOZART4 simulations from the
various sources included in the model for the year 2000. The result is presented in Table 3.2.
The emissions from the halocarbons are constant in all the simulations at 7.3 Gmol Br/yr. In
simulation G1, in which the source of bromine in the model is provided only by halocarbons,
the resulting tropospheric average of the volume mixing ratio of BrO is in the order of 10−3 ppt
(the same is true for simulation S1). This value is very low compared to the estimated global
BrO concentration of 1-2 ppt derived from observations. Moreover, the maxima are found in
the equatorial region, which is understandable as most of VSLS emissions are located there.
However, the explanation of the observed BrO levels is left unanswered in terms of quantity
and global distribution. Therefore, the addition of inorganic sources in the model is essential
to study bromine in the troposphere.

Table 3.2: The global emissions obtained in MOZART4 simulations for the year 2000

Sources Base run G1 S1 SS1 SS1ice SS2ice SS3ice
(Gmol Br/yr 2000)

Natural halocarbons + CH3Br - 7.3 7.3 7.3 7.3 7.3 7.3
Sea salt over open ocean - - - 5 8.4 1.3 2.6

Sea salt over sea ice - - - - 0.8 0.5 18

The emissions of bromine from sea salt vary between simulations. Between simulations SS1
and SS1ice the emission from sea salt increases by 68%. This is due to the additional bromine
source in SS1ice. The emission from sea ice is 0.8 Gmol Br/yr, which raises the atmospheric
concentration of BrONO2 and HOBr available to react on the sea salt particles over the open
ocean. When we introduce a pH limitation on the emission from sea salt particles in the
Southern hemisphere, the emissions from sea salt over the open ocean diminish by 84% from
simulation SS1ice to SS2ice. Correspondingly, the emissions from sea ice diminish by 38% as
the feedback between Br in the gas phase and on sea salt is weakened. The impact of the
change in the yield is extreme, and gives an impressive idea of the importance of the pH in the
description of the chemical release of bromine from sea salt particles. The same is probably
true for frost flowers, even if the process is somewhat different. Sander and colleagues give the
following explanation on how the acidification of frost flowers may occur: they propose that
there is a precipitation of calcium carbonate in freezing sea water, lowering the buffer capacity
of the liquid and acidifying the solution [105]. Both processes involve intricate aqueous phase
chemistry. Between simulations SS2ice and SS3ice the emissions from sea ice increase by a
factor of 36 due to the increase of the heterogeneous reaction rates on this substrate by a
factor of 100. The emissions from sea salt over open ocean concomitantly double.
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3.3 Evaluation of BrO

Satellite observations of BrO. Satellite retrieval allows to track the vertical tropospheric
column density (VTCD) of BrO globally along the year1. The comparison of the model
results with GOME retrievals can not be achieved on a quantitative level, because of the
uncertainties in the BrO VTCD in the troposphere (personal communication by Andreas
Richter). These uncertainties arise, within other reasons, from a lack of the exact knowledge
of the BrO concentration in the stratosphere and the albedo. More precisely, we have to take
into account that three height regimes contribute to the BrO VTCD retrieved by the satellite:
the BrO concentration profile in: 1) the stratosphere; 2) the free troposphere; and 3) the
boundary layer. All three regimes contribute with different weights to the measurements.
Over dark surfaces (open water) the satellite is more sensitive to BrO at location 1) and
2). In these regions the atmospheric BrO is overestimated and, consequently, the satellite
retrievals are poor tools to evaluate BrO emitted through heterogeneous reactions on sea salt
over the open ocean. This is due to the fact that the satellite is less sensitive to boundary
layer BrO over water. Over bright surfaces (ice), the sensitivity is higher for surface BrO
and this one is therefore overestimated. Moreover, clouds have to be carefully monitored,
as they block retrievals below the clouds and enhance the satellite sensitivity above them
due to their brightness. For example, in the Northern hemispheric winter (Figure 3.1), it is
possible to detect enhancements over inland areas of Russia and Europe. This is probably
due to changes in sensitivity to BrO in the free troposphere in the presence of snow/ice or
low clouds.

The observed annual cycle of the BrO distribution over the globe shows a strong sea-
sonal cycle at the poles. During polar spring the chemical activation gives rise to VTCD of
> 6 × 1013 molecules/cm2. From February to May high column densities are retrieved at
the North Pole, and similarly over the South Pole during September-December. This is due
to the unique one-day/one-night light regime and to the fact that BrO chemistry is driven
by sunlight.

Vertical Tropospheric Column Densities (VTCD) of BrO. In Figures 3.2, 3.3, 3.4,
and 3.5 we show the BrO VTCD obtained from MOZART4 simulations SS1, SS1ice, SS2ice,
and SS3ice, respectively. In the North Polar region, the model results exhibit the minimum
VTCD during polar night, also in the simulation that does not incorporate emissions from
sea ice (SS1), showing that this seasonality depends mainly on the sunlight driven chemistry.
The results from simulation SS1 are characterised by a belt of high BrO VTCD located
around 580S. This belt forms during the Southern hemispheric winter months, because of
high sea salt emissions and concentrations in the boundary layer due to heavy storms. The
consequent release of bromine into the atmosphere is very high since more bromine in the
atmosphere can activate more bromine from the sea salt particles. Due to the circumpolar
pattern of the winds, there is no region where this feedback may break down. Some of the
BrO is even transported into regions where there is polar night. Nonetheless, we still observe
a strong gradient in the BrO VTCD results at the transition from day to polar night.

Although we do not observe high BrO VTCD in the Northern hemisphere in simulation
SS1, the bromine production rates from sea salt in the Northern hemisphere are similar to
the production rates in the Southern hemispheric regions where the same quantity of sea salt

1Satellites GOME and SCHIAMACHY products that can be visualised at http://www.oma.be/BIRA-
IASB/Molecules/BrO/level3.php or http://www.iup.uni-bremen.de/doas/gome.htm. Last accessed April 24,
2008.
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Figure 3.1: BrO vertical column density [molecules/cm2] retrieved by GOME.

is available, as it can be concluded comparing Figures 3.6 and 3.7. In Figure 3.6 we show the
atmospheric surface density of sea salt particles in MOZART4 for four months of the year
2000, and in Figure 3.7 we show the bromine production rates from sea salt for the model
surface level and for the same months. The similar production rates in both hemispheres do
not result in similar levels of atmospheric BrO in the boundary layer (Figure 3.8) or tropo-
spheric column densities (Figure 3.2). The calculated BrO VTCD for SS1 in the Northern
hemisphere are 10 to 100 times lower compared with the results in the Southern hemispheric
regions .

In order to corroborate the similarity of chemical processes in the Northern and Southern
hemispheres, we chose two regions with similar sea salt surface area densities in each hemi-
sphere for March and compared variables that are linked to the BrO VTCD, between these
two regions. In Figure 3.9 we show the surface area density (SAD) of sea salt for the region in
the Northern hemisphere (grid points between 320-460N and 1560E-1760E) as black symbols
and the region in the Southern hemisphere (grids between 460-600S and 1560W-1760W) as
red symbols, for March, June, September, and December 2000. Each symbol in the plots
represents a value of a model grid point. In March, the SAD values in these two regions
are similar. In December, the grid points with highest SAD are located in the Northern
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Figure 3.2: BrO vertical column density [molecules/cm2] in the troposphere from the
MOZART4 simulation SS1. Monthly averages of daily instantaneous results at 10h30 lo-
cal time.

hemisphere, and in June and September it is the opposite, the differences being in the order
of a factor 2 to 3. The difference in SAD is related to the 10 m wind speed in the respective
hemispheres.

Observing in Figure 3.10 the VMR of BrO for the same grid points, we observe that with
the exception of December, the values in the Southern hemisphere are 10 to 100 times higher.
The temperature values are very similar, and therefore also the heterogeneous reaction rates
on both hemispheres are similar (see equation 2.22 in chapter 2.2). However, looking at the
VMR of BrONO2 and HOBr we can infer that the explanation for the differences lies in the
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Figure 3.3: BrO vertical column density [molecules/cm2] in the troposphere from the
MOZART4 simulation SS1ice. Monthly averages of daily instantaneous results at 10h30
local time.

concentrations of the species involved in the reactions on sea salt. In Figures 3.11 and 3.12
we observe that the VMR of HOBr and BrONO2 in the Southern hemisphere are 10 to 100
times higher in June and 10 times higher in September. We concluded that the differences
in the BrO concentrations between hemispheres is due to lower atmospheric concentrations
of the reactants involved in the heterogeneous chemistry in the Northern hemispheric region.
The fewer BrONO2 and HOBr are molecules available (as shown in Figures 3.11 and 3.12)
the lower is the resulting volume mixing ratio of BrO (Figure 3.10), even if the available SAD
is similar (Figure 3.9). In the Southern hemisphere, the dynamic conditions around 580S trap
the bromine molecules in this region and promote a strong chemical feedback that explains
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Figure 3.4: BrO vertical column density [molecules/cm2] in the troposphere from the
MOZART4 simulation SS2ice. Monthly averages of daily instantaneous results at 10h30
local time.

such high VMR in the model results.

From the comparison of simulation SS1 and GOME retrievals (Figure 3.1), we see that
the main discrepancies between the model and the observations are: 1) the absence of emis-
sions in the polar regions, which obviously are essential to explain the observations; 2) high
BrO concentrations due to the sea salt belt around 580S. GOME never observes such belt.
High levels of BrO are always detected over or near areas with frozen salt water [132, 131].
Measurements on the ground corroborate this: BrO observations performed on board of a
ship that travelled near the Antarctic coast in the winter of 2006 [130], show that enhanced
concentrations of BrO are found in areas of young sea ice, but outside these areas BrO con-
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Figure 3.5: BrO vertical column density [molecules/cm2] in the troposphere from the
MOZART4 simulation SS3ice. Monthly averages of daily instantaneous results at 10h30
local time.

centrations are below 3.7 ppt. Consequently, we suppose that the monthly mean VMR of
more than 7 ppt BrO for simulations SS1 and SS1ice for the months of May, June, and July,
over the open ocean are not realistic.

Seasonality in BrO VTCD. Normally, the seasonal cycle in the Northern high latitudes
exhibits high values detected by satellite in February until mid May. Our model results diverge
in that the enhancement starts only in March. This discrepancy is due to the fact that we
still have polar night in the model during February, even if in reality some light is already
available triggering the photochemical reactions. Looking into the results of the simulations
that include emissions from sea ice (SS1ice, SS2ice and SS3ice), we observe that high BrO
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MOZ4 Sea Salt Mar 2000 MOZ4 Sea Salt Jun 2000

MOZ4 Sea Salt Sep 2000 MOZ4 Sea Salt Dec 2000

Figure 3.6: Surface area density of sea salt particles in MOZART4 [cm2/cm3] in the simulation
year 2000.

VTCD are observed also from July to September. This is mainly due to the sea ice cover in
the model in the Arctic, which has a too large extension for the summer months 2. This is
even truer for the more recent years, as observations show a rapid decline in Arctic sea-ice
extent, especially in the summer months [50].

For 1997, Richter and co-workers [99] describe BrO enhancements over the Hudson Bay
from February to May. Similar events were also observed by the same working group for the
year 2000 [100]. Our model can not reproduce such an increase in BrO as there is no sea ice
cover at the Hudson Bay in the model.

In the Southern hemisphere, GOME observations show the BrO enhancement in the
months from September to January. The emissions from sea ice we have in simulations
SS1ice and SS2ice are too low to lead to the same pattern of BrO VTCD as in the satellite
observations. In simulation SS1ice, bromine emissions from sea salt over open ocean are too
large producing the highest values of BrO VTCD over the open ocean instead of the coastal
regions. In simulation SS2ice the emissions from sea salt decreased, but emissions from sea
ice are too low. This leads to simulated BrO VTCD which are about 10 times lower than
the observed ones. Moreover, because the total emissions at the Antarctic coast are low
compared to the emissions from sea salt over the open ocean in the simulation, the coastal

2Check internet site http://arctic.atmos.uiuc.edu/cryosphere/. Last accessed April 30, 2008.
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Bromine production from Sea Salt Mar 2000 Bromine production from Sea Salt Jun 2000

Bromine production from Sea Salt Sep 2000 Bromine production from Sea Salt Dec 2000

Figure 3.7: Bromine production from sea salt in MOZART4 simulations SS1
[molecules/cm3/s] at the surface level. Monthly averages.

BrO levels are noticeably affected by the transport from the sea salt emissions of bromine
farther in the North. This is obvious in simulation SS1ice, as the bromine emissions from sea
salt over open ocean are not pH-limited and therefore are very high. In simulation SS3ice we
increased the emissions from sea ice and obtain as a result the maximum BrO VTCD values
over sea ice, as expected. However, the yearly maximum value is 4.5×1013 molecules/cm2,
which is compared to GOME retrievals still low (simulation SS3ice). However, taking the un-
certainty of the retrievals into account this is a fairly good agreement. The uncertainty in the
retrievals can be demonstrated by the fact that two scientific groups obtain different values:
The IASB-BIRA product provides higher BrO VTCD than the product of Bremen’s group.
Furthermore, positioning the tropopause in the model with 4 km difference corresponds to a
difference of 20% in BrO VTCD at high latitudes. Therefore, we think that a quantitative
comparison of absolute values is only possible with more ground-based measurements.

In Figure 3.13, we compare the simulated maxima at the Antarctic coast of simulations
SS2ice and SS3ice to the sea ice cover in the months of September and October. In the
same figure, we can compare the results of the simulations with GOME retrievals for the
same months (last row). We observe that the sea ice map of MOZART4 allows a reasonable
description of the BrO pattern around the Antarctic coast. Simulation SS2ice results are
obviously too low compared to the observations; also the ratio between the VTCD values
calculated within and out the region covered with sea ice are around 2. Wagner and co-
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BrO VMR Mar 2000 BrO VMR Jun 2000

BrO VMR Sep 2000 BrO VMR Dec 2000

Figure 3.8: BrO volume mixing ratio [ppt] at MOZART4 surface level for simulation SS1.
Monthly averages. Beware different scales.

workers [130] found a ratio in their measurements of 5. The results of simulation SS3ice are
better, with maxima in the order of 1013 molecules/cm2. The ratios between BrO column
densities within and without the sea ice covered region are circa 4.

The observation of the simulations results (Figures 3.2, 3.3 and 3.4 shows that there is
transport and accumulation over the Antarctic continent in February and December. This is
corroborated by GOME observations (for example [100]).

Comparison with ground-based measurements. There are few ground-based mea-
surements of BrO in the atmosphere. We discuss next the observations that can be compared
with our simulation experiments.

Schofield et al.[110] retrieved tropospheric columns of BrO at Arrival Height, Antarctica
(77.80S, 166.70E) from 7 September to 27 October, 2002. Most of their retrievals form an
approximately normal distribution about a mean of 0.3 ± 0.3 × 1013 molecules/cm2. They
measured higher values on the 21st, 24th, and 25th October. At these dates, the distribu-
tion was statistically different from the background days, with a mean tropospheric column
of 1.8 ± 0.1 × 1013 molecules/cm2. We obtain mean values of 1.4 × 1013 and 1 × 1013

molecules/cm2 at this location, for September and October 2000 in simulation SS3ice. These
values lie between both distributions found by Schofield et al., that is, between the val-
ues characteristic of background days and the days with high-BrO columns. In simulation
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Sea Salt SAD Mar 2000 Sea Salt SAD Jun 2000

Sea Salt SAD Sep 2000 Sea Salt SAD Dec 2000

Figure 3.9: Surface Area Density (SAD) of sea salt [cm2/cm3] in MOZART4, simulation SS1
at the surface. Each symbol represents a value at a certain grid point. The Northern hemi-
spheric grid points are located between 320-460N and 1560-1760E. The Southern hemispheric
grid points are located between 460-600S and 1840-2040E.

SS2ice, with lower emissions of BrO from sea ice, we obtain a mean value of 0.14 × 1013

and 0.24 × 1013 molecules/cm2 in September and October, respectively. These values are
consistent with the retrieval of Schofield et al. for background days.

Schofield and co-workers [111] gathered observations at Lauder, New Zealand (45.00S,
169.70E), obtaining a variance weighted mean of 0.2×1013± 0.4×1013 molecules/cm2 for a
group of 72 discrete tropospheric column observations done between March 2001 and April
2003. The mean values we obtain for the gridbox containing the location of the measurements
for the modelled year 2000 is 0.5×1013 molecules/cm2 for simulation SS1 and for simulation
SS1ice. For simulation SS2ice the value is 0.1×1013 molecules/cm2 and for SS3ice it is
0.2×1013 molecules/cm2. Given the high variability of the BrO VTCD, we have a good
agreement of the order of magnitude of the measurements and the simulations.

Still in the Southern hemisphere but closer to the Equator, Theys and colleagues [123]
reported measurements of tropospheric BrO vertical columns over Reunion Island (20.90S,
55.50E), during the period of August 2004-June 2005. For the entire observation period,
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Figure 3.10: BrO volume mixing ratio [ppt] at the model surface level in simulation SS1. Each
symbol represents a value at a certain grid point. The Northern hemispheric grid points are
located between 320-460N and 1560-1760E. The Southern hemispheric grid points are located
between 460-600S and 1840-2040E.

they derived a mean value of 1.1 ± 0.45 × 1013 molecules/cm2. We obtain a mean value of
0.18 × 1013 molecules/cm2 for the 12 months of 2000, in both simulations SS2ice and SS3ice.
In simulations SS1 and SS1ice, with higher bromine emissions from sea salt in the Southern
hemisphere, the annual average at Reunion Island is 0.25 × 1013 molecules/cm2, which is
still more than 2 times lower than the observations.

Measurements of BrO vertical column densities were performed during a ship cruise
from Bremerhaven, Germany, to Cape Code, South Africa, in October 2000 [70]. Most
of their measurements were below the estimated detection limits, with the exception of
two days when the ship was passing near the Canary Islands. On these days, they ob-
tained a mean BrO vertical column density of 0.17 ± 0.06×1013 molecules/cm2 (maximum
of 0.59 ± 0.53×1013 molecules/cm2). In our model simulations, we obtained at that location
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Figure 3.11: BrONO2 volume mixing ratio [ppt] at the model surface level in simulation
SS1. Each symbol represents a value at a certain grid point. The Northern hemispheric grid
points are located between 320-460N and 1560-1760E. The Southern hemispheric grid points
are located between 460-600S and 1840-2040E.

a monthly mean value of 0.15×1013 molecules/cm2 in October 2000. This study and table 4
of the review of Sander et al. [107], show that in several campaigns the observations of BrO
were below the rather high detection limits. In the referred table 4, the lowest detection limit
is 0.3 ppt. Therefore, one has to be careful, because we may compare relatively high episodic
values from observations with background (averaged) values provided by the model. In this
particular case, our result fits well with the measurement. However, looking the values we
have from the model along the ship path it is interesting that Leser and co-workers did not
obtain statistically significant observations in the other days.

Hendrick et al. [53] measured tropospheric BrO columns at Harestua, Southern Norway
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Figure 3.12: HOBr volume mixing ratio [ppt] at the model surface level in simulation SS1.
Each symbol represents a value at a certain grid point. The Northern hemispheric grid
points are located between 320-460N and 1560-1760E. The Southern hemispheric grid points
are located between 460-600S and 1840-2040E.

(600N, 110E) for the 2000-2006 period. Their observations show a marked seasonality with
the highest values in the beginning of the year and the lowest at the end of the sum-
mer. From all our simulations, only SS3ice results, with the highest bromine emissions
from sea ice, show a seasonality that resembles the data of Hendrick et al.. Neverthe-
less, our maximum (in April) and minimum (in November) are later than in the observa-
tions. Hendrick and colleagues observations range from a mean value of 0.92 ± 0.38×1013 to
1.52 ± 0.62×1013 molecules/cm2. The mean values of BrO VTCD for simulation SS3ice are
in the range 0.05–0.26×1013 molecules/cm2. The other simulations show even lower values
of BrO VTCD.
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Figure 3.13: Southern hemispheric view for September and October 2000 of the sea ice cover
fraction in MOZART4, VTCD of BrO [molecules/cm2] for simulations SS2ice and SS3ice,
and GOME retrievals.

We also have altitudinal profiles measured in the Northern hemisphere at Kiruna (67.10N,
22.50E) [35]. In Figure 3.14, we compare the profiles obtained by Fitzenberger and co-workers
(circles), and the ones resulting from simulations SS2ice (squares) and SS3ice (triangles). We
show in the Figure two profiles of observations, one taken in February 1999 and another in
August 1998. For the simulations, we calculated two profiles for the gridbox where Kiruna is
located for February and August 2000.

The profiles for February show that the values from simulation SS2ice are lower than the
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measurements (by almost two orders of magnitude), meaning that our concentration results
are too low, which corroborates the conclusion that our emissions from sea ice are too low
in this simulation. The results from simulation SS3ice have a reasonable agreement in the
boundary layer. Above 10 km altitude the BrO concentration is the same for both simulations
showing no effect from the bromine boundary layer emissions. Also, above 10 km, the results
are lower than the measurements, maybe due to the lack of long-lived halocarbon emissions
in the model simulations. We observe a striking agreement in the shape of the curves for
February. The profiles show an S shape, with maxima at around 2 km altitude and minima
in the range of 6-7.5 km. The differences at the altitude of the minima are probably due
to the description of the bounday layer in the model, which restricts transport to the free
troposphere. This agreement is observed although we compare different years. The excellent
agreement of the profiles in February, gives us some confidence in the chemistry introduced
in the model and the capability to reproduce the correct seasonality.

Regarding the profiles in August, we see that around 2 km of altitude the measurements
go from very low values to values of the order of 107. We suppose that at the time of the
measurements transport processes increased the values above 2 km. The results from both
simulations do not agree with the measurements in magnitude or pattern there.

Figure 3.14: BrO concentration profiles [molecules/cm3] resulting from measurements [35]
(circles) and from Mozart4 simulations SS2ice (squares) and SS3ice (triangles) at Kiruna
(model grid: 67.10N, 22.50E); monthly averages of daily instantaneous outputs at 10h30 local
time. Symbols on the Y-axis represent small values below 1×105. The standard deviation of
the measurements is roughly 30%.

The comparisons between observations and model results show that the model is capable of
reproducing at least qualitatively some of the observed seasonality. However, it also suggests
that the emissions from sea ice may be too high in simulation SS3ice, and the total bromine
emissions at lower latitudes may be too low.
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3.4 Total inorganic bromine, partitions and the chemistry of

the bromine species

In this section, we give an overview of the spatial and temporal distribution of the inorganic
bromine species for various simulation experiments. We analyse the total amount of inorganic
bromine in the atmosphere: Brx, which is the sum of the concentrations of Br, BrO, HOBr,
HBr, BrONO2, BrCl, and 2 × Br2. We also analyse their partitions and their reaction
pathways at selected locations in order to obtain some insight into the relative importance
of those reactions depending on the local conditions.

We show in Figure 3.15 the zonal averages of Brx volume mixing ratios for SS1 (bromine
chemistry with heterogeneous chemistry on sea salt; no pH limitation in the Southern hemi-
sphere; no emission from polar sea ice) for all simulated months of 2000. In all months, we
observe a strong interhemispheric gradient in the volume mixing ratios of Brx, like for BrO.
Again, this is a consequence of the high production rate of bromine species in the belt of high
sea salt aerosol concentrations around the Antarctic continent. The high Brx concentrations
are especially pronounced from May to September, which are the Southern hemisphere winter
months with the highest surface wind speed. We obtained very low Brx VMR near the North
pole, especially from September to March during the Northern hemispheric winter months
under polar night conditions.

We present selected monthly zonal averages of Brx volume mixing ratios for simulation
S1 in Figure 3.16. This simulation has only VSLS as a source of bromine in the troposphere.
Comparing these results with those of SS1, gives us an idea how important is the sea salt
source of bromine over open ocean in the global troposphere. For simulation S1, the highest
values of Brx are always located in the upper troposphere and the lower stratosphere.

In Figure 3.17, we show selected monthly zonal averages of Brx volume mixing ratios for
simulation SS1ice. This simulation has compared to SS1 the additional bromine source of sea
ice in the polar regions. This leads to a significant increase of Brx VMR, which can be seen
from the extension of the regions with Brx VMR above 13 ppt in the Southern hemisphere
for SS1ice. In the North polar region, we now find Brx VMR in the range of 0.1–44 ppt, while
it varied from 0.04 to only 3.7 ppt in SS1. Considering now (Figure 3.18), the simulation
SS2ice, which includes a pH limitation on bromine production from sea salt over open ocean,
we observe a strong decrease in the Brx VMR below 500 hPa in the Southern hemisphere.
The Brx concentrations in the Northern hemisphere are unaffected.

Simulation SS3ice has higher bromine emissions from sea ice than SS2ice. This is visible
in the monthly zonal averages of Brx volume mixing ratios (Figure 3.19) in both hemispheres
at high latitudes. However, the values reach 90 ppt in the Northern hemisphere, which is
extremely high and not correct. According to Li et al. [71], the average Brx during spring in
Alert is 17 pptv. Our very high values are due to continuous emissions from sea ice and too
low dry deposition velocities of HBr over snow and ice in MOZART4.

Regarding the lower latitudes, William T. Sturges [117] reports measurements of gaseous
Br with a mean density of 28 ng(Br)/m3 on the Isle of Harris, off the Northwest of Scotland,
during the period of 26th April to 5th May 1983. Considering standard atmospheric conditions
this value translates into a volume mixing ratio of 8 ppt. We obtain for the gridbox 570-600N
and 40-70W where the measurement stations are located, values below 4.2 pptv in simulation
SS3ice, and even lower values in the other MOZART4 simulations.

Pszenny and co-workers [90] reported for Oahu, Hawaii, values in the range of < 1.5 to
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Figure 3.15: Monthly zonal averages of the total gas phase inorganic bromine Brx VMR [ppt]
for simulation SS1.

9 pptv during September 1999. For the gridbox that contains that location we obtain for
all our simulations that include bromine emissions from sea salt the average volume mixing
ratio of 0.4 pptv.

The two last observations in the literature suggest that we probably have too low bromine
emissions at low latitudes.

From the partition of BrO bromine species for simulations SS1ice and SS2ice, presented
in Figures 3.21 and 3.22, left column, 2nd line, we see that BrO is indeed one of the main
constituents of Brx near the sources of bromine at the surface and in the upper troposphere.
At surface locations with very active bromine chemistry, BrO represents 20 to 40% of Brx.

The contribution of the species Br, Br2, BrCl, BrONO2, and HOBr to Brx is generally
low. However, there is a shift in the partition of Br and BrONO2 towards higher values (20–
40%) in the upper troposphere due to higher photolysis rates. Near the surface, HOBr and
BrONO2 represent an important part of Brx in regions with very active bromine chemistry.
BrONO2 occurs in comparatively important amounts only where NOx is available, e.g., near
400N–500N.

HBr contributes to a large extent to Brx all over the troposphere. The areas with the
lowest values of HBr/Brx are at high altitudes and where heterogeneous chemistry is very
active. Otherwise, we have very high values for HBr/Brx reaching 100% in the high latitudes.
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Figure 3.16: Monthly zonal averages of the total gas phase inorganic bromine Brx [ppt] for
simulation S1.

This contribution is too high and it is most likely a consequence of our very low dry deposition
velocities of about 0.008 cm/s for HBr over ice and of too low wet deposition. Nevertheless,
these high HBr concentrations do not affect the bromine chemistry since the conversion of
HBr into chemically active bromine species (in this case Br) is not significant, as we will see
later. This means that the bromine atoms forming HBr are lost for the atmospheric bromine
chemistry.

In order to investigate the effects of low dry deposition velocities on HBr concentrations
we present a meridional slice of Brx instantaneous VMR at longitude 1800 at UTC 00:00h
for the 1st of March and the 1st of September 2000 in Figure 3.20. In the 1st of March the
polar-day period is starting in the Northern hemisphere, so that the high emissions from sea
ice are still not visible in the HBr volume mixing ratios. However, in the figure showing the
1st of September, five months of high sea ice emissions over a large area are visible over the
regions covered with sea ice. We obtain very high values of HBr VMR going up to 50 ppt. In
the Southern hemisphere, a similar accumulation does not occur, because the area covered
by sea ice is smaller and the transport to areas over the ocean allows a faster loss of HBr
from the atmosphere by wet scavenging and dry deposition.

In Figure 3.23, we present the concentrations of bromine species and the most important
chemical fluxes in a chemically very active area for simulation SS1. The calculations were
done for selected boxes on the surface located in the Southern hemisphere in the belt of
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Figure 3.17: Monthly zonal averages of the total gas phase inorganic bromine Brx [ppt] for
simulation SS1ice.

high bromine production from sea salt at local noon. Br and BrO are the central species in
the bromine chemical cycle. The main reactions are the direct interconversion of BrO and
Br. A second cycle between BrO and Br involves HOBr. The magnitude of the chemical
fluxes varies with the location on the globe, but these fluxes remain the most important ones
under daylight conditions. The termolecular reaction of BrO and NO2 is the main production
pathway of BrONO2.

In this particular example in Figure 3.23, the heterogeneous chemistry on sea salt is
introducing large amounts of bromine into the gas phase. At the equator, where heterogeneous
chemistry plays a minor role compared to the emissions of VSLS, the effective chemical cycle
reduces to the gas phase cycle BrO–(HOBr)–Br and the production and deposition of HBr.
Further in the North, where sulphate and NOX occur in higher concentrations, the importance
of the chemical cycle BrO–BrONO2–HOBr–Br–BrO increases significantly.

From Figure 3.23 we can also observe that photolysis is a fundamental part of the cycles.
At the beginning of the night, the pathways leading to the reservoir species BrONO2 and
HOBr are dominant. During the night, the main processes are the washout of HBr and the
heterogeneous chemistry, that continues consuming HOBr and BrONO2 producing Br2 and
BrCl, which accumulate until the morning.

Under the conditions of Figure 3.23, the lifetime of BrO is 41 seconds. In regions with
lower BrO concentrations, the lifetime decreases to a minimum of 10 seconds. In polluted
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Figure 3.18: Monthly zonal averages of the total gas phase inorganic bromine Brx [ppt] for
simulation SS2ice.

regions or in the upper troposphere, the reaction of BrO with NOX is more important than
the reaction with HO2.

HBr is the main reservoir species. The partition in the troposphere is in the range of
50 to 100%, during day and night. It has the longest lifetime of all inorganic bromine
species. Under the conditions of Figure 3.23, the lifetime is around 17 hours, while other
inorganic bromine species do not have lifetimes exceeding 1 hour. HBr is produced by the
reaction of Br with HO2 and several aldehydes, the most important being CH2O. According
to Larichev and co-workers [66], HBr can also be produced by the reaction of HO2 with BrO,
however this reaction has an estimated maximum contribution to the HBr yield of 1.5% at low
temperatures. At temperatures above 200 K this contribution is even lower (< 0.01 %) [78].
As this contribution is very low, we decided not to include this reaction into the bromine
chemistry scheme. The main loss of HBr is wet and dry deposition and represents the main
loss of bromine from the atmosphere.

HOBr is another reservoir species with partition values in the troposphere that reach 45%
in regions that are inorganic sources of bromine through heterogeneous chemistry involving
HOBr. E.g., we observe in Figure 3.22 the highest HOBr/Brx at locations with high atmo-
spheric sea salt and sulphate concentrations. However, HOBr is consumed and not produced
by reactions on sea salt particles, nevertheless it represents an important fraction of Brx at
these locations. This is because of the high emission of bromine and the role of HOBr in
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Figure 3.19: Monthly zonal averages of the total gas phase inorganic bromine Brx [ppt] for
simulation SS3ice.

Figure 3.20: Meridional slice at longitude 1800 of HBr instantaneous VMR at the 1st of March
and the 1st of September 2000 for simulation SS2ice

the gas phase bromine cycle, with a lifetime higher than that of BrO and Br. Dry and wet
deposition of HOBr represent a bromine loss from the atmosphere. It has a lifetime of around
12 minutes at the surface under sunlit conditions. The main production pathway is through
the reactions of BrO with HO2 and CH3O2 and the main loss is by photolysis. HOBr has
a small partition in the stratosphere, because at this altitude the reaction of HOBr with
molecular O represents an additional loss towards the production of BrO.

In addition to HOBr, also BrONO2 reacts on sulphate and sea salt. The highest partition
of 20% is found in the Northern hemisphere midlatitudes as its production by the termolecular
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Figure 3.21: Vertical distribution of the partitioning of the seven inorganic bromine species
in the gas phase at longitude 1800. Monthly average of the daily instantaneous outputs at
00:00 UCT in March 2000 for simulation SS1ice.

reaction of NO2 with BrO is favoured under high NOx conditions. In other trospospheric
regions the partition is normally lower than 3%. In the stratosphere, the partition values
increase because its loss in this region is lower compared to the other species. The lifetime
in the troposphere is around 12 minutes. The photolysis of BrONO2 produces BrO or Br.
The photolysis of BrONO2 to BrO represents the mere reversion of the BrONO2 formation,
while the photolysis to Br leads to the subsequent catalytic destruction of ozone. However,
the photolysis of BrONO2 to BrO is dominant.
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Figure 3.22: Vertical distribution of the partitioning of the seven inorganic bromine species
in the gas phase at longitude 1800. Monthly average of the daily instantaneous outputs at
00:00 UCT in March 2000 for simulation SS2ice.

Br is the inorganic bromine species with the lowest lifetime (around 1 second) and therefore
represents a small part of Brx in the troposphere. This radical is the key in the initiation of
the gas-phase bromine chemistry after being produced by the decomposition of organic halo-
carbons. It rapidly reacts with ozone producing BrO. Under sunlit conditions its regeneration
is also very fast mainly through photolysis of different species.

Br2 and BrCl are the products of the heterogeneous reactions on sulphate and sea salt and
they are quickly destroyed by photolysis. The partition values are rather low during the day
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Figure 3.23: Concentrations of the bromine species [molecules/cm3, ppt in square brackets]
and highest chemical fluxes [molecules/cm3/s] calculated for some gridboxes in the region of
high bromine production rates from sea salt in the Southern Pacific at the surface. Instanta-
neous output at the 1st of April, 00:00 UTC (corresponding to local noon).

(<3%) and increase during the night. This is due to the interruption of their destruction by
photolysis and their continued production while BrONO2 and HOBr still exist. Consequently,
during the night, partition values at the surface for these two species go up to 30% of Brx.

3.5 Comparison with other modelling experiments

Yang and co-workers [138] performed simulations including bromine chemistry using
the chemical transport model p–TOMCAT. The horizontal resolution was approximately
5.60 × 5.60 (T21) on 31 levels from the surface to 10 hPa. They included organic bromine
sources as very short-lived bromocarbons (VSLS) + CH3Br and inorganic sources correspond-
ing to the emission from sea salt over open ocean. The sea salt bromine source is dependent
on the sea salt production rate and on a factor taking into account the bromine depletion
on the sea salt particles. The heterogeneous reactions include the hydrolysis of BrONO2 and
N2O5 on what they call background particles. The halocarbons comprise, as in our experi-
ments with MOZART4, CH3Br, CHBr3, CH2Br2, CH2BrCl, CHBr2Cl, and CHBrCl2. These
species contribute with a total of 7.8 Gmol(Br)/yr to the bromine emissions. This is a higher
value than in our study (see table 3.3). Yang and co-workers report an inorganic emission
of 14 or 26 Gmol Br/yr, depending on which expression they use, from two alternatives, to
calculate the production rate of sea salt.

For a comparison with the p–TOMCAT simulations, we used the results from experi-
ments SS1, SS2ice, and SS3ice. Simulations SS1 and SS2ice provide lower emissions than
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Table 3.3: The global emissions obtained from various MOZART4 simulations for the year
2000 and for the p–TOMCAT simulation of Yang and co-workers[138]

Sources SS1 SS2ice SS3ice p–TOMCAT
(Gmol Br/yr)

Natural halocarbons + CH3Br 7.3 7.3 7.3 7.8
Sea salt over open ocean 5 1.3 2.6 14 or 26

Sea salt over sea ice - 0.5 18 -

Total inorganic source 5 1.8 20.6 14 or 26

the simulations with p–TOMCAT, while SS3ice has emissions which lie between the two
emission values reported by Yang et al. [138]. Nevertheless, there are important differences
between these studies, in terms of the magnitude of the atmospheric concentrations of var-
ious bromine species and their distribution on the globe. The analysis of these differences
allows a better understanding of our own results, the limitations of our study and possible
future improvements. In the following, we mainly compare SS2ice to Yang and colleagues
simulation, because it may be the most similar one. SS3ice has very high HBr concentrations
over the poles, because of the low deposition rates in MOZART4, which may be uncertain.
On the other hand, the partition between the species in SS2ice and SS3ice is rather similar.

In Figure 3.24, we show the volume mixing ratios of Brx at the surface that Yang and
co-workers obtained for March, June, September, and December from the simulation with
bromine emission of 14 Gmol(Br)/yr. In the Northern hemisphere, they obtain a weaker
seasonal cycle than in the Southern hemisphere. Moreover, the lowest values in the Southern
hemisphere appear in June, with one region having a maximum of 3 pptv, and the highest
VMR are obtained in December, with a maximum of 12 pptv. This is the opposite seasonal
cycle observed in the results from our simulation SS1, where the inorganic bromine source is
only sea salt over the open ocean like in the work of Yang et al.[138]. We obtain the highest
Brx values in June and the lowest in December, because the strongest surface winds over the
Southern ocean occur in June and the weakest in December.

In Figure 3.25, we show the near surface distribution of Brx from simulation SS2ice for
March, June, September, and December 2000. For this simulation we have an inorganic
emission of 1.8 Gmol(Br)/yr. In terms of volume mixing ratios, we found lower values than
Yang et al. almost everywhere on the globe, except at high latitudes. In areas with sea ice,
we have very high Brx VMR due to high emissions of bromine from the sea ice and low dry
deposition rates. In contrast to the p–TOMCAT model, we have an average dry deposition
velocity of HBr on sea ice of 0.008 cm/s, compared to 0.2 cm/s of Yang el al. [138]. In
simulation SS3ice, with an emission of 20.6 Gmol Br/yr, the difference in the high latitudes
is even more pronounced, but for the rest of the globe the VMR of SS3ice are not higher than
those from SS2ice. It seems that the near surface Brx fields obtained from MOZART4 can
show an accumulation of Brx in regions with high emissions with at most a slight increase
in other regions. Consequently, we get rather sharp gradients in the horizontal distribution
of Brx which can not be observed in the results of Yang el al.. From this we conclude,
that there is less long range transport of bromine in MOZART4 than in p–TOMCAT. One
possible reason is that the simulations with p–TOMCAT were performed in the T21 horizontal
resolution, while ours were performed at a higher resolution (T42). Sharp gradients are
difficult to represent in a coarse model and therefore disappear rather rapidly due to higher
numerical diffusion. Another possible reason may be a different overall Brx lifetime.
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Figure 3.24: Distribution of monthly mean Brx [pptv] obtained by Yang el al. [138] near the
surface in the simulation with an annual Br production from sea salt of 14 Gmol/yr. The
model surface layer has an average height of about 65m over the surface.

Figure 3.25: Simulation SS2ice: Distribution of monthly mean Brx [pptv] at about 94m
altitude above the surface for March, June, September, and December 2000.
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For simulation SS2ice, we observe a maximum Brx VMR of 7 pptv in the Northern hemi-
sphere for March 2000 (Figure 3.25). This local maximum occurs in an area of high sea salt
aerosol concentration over the open ocean. In the Southern hemisphere, we find a maximum
of 5 pptv in an area of high bromine emission from sea ice. The p–TOMCAT simulation
results in much larger areas with VMR above 5 pptv (Figure 3.24) and an overall higher
bromine VMR near the surface, that is, more than ten times higher than our results in
large regions. This is similar to simulation SS3ice, as the increase of volume mixing ratios
compared to SS2ice is restricted to the high latitude regions. The region with high (around
8 pptv) Brx VMR around 600S in Figure 3.24 for March is not present in simulations SS2ice
or SS3ice, but it is observed in simulation SS1 (see Figure 3.26). This shows that the pattern
observed in the Southern hemisphere for the p–TOMCAT results in March is a consequence
of bromine emissions from sea salt over the open ocean but not from emissions in the polar
region itself. When both sources are introduced and the pH in the sea salt particles is taken
into account, the region around 600S does not show a maximum, but a minimum as observed
for simulation SS2ice (Figure 3.25).

Mar 2000 Jun 2000

Sep 2000 Dec 2000

Figure 3.26: Simulation SS1 results: horizontal distribution of monthly mean Brx [ppt] at
982hPa (94m altitude) for March, June, September, and December 2000.

Yang et al. find low values (1–3 pptv) in most regions of the Southern hemisphere in June,
whereas the Brx VMR is at over 10 pptv in our SS1 simulation, because no pH limitation
is effective and wind speeds are high in this region in June leading to high sea salt aerosol
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content in the air. Much lower VMR are found for Brx in the SS2ice simulation because
of the pH limitation. We find VMR between 0.1 and 1 pptv which are still higher than in
March (mostly below 0.1 pptv). Yang and colleagues use an emission efficiency factor which
they call sea salt aerosol bromine depletion factor in their study for the region south of 300.
This factor limits the bromine emission from sea salt. It has a seasonal variation with the
maximum in December and the minimum in June. We think that the low concentrations
found by Yang et al. in June are due to the application of the bromine emission efficency
factor. Indeed, the higher sea salt atmospheric concentrations in June are counteracted in
their simulation by a weaker bromine emission from sea salt particles with respect to March.
In contrast, our strategy of limiting the bromine emission from sea salt particles in simulations
SS2ice and SS3ice does not take into account seasonality. A similar discussion applies for
the December results. During this month the emission efficiency has its highest value, and
therefore the bromine emission for the simulations of Yang et al. experience the weakest
limitation. Therefore, p–TOMCAT results are comparatively high for this month, while the
MOZART4 results provide low Brx concentrations, because of their mere dependence on the
available sea salt aerosol concentration that directly depends on wind speed.

The concentrations for the reactive bromine species in MOZART4 simulations (Figure 3.28
for the results of simulation SS2ice) are lower than for p–TOMCAT, with the exception of
HBr on sea ice in the polar regions during periods with high emissions from sea salt. In terms
of the partitions, the differences in the values and patterns observed between Figures 3.27
and 3.22 (SS2ice) are due to:

1. the much lower dry deposition velocities of HBr on sea ice in MOZART4 compared to
p–TOMCAT;

2. the different formulation of the inorganic bromine emissions from sea salt and sea ice:
in MOZART4, HOBr and BrONO2 are consumed in heterogeneous reactions, but Yang
and co-workers introduce a simple emission flux;

3. The higher horizontal and vertical resolution of MOZART4 .

Concerning simulation SS2ice, Yang et al. have 5 to 10 times higher emissions of
bromine from sea salt over open ocean (table 3.3). This may account for the lower back-
ground values of BrO VTCD in the mid-latitudes in our results, as we have minima below
5 × 1011 molecules/cm2, while the p–TOMCAT simulation (Figure 3.29) provides BrO VTCD
results which go up to 1 × 1012 molecules/cm2. The emission of bromine from sea ice in SS3ice
increases the values generally so that they came close to the values obtained by Yang and
co-workers. Nevertheless, the maxima are not necessarily at the same locations. In Decem-
ber, e.g., we observe that our maxima are located near the poles, where the sea ice emissions
are highest and Yang’s maxima are over the open ocean, where the sea salt source is located.
This is a consequence of the high emission over sea ice in our simulation which represent
90% of the inorganic bromine emissions, whereas the emission of Yang and colleagues mostly
occur over the open ocean. We believe that the geographical distribution of our emissions is
more realistic, because we can reproduce the shape and the magnitude of the measurements
at Kiruna in February in the SS3ice simulation whereas Yang et al. obtained too high values
there (Figures 3.14 and 3.30). In addition, the shape of their curve is quite different. In
order to discuss the spatio-temporal distribution of inorganic bromine emissions further, we
urgently need more ground-based measurements.
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Figure 3.27: Vertical distribution of the monthly mean of the seven inorganic bromine species
at 00:00h UTC in March for the simulation of Yang and co-workers [138]. The left panels are
for concentrations (pptv), and the right panels are for percentages of total Brx. For the left
panels, the minimum value for the various solid lines is 1 pptv increasing in steps of 1 pptv;
for the right panels, the minimum value of the solid line is 10% increasing in steps of 10%.
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Figure 3.28: Vertical distribution of monthly mean concentrations [pptv] of the seven inor-
ganic bromine species at 00:00 UTC in March in simulation SS2ice.
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Figure 3.29: Distribution of monthly mean tropospheric column BrO [× 1013 molecules/cm2]
in daytime (09:00-15:00 LT) in p–TOMCAT [138].
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Figure 3.30: BrO profiles [pptv] resulting from measurements [35] and by Yang et al. [138]
(p–TOMCAT) at Kiruna (680N, 210E). The curve ”Model(SMI)” represents the simulation
including an equation for the sea salt droplet production rate that produces a bromine emis-
sion of 14 Gmol/yr; curve ”Model(MON)” is the simulation with the bromine emission of
26 Gmol/yr.
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3.6 Evaluation of ozone

Ozone is catalytically destroyed by the reactive species Br forming BrO as already mentioned
in the introduction. Therefore, the occurrence of BrO in the atmosphere is considered as a
sign for ozone destruction processes.

We observe in simulations G1 and S1, in which the only source of bromine are VSLS
and CHBr3 and bromine species atmospheric concentrations are low, that the destruction or
production of ozone lead to a change in the ozone volume mixing ratio that is lower than 6%
when compared with the Base run (Figure 3.31). This is a low value, which shows a limited
importance of halocarbon emissions to the ozone concentrations in the troposphere. As we
will see next, ozone is mostly affected when bromine emissions from sea ice are taken into
account.

Figure 3.31: The percent difference in ozone [%] between the simulations G1 and the Base
run (left) and S1 and the Base run (right). Monthly average for September 2000.

In Figures 3.32 to 3.35, we show distributions of BrO and ozone and the effect of the
introduction of bromine chemistry into the model for the month of September, when we have
important bromine emissions in both polar regions. For this purpose, we compare the Base
run that does not contain any bromine chemistry with the simulation SS3ice that contains
bromine chemistry combined with a scenario of high bromine emissions from the polar regions.

For September 2000, we observe in Figure 3.32 that we have regions at both poles with a
BrO column density of 1.5 to 3.4 molecules/cm2, which are also the regions with the highest
surface VMR, up to 17 pptv. From the graph at the top of Figure 3.33, it is confirmed that
the high VTCD are due to surface BrO. These high BrO levels are correlated with ozone
decreases in the order of 60 to nearly 100% relative to the Base run (graph at bottom right
in Figures 3.32, 3.34, and 3.35).

In Figures 3.34 and 3.35, we present the polar views of BrO and ozone distributions in the
North and South, and the impact on ozone VMR in these regions. The strong O3 decrease
of 60% to nearly 100% occurs in the regions of high Br emissions over sea ice. Since the
calculated vertical column of BrO has a magnitude that is close to the column derived from
space observations, we conclude that in the ”real atmosphere”, the high BrO concentrations
are susceptible of destroying considerable amounts of ozone at high latitudes. This confirms
the possible formation of a tropospheric ”ozone hole”. Nevertheless, the geographical sea ice
distribution used in MOZART4 and the spatio-temporal variation of the bromine emissions
is not necessarily realistic. In particular, the release of bromine from sea ice, as shown by
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BrO VTCD [molecules/cm2]SS3ice BrO VMR [pptv] SS3ice

O3 VMR [ppbv] Base Run O3 (SS3ice - Base Run) × 100/ Base Run [%]

Figure 3.32: Top: vertical tropospheric column density of BrO [molecules/cm2] (left) and
volume mixing ratio [pptv] of BrO at the surface (right). Bottom: volume mixing ratio
[ppbv] of ozone at the surface and the percent difference in ozone between the simulations
SS3ice and the Base run. Monthly average for September 2000.

ground-based measurements, is not as uniform and continuous as produced by the model,
so that the high ozone depletion appear as episodic events. Therefore, the results should be
considered to be more a study of the general effects of the bromine chemistry than a case
study of a specific year or season.

Although our simulation is not a study of the specific year 2000, we show comparisons
between time series of the ozone VMR resulting from the simulations and from observations
for the year 2000 (Figure 3.36). This comparison is not straightforward, because MOZART4,
like other chemical transport models, does not represent accurately the transport of chemical
compounds (including ozone) in the polar regions. Simulations SS1, SS1ice, and SS2ice result
in a small decrease of O3 compared to the MOZART4 Base run. For simulation SS3ice, we
observe a strong decrease in the O3 VMR for the stations presented in Figure 3.36. For the
stations located in Iceland, Greenland, and at the South Pole, this reduction in the O3 VMR
does not represent an improvement of the model results towards a better agreement with
the measurements since even the Base run provides too low O3 VMR. On the other hand,
at Barrow, one of the stations where the ”Polar Ozone Depletion Events” were observed
first, the simulation SS3ice results in an ozone reduction during spring time that brings the
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Figure 3.33: Top: zonal average of the volume mixing ratio [pptv] of BrO. Bottom: volume
mixing ratio [ppbv] of ozone at the surface and the percent difference in ozone between the
simulations SS3ice and the Base run. Monthly average for September 2000.

simulated O3 VMR closer to the measurements. In the simulation these low values persist
during the whole summer season because of the continuous high bromine emissions from sea
ice in the model. A better spatio-temporal representation of the bromine emissions would
certainly lead to a better agreement of the seasonal ozone cycle at these stations and it is a
subject of future research projects.

The differences in the seasonal cycle of the O3 VMR at the South Pole between the
various simulations merit some further analysis. In simulations SS1 and SS1ice, the Southern
hemispheric winter ozone recovery from March to July does not take place to the same degree
as in the observations. This is a combined effect of the overestimated bromine emissions from
sea salt over open ocean in winter and of the atmospheric transport. SS3ice shows a better
seasonal cycle compared to the observations. However, the ozone concentrations are again
too low.

The impact on ozone values of the sea ice emissions is regional, as it is observed from
Figure 3.37. In this figure we have the percent ozone difference between simulations SS3ice
and SS2ice for September 2000. From simulation SS2ice to SS3ice the emissions from sea ice
increased 36 times, from 0.5 to 18 Gmol(Br)/yr. This results in very high ozone decreases
between these simulations in the regions with sea ice emissions. This effect decreases rapidly
towards lower latitudes, reaching negligible values around the equator of a maximum of 1%.
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Figure 3.34: Top: vertical tropospheric column density of BrO [molecules/cm2] (left) and
volume mixing ratio [pptv] of BrO at the surface (right). Bottom: volume mixing ratio
[ppbv] of ozone at the surface and the percent difference in ozone between the simulations
SS3ice and the Base run. Monthly average for September 2000.

3.7 Evaluation of NOx and HOx

The bromine chemistry introduced in MOZART4 has also substantial effects on other species
besides ozone. In Figure 3.38, we show the changes in the HO2/OH and in the Leighton ratio
(NO2/NO) between simulations SS3ice (high bromine emissions in the polar regions) and the
Base run (no bromine chemistry) for the month of September 2000. In Figure 3.39, we show
the sea ice mask used in the model for September, and for the same month the BrO volume
mixing ratio on the surface, which is directly correlated with the catalytic ozone destruction.

We see that the HO2/OH ratio decreases in areas with high values of BrO, except in those
where heterogeneous chemistry on sea ice is most active, that is, where the sea ice fraction
(fice) is 1. Everywhere, HO2 and OH VMR decrease by around 70% compared to the Base
run. Odd hydrogen (OH and HO2) decreases mainly due to the reaction:

BrO + HO2 → HOBr + O2 (3.4)

which is a net loss for these radicals if HOBr is then destroyed by heterogeneous reactions.
The heterogeneous reaction on sea ice
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Figure 3.35: Top: vertical tropospheric column density of BrO [molecules/cm2] (left) and
volume mixing ratio [pptv] of BrO at the surface over the South pole (right). Bottom:
volume mixing ratio [ppbv] of ozone at the surface level and the percent difference in ozone
between the simulations SS3ice and the Base run. Monthly average for September 2000.

HOBr → Br2 (3.5)

has a high rate, especially in areas with fice=1. Also, in this reaction the OH remains in
the substrate, and does not return into the atmosphere. This cycle has a positive feedback,
because more production of Br2 implies higher atmospheric concentrations of BrO and HOBr.
The latter then reacts on the sea ice, and removes additional quantities of odd hydrogen.

In areas where equation (3.5) is less important, photolysis is the main loss of HOBr, which
returns OH to the atmosphere. Therefore, the HO2/OH concentration ratio decreases in
these areas.

The Leighton ratio shows the opposite tendency between simulations SS3ice and the Base
run. In this case, the determining process is the heterogeneous reaction of BrONO2 on sea ice.
In regions where this heterogeneous reaction is more important than photolysis, the Leighton
ratio decreases, because NO2 is removed from the atmosphere when BrONO2 reacts on sea
ice. For regions where the photolysis of BrONO2 is the main loss, the Leighton ratio increases.
Furthermore, NOx decreases by more than 60% in regions with high ozone destruction. The
connection between NOx removal by heterogeneous BrONO2 and ClONO2 chemistry and O3

destruction was already reported by Pszenny et al. [90].
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Figure 3.36: Ozone monthly averages [ppb] at four stations of the CMDL group in the year
2000, and corresponding values for MOZART4 simulations.

Platt et al. [88], discuss the effects of tropospheric bromine chemistry on the HO2/OH and
the Leighton ratio. They expect a decrease of the HO2/OH and an increase of the NO2/NO.
Wennberg et al. [135] observed such changes in the upper troposphere. In our simulation this
predicted effect occurs in regions where the heterogeneous chemistry is not dominant. This
also holds for the free troposphere (see Figure 3.38).

3.8 Comparison with data composites

We compared the results of simulation G1 and Base run with the data composites of chemical
species provided by Emmons et al., 2000. The first version of the data base is described in [31]
and we use an updated version, in which the observations of the TOPSE, TRACE-P, and
SONEX campaigns are added.

We select the TOPSE campaign for the comparison since it took place in 2000, the year
corresponding to our simulation. TOPSE provided measurements from flights between Col-
orado (USA) and Greenland. To investigate the impacts in the tropical region we adopted
the observations made during the PEM-Tropics A campaign, which is generally characterised
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Figure 3.37: Percent ozone difference between simulations SS3ice and SS2ice in September
2000. Clockwise we have the horizontal distribution, the zonal average, and a zonal slice at
1800

by climatological airflow patterns [31]. PEM-Tropics B is a follow-up of PEM-Tropics A,
which showed similar results in the comparison. However, it might have taken place under
special atmospheric conditions [95]. The SONEX campaign took place in the North Atlantic
in 1997. We do not show the comparison, because in most cases the measurements are in
the upper troposphere/lower stratosphere, while most of the effects we are investigating are
below this altitude. Three campaigns, whose data were available, took place in East Asia.
However, normally they are designed to study the Asian outflow. It would be advantageous
for us to have a campaign with airflow mainly from the ocean. That is the case for PEM-West
A, however it seems that the circulation patterns during this campaign were considered to
be not representative of climatological values [31]. Moreover, this campaign is rather old (it
took place in 1991), therefore it is expectable that the emissions prescribed in the model are
not appropriate.

In simulation G1 the only bromine source are halocarbons (VSLS+CHBr3). However,
generally speaking, the comparison with TOPSE observations shows that the inclusion of the
bromine chemistry into MOZART4 improves the performance of the model with respect to
several ozone precursors. For the TOPSE campaign, we show the VMR profiles of several
species at three locations (Figure 3.40 to 3.43): Thule in Greenland as an Arctic station,
Boulder (USA) a continental station in the midlatitudes, and Churchill at the Hudson Bay
in the higher midlatitudes, for February and May.

In particular, we observe that the species associated with the oxidation capacity of the
atmosphere (CH3OOH, PAN, H2O2) sometimes have calculated VMR which considerably
exceed the measured ones in the Base run, e.g., 80% for CH3OOH at Churchill in May, 130%
at Thule in February, and 160% for H2O2 at Boulder in February. These overpredictions are
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Figure 3.38: Horizontal distribution and zonal average of the percentage difference [%] be-
tween simulations SS3ice and Base run of the ratios NO2/NO and HO2/OH for September
2000.

Figure 3.39: Sea ice fraction in MOZART4 [0 to 1] and the distribution of BrO VMR [pptv]
in simulation SS3ice at the surface for September 2000.

reduced to 40%, 70%, and 8% in the aforementioned cases in the simulations with bromine
chemistry and bromine emissions from VSLS (G1). Species which become oxidized in the
atmosphere are normally underpredicted in the Base run, in particular ethane, propane and
CO. Ethane and CO VMR are 50% too low at Thule in May. This underprediction is
reduced to almost zero and roughly 20% by the inclusion of the bromine chemistry although
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deficiencies in the form of the profiles remain. At some locations, the Base run provides too
low VMR for PAN (by 50% at Churchill in May) or too high formaldehyde VMR (by 50%
at Thule in May). These deviations are reduced to almost zero by the inclusion of bromine
chemistry in the model.

PEM-Tropics A provides measurements near several Pacific islands, where halocarbon
emissions are stronger. In Figures 3.44 and 3.45, we show the VMR profiles for the PEM-
Tropics A campaign. The measurements were performed from August-September 1996. We
selected the profiles at the Easter Island, Fiji, and Hawaii, which are all three islands in the
Pacific Ocean.

We observe that when bromine chemistry influences the concentration of other chemical
species, they usually improve the performance of the model. That is the case for C2H6 and
CO at all three locations, C3H8 at Fiji and especially Hawaii, and for PAN in the upper
troposphere, at Easter Island and Fiji. The percentage differences between the results of
the simulation G1 and the Base run are lower than for TOPSE, but still important. Maybe
the effects observed are lower, because the measurements were performed in 1996 and the
simulations were done for 2000.

We conclude that VSLS have a substantial effect on several precursors of ozone and on
the oxidising capacity of the troposphere, even if their impact on ozone itself is limited (less
than 6% compared with the Base run).

When comparing the measurements with the other simulations, we observe that the in-
troduction of heterogeneous chemistry on sulphate (simulation S1) results in slight effects,
mainly observable in the TOPSE campaign. The highest effects are on H2O2 (17% in April),
C3H8 (14% in summer), and CH3OOH (4% in April)3. However, the inclusion of sulphate
chemistry leads usually to a worse agreement with the observations. When the sea ice emis-
sions are introduced the tendency between G1 and S1 is reversed.

The introduction of sea salt emissions does not produce any observable effect on the
chemical species analysed. The introduction of sea ice emissions produces strong effects in
the boundary layer for PAN and CH2O, with decreases up to 70% compared with G1. Also
ozone is affected by a 120% decrease (relative to the measurement) down to a VMR close to
zero), which represents a substantial improvement with respect to measurements. The effect
increases from the beginning of the campaign in February to the end in May. This matches
well with the fact that February is the beginning of the polar day period in the Northern
hemisphere and consequently the beginning of the emissions from sea ice, while we can see
the cumulative effect of three months of continued emissions on the chemistry in May.

We note that an important impact on ozone is only observed when very high emissions
exist, like the ones from sea ice. This impact is regional as are the emissions. However, VSLS
has an important global impact on the oxidation capacity of the troposphere, which has the
tendency to decrease when the bromine chemistry is included.

3The difference is between simulation S1 and G1, but normed by the observed volume mixing ratio, so that
the percentage is a relative difference with respect to the observation.
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Figure 3.40: Comparison of methyl hydroperoxide (six upper panels) and formaldehyde (six
lower panels) VMR profiles for the simulation G1 (red) and the Base run (blue) with mea-
surements from the TOPSE campaign (black). We present the profiles obtained at Boulder
(left), Churchill (middle), and Thule (right) for the months of February and May. Boxes and
whiskers indicate the central 50% and 90% of the observations, the vertical bar representing
the median, the star indicating the mean. The dotted lines represent the standard deviation
in time for the simulations.
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Figure 3.41: Comparison of ethane (six upper panels) and propane (six lower panels) VMR
profiles for the simulation G1 (red) and the Base run (blue) with measurements from the
TOPSE campaign (black). We present the profiles obtained at Boulder (left), Churchill
(middle), and Thule (right) for the months of February and May. For further explanations,
see Fig. 3.40.
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Figure 3.42: Comparison of carbon monoxide (six upper panels) and PAN (six lower panels)
VMR profiles for the simulation G1 (red) and the Base run (blue) with measurements from
the TOPSE campaign (black). We present the profiles obtained at Boulder (left), Churchill
(middle), and Thule (right) for the months of February and May. For further explanations,
see Fig. 3.40.
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Figure 3.43: Comparison of H2O2 (six upper panels) and SO2 (six lower panels) VMR profiles
for the simulation G1 (red) and the Base run (blue) with measurements from the TOPSE
campaign (black). We present the profiles obtained at Boulder (left), Churchill (middle), and
Thule (right) for the months of February and May. For further explanations, see Fig. 3.40.
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Figure 3.44: Comparison of (from top to bottom) methyl hydroperoxide, formaldeyde, ethane,
and propane VMR profiles for the simulation G1 (red) and the Base run (blue) with mea-
surements from the PEM-Tropics A campaign (black), with the exception of formaldeyde,
where we only have data from PEM-Tropics B. We present the profiles obtained at Easter
Island (left), Fiji (middle), and Hawaii (right). For further explanations, see Fig. 3.40.
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Figure 3.45: Comparison of (from top to bottom) monoxide carbon, PAN, H2O2, and SO2

VMR profiles for the simulation G1 (red) and the Base run (blue) with measurements from
the PEM-Tropics A campaign (black). We present the profiles obtained at Easter Island
(left), Fiji (middle), and Hawaii (right). For further explanations, see Fig. 3.40.
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Chapter 4

Summary

The aim of this work was to describe the global impact of halogenated species on tropospheric
ozone (O3). Halogenated species are the focus of this study, because they are involved
in the ozone destruction in the atmosphere. Despite the relatively small concentration of
halogenated species in the atmosphere, their ozone destruction potential is high, because
of the catalytic mechanism of ozone depletion that regenerates halogenated species making
them available for further reactions with ozone.

Numerical models that simulate tropospheric ozone show important discrepancies with
observations. It has been postulated that one of the reasons for these discrepancies is the
absence of halogen chemistry in those models [67, 128, 138, 97].

The halogens chlorine (Cl), bromine (Br), and iodine (I) are potentially important for the
ozone depletion in the troposphere. In our study, we decided to focus on bromine chemistry,
because it has an efficiency for ozone depletion in the troposphere, which is 40% higher than
that of chlorine, and compared to iodine the global sources of bromine are considerably larger.
Therefore, the global impact of this compound is expected to be higher.

The most important sources of bromine in the troposphere are bromocarbons, sea salt
aerosols, and frost flowers. Bromocarbons are important contributors to the bromine burden
in the troposphere. They are mainly produced in the oceans, in locations with high primary
biological productivity. Bromine production from sea salt is, obviously, limited to the ocean.
Moreover, due to its fast removal by sedimentation and wet scavenging, its impact is limited
to the marine boundary layer. Frost flowers are ice crystals formed from sea water, that
grow over young sea ice, on frozen leads and polynyas. They usually last some days, and
are a very important source of bromine in the polar atmosphere, because of their very high
content in bromide. This global study has the advantage to allow the assessment of the
relative importance of the various sources. From our work, we found that the bromine
sources are the highest in the polar regions. Their effect on ozone is regional. The emissions
from bromocarbons have an important effect on other chemical species, ozone precursors,
PAN, H2O2, etc., with a much wider geographical influence. Furthermore, the bromine of
organic origin is an initiator of inorganic bromine emissions. Sea salt bromine emissions
have very small effects on the tropospheric composition in our simulations. However, sea salt
emissions are probably too low in our simulations. All the sources are essential to explain
the tropospheric background BrO concentrations of 1-2 ppt derived from observations [49,
74, 103]. The inclusion of the bromine chemistry in MOZART4 improved clearly its ability
to produce realistic distributions of several chemical compounds.

To address the aim of this work, we use the three-dimensional global chemistry trans-
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port model MOZART4 designed to simulate tropospheric ozone and its precursors. We had
to develop a new version of MOZART4 that is expanded by bromine chemistry comprising
photolysis, gas-phase reactions, and reactions on aerosol surfaces of sulphate, NH4NO3, or-
ganic carbon, and sea salt. Dry and wet deposition are also included. In terms of emissions,
maps with the oceanic emissions of very short lived species (VSLS) of bromocarbons were
developed and inserted in the list of files read by the model during a simulation. Inorganic
bromine emissions are calculated interactively as far as possible. A first approach was made
to parameterise the emissions from sea salt and sea ice resulting from heterogeneous reac-
tions of the gas-phase species BrONO2 and HOBr on the surface substrates, which lead to
the production of Br2 and BrCl. The yield of these two products depends on the pH of the
reaction site. A calculation of the pH is difficult, but the implementation is such that it is
possible to introduce a geographically varying yield. Each single process was evaluated as
described in chapter 2 of this document.

The expanded version of MOZART4 is stable and can be used for long term runs. We
performed 2.5 year simulations and used one year for the analysis, because bromine chemistry
is a fast process. In the T42 resolution, a simulation of one year was normally executed in
one real day on the bluevista machine1 at NCAR.

In the following table, we summarise the simulations performed with MOZART4, the
results of which are analysed in this study.

Simulation Description

Base run the standard MOZART4, without bromine chemistry.

G1 Bromine chemistry, including the gas phase and photolysis reactions.
Emissions from short-lived halocarbons.

S1 G1 + heterogeneous chemistry on sulphate and other background par-
ticles.

SS1 S1 + heterogeneous chemistry on sea salt over open ocean (no limitation
of pH).

SS1ice SS1 + parameterised emissions from sea ice in the polar regions (proxy
for all sea salt sources in those regions including frost flowers).

SS2ice SS1ice + heterogeneous reactions on sea salt over open ocean with pH
limitation.

SS3ice SS2ice + heterogeneous reaction rates on sea ice 100 × higher than in
SS2ice.

The simulations showed that the bromine production from the VSLS (7.3 Gmol (Br)/yr)
results in BrO vertical tropospheric column density (VTCD) in the order of 1010

molecules/cm2 at the equatorial region. Further away, the concentrations are lower, resulting
in a global tropospheric mean mixing ratio of 10−3pptv of BrO. This translates into ozone
changes up to 6% (relative to a simulation without bromine chemistry).

The introduction of the production of bromine from airborne sea salt increases the BrO
VTCD up to the order of 1013 molecules/cm2. Such values have been observed in the tro-
posphere using the DOAS technique. However, these high calculated values are located in
a belt around 580S, which is not consistent with the observations. Instead, the BrO VTCD
of 1013 molecules/cm2 detected by satellites are located in the polar regions. In simulations

1Bluevista is a supercomputer with an IBM clustered Symmetric MultiProcessing system based on the
POWER5 processor.
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SS1 and SS1ice (see table before), we assumed that the sea salt particles are slightly acid all
over the globe, even in the clean Southern hemisphere, where less acidifying agents occur.
The acid pH means that the bromide in the aqueous phase is available for oxidation and
forms bromine species that will be released from the particle into the gas phase. In simu-
lation SS2ice, we assumed that the particles maintained their original pH in the Southern
hemisphere and changed the reaction yields accordingly. The high values in the 580S belt
decreased to values in the order of 1012 molecules/cm2. The change in this sensitivity simu-
lation is probably too drastic. However, we would need to know the exact pH of the particles
to improve the parameterisation of bromine emission from sea salt over the open ocean.

In order to capture the highest BrO VTCD in the polar regions as shown in the satellite
retrievals, we implemented a parameterization of bromine emission from sea ice in the polar
regions. It was intended as a proxy for all sea salt sources in those regions: sea salt deposited
on the snowpack or included in it and sea ice, including frost flowers. We used the original
sea ice distribution of MOZART4 in the simulations. SS1ice, as already mentioned, shows
too high emissions from the sea salt over open ocean, which results in wrong BrO VTCD
distribution globally. Simulation SS2ice results are generally 10 times lower than the satellite
retrievals in the regions where a comparison is possible. In simulation SS3ice, we increased
the production rates of bromine from sea ice 100 times compared to SS2ice. The results
showed a distribution of BrO VTCD that resembles GOME retrievals and the highest values
are in the order of 1013 molecules/cm2. In the set of simulations performed for this work,
we think that simulation SS3ice has the results that are closest to the observed reality. To
improve the performance of the model, we need more ground-based measurements.

In simulation SS3ice, the impact on ozone in the regions with BrO VTCDs of 1013

molecules/cm2 was a decrease in VMRs relatively to the Base run in the range of 40-100%.
Thus, we would expect that over the polar regions where the satellites ”detect” the high
VTCD, the ozone loss would be of the same magnitude.

The total amount of bromine produced from sea salt over the open ocean in each simula-
tion differed extremely. In simulation SS1, the emission was 5 Gmol (Br)/yr. In simulation
SS1ice, in which we added the sea ice bromine production to SS1, the emissions rose to
8.4 Gmol (Br)/yr. This is because the added source results in a higher atmospheric concen-
tration of HOBr and BrONO2 and, therefore, a higher production of bromine on airborne
sea salt. In simulation SS2ice, the production of bromine from sea salt is curtailed in the
Southern hemisphere, resulting in an emission of 1.3 Gmol Br/yr. Interestingly, the decrease
from SS1ice to SS2ice is extreme due to feedback processes and shows the sensitivity of the
emissions to pH and correspondingly to the yield of the heterogeneous reactions. In SS3ice
the emission from sea salt doubled compared to SS2ice due to the increase of the emission
from sea ice. The emissions from sea ice in the polar regions in simulations SS1ice and SS2ice
are 0.8 Gmol (Br)/yr and 0.5 Gmol (Br)/yr, respectively. These values are found to be too
low, because the resulting BrO VTCD did not have their maxima in the polar regions, as is
observed in the satellite retrievals. In simulation SS3ice the emission was 18 Gmol (Br)/yr
and the resulting BrO VTCD in the polar regions is satisfactory. However, the comparison of
our model results with Schofield et al. [110] ground-based measurements in Antarctica indi-
cates that the results of BrO VTCD from SS2ice are characteristic of background conditions,
while the BrO VTCD from simulation SS3ice are between values characteristic of background
and ”bromine explosion” conditions.

Our simple parameterisation of bromine emissions from sea ice depends only on the light
conditions. This means that there is a continuous emission of bromine from sea ice, with,
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consequently, a too high impact on ozone. To better understand the impact of bromine
chemistry on ozone chemistry, it is necessary to better represent the spatio-temporal variation
of the emissions. Consequently, the insertion of frost flowers and their dependence on physical
variables as temperature in water, would improve our analysis and understanding.

The losses of bromine species over snow/ice are believed to be too low, as highlighted
by the high HBr volume mixing ratios and, consequently, the values of Brx (total inorganic
bromine) in the polar regions. Fortunately, in the bromine chemistry scheme, the bromine
in HBr is actually lost for the atmospheric bromine chemistry, because the conversion rate
of HBr to other forms of bromine is low. The literature does not provide much information
on parameters for the dry deposition and wet deposition of bromine compounds on snow and
ice surfaces. Thus, we need laboratory experiments that determine dry and wet deposition
parameters of bromine species.
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Chapter 5

Outlook

Concerning the field of bromine chemistry in the troposphere, the most exciting challenge at
the moment is to define the location and timing of bromine emissions in the polar regions.
Interactions between the scientists in the field and in the laboratories, and atmospheric
modellers and satellite specialists are required to make significant progress. The contribution
of the global modeller is to investigate the global effects and explain observations.

It is quite certain that most of the bromine in the troposphere is emitted in the polar
regions. In our study, we determined that the polar fraction of the tropospheric bromine
emissions is roughly 65%. Thus, it is very important to improve the accuracy of polar emis-
sions in global models. Moreover, model simulations have to be tested against observations.
At the moment, the satellite retrievals from GOME allowed an approximative analysis of the
relative emission fluxes of bromine from the different sources, which are important for the
troposphere. The next step must be a comparison of the model simulations against ground-
based measurements. The observations that exist show that bromine sources are very variable
in space and time. Therefore, the comparisons of the model results with ground-based mea-
surements can lead to a better description of the spatio-temporal variablility of the emissions.
The translation of the results of such an intercomparison into a detailed knowledge of emis-
sions is a non-trivial task and will involve regional models, e.g. the frost flower detection
model of Kaleschke and co-workers [61]. These authors constructed a one dimensional ther-
modynamic model that defines the regions potentially covered with frost flowers, using as
input parameters the ice concentration and the surface air temperature. Their predictions
and the regions with observed BrO enhancements are in good agreement. The snowpack is
also a source of bromine1. The surface area of snow in the snowpack is very large. However,
Rankin and colleagues [94] argue that the concentration of bromide in snow is small (they
calculated a value of 3.29 ng/g, while the value for frost flowers measured by them is 5×104

times higher). Thus, the focus on frost flowers in the next development steps seems to be
more promising.

In our study, we concluded that the losses of bromine species in the polar regions derived
in the model are too low. The dry deposition velocities on ice/snow are of the magnitude
of 10−3 cm/s. The values are calculated interactively in the model MOZART4. Based on
the literature it is not possible to determine accurate values of dry deposition velocities on
ice/snow. There may also be inaccuracies in the wet deposition, particularly in the polar
regions, in which the wet deposition scheme is used to account for the scavenging of bromine
species by snow and ice. For a further improvement of the simulations of these processes,

1The snowpack incorporates salt, by deposition or by wicking brine [57].
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we need laboratory studies that determine dry and wet deposition parameters of bromine
species.

The bromine emission from the inorganic sources, salt and ice, is dependent on complex
aqueous chemistry. Probably, it is not necessary to include these in detail into a global
model like MOZART4. However, it is essential to have a better parameterisation of the
conditions on the substrates that determine the efficiency of bromine emission. This is the
case for the acidity of a particle [107]. The comparison between model results and ground-
based measurements hints to too low bromine emissions from sea salt in the model. Another
evidence of the inaccuracy in the emissions from sea salt are the results reported in a very
recent article of Read et al. [97]. They performed measurements of several chemical species
such as ozone, its precursors, BrO, IO, etc., and of dynamical variables, like wind speed, at
Cape Verde archipelago (170N, 250W) in the Atlantic Ocean, from October 2006 to October
2007. Their BrO measurements were around 2 pptv all the year long. The results from the
MOZART4 simulations SS1 and SS1ice, which have the highest bromine emissions from sea
salt over open ocean in our study, were 100 times lower at the gridbox where Cape Verde
is located. Read et al. argue that the site where the ground-based measurements were
performed is representative of the surrounding open ocean marine boundary layer. Under
the conditions of our model, this location is representative of open ocean conditions near the
Equator2. In MOZART4, this region is characterised by low sea salt aerosol production as
expected in these low latitudes with low wind speed.

The bromine production from sea salt is less well established than the production from
very short-lived species. The atmospheric concentrations of the latter to measurements and
their chemical degradation are less uncertain than the bromine flux from sea salt particles. If
the pH in the sea salt particle is not considered, the estimated direct bromine production is
77.5 Gmol(Br)/yr [107]. Yang et al.[138] obtained a flux of 14/26 Gmol(Br)/yr. We obtained
a maximum of 8.4 Gmol(Br)/yr in simulation SS1ice. Thus, there is much space for im-
provement. However, this can only be accomplished with more ground-based measurements.
At lower latitudes, we especially need long-term measurements, in order to establish the
background concentration with higher accuracy. The work of Read and co-workers and the
prospective results from the OASIS campaign3 are a valuable source of information that will
allow a substantial improvement of the knowledge of bromine emissions into the troposphere.

2We increased 15 times the emissions of VSLS within 180N-180S compared to higher latitudes, because the
observations show an equatorial enhancement in VSLS concentrations (see chapter 2.3).

3Plan of the OASIS campaign at http://www.oasishome.net/oasis[underscore]science.php. Last accessed
July 22, 2008.



127

Appendix A

Additional Chemistry in

MOZART4

Table A.1: Halogenated species and processes in which they interact

Species Wet Dry Surf Fix lower Heterog Photolysis
deposition deposition emissions bound conds reactions

Halocarbons
Short-lived

CH3Br no no no yes no yes
CHBr3 no no yes no no yes
CH2Br2 no no yes no no yes
CH2BrCl no no yes no no yes
CHBr2Cl no no yes no no yes
CHBrCl2 no no yes no no yes

Inorganic bromine
Br no no no no no no

BrO no no no no no yes
HBr yes yes no no no no

HOBr yes yes no no yes yes
BrONO2 no no no no yes yes

Br2 no no no no yes1 yes
BrCl no no no no yes1 yes

Inorganic chlorine
Cl no no no no no no

ClO no no no no no no
HCl yes yes no no no yes

HOCl yes yes no no no yes
ClONO2 no no no no no yes

Cl2 no no no no no yes
OClO no no no no no yes
Cl2O2 no no no no no yes

1as a product
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Table A.2: Gaseous reactions

Arrhenius A-factor Temperature dependence
A −E/T

CH3Br + OH → Br + H2O + HO2 2.35 × 10−12 -1300.
CHBr3 + OH → 3*Br + H2O 1.35 × 10−12 -600.
CH2Br2 + OH → 2*Br 2.0 × 10−12 -840.
CH2BrCl + OH → Br + Cl 2.4 × 10−12 -920.
CHBr2Cl + OH → 2*Br + Cl 2.4 × 10−12 -920.
CHBrCl2 + OH → Br + 2*Cl 2.4 × 10−12 -920.
Br + O3 → BrO + O2 1.70 × 10−11 -800.
Br + HO2 → HBr + O2 4.80 × 10−12 -310.
Br + CH2O → HBr + HO2 + CO 1.70 × 10−11 -800.
Br + NO3 → BrO + NO2 1.6 × 10−11

Br + OH → HOBr 4.2 × 10−11

Br + CH3CHO → CH3CO3 + HBr 1.30 × 10−11 -360.
BrO + O → Br + O2 1.90 × 10−11 230.
BrO + OH → Br + HO2 1.7 × 10−11 250.
BrO + HO2 → HOBr + O2 4.5 × 10−12 460.
BrO + NO → Br + NO2 8.80 × 10−12 260.
BrO + NO2 + M → BrONO2 + M 5.2 × 10−31 3.2,6.9 × 10−12,2.9, .6
BrO + ClO → Br + OClO 9.50 × 10−13 550.
BrO + ClO → Br + Cl + O2 2.30 × 10−12 260.
BrO + ClO → BrCl + O2 4.10 × 10−13 290.
BrO + BrO → 2*Br + O2 1.5 × 10−12 230.
BrO + CH3O2 → Br + CH2O + HO2 1.6 × 10−12

BrO + CH3O2 → HOBr + CH2O 4.10 × 10−12

BrO + CH3CO3 → Br + CH3O2 1.7 × 10−12

HBr + OH → Br + H2 5.5 × 10−12 200.
HBr + O → OH + Br 5.8 × 10−12 -1500.
HOBr + O → OH + BrO 1.2 × 10−10 -430.
Br2 + OH → HOBr + Br 2.1 × 10−11 240.
BrONO2 + O → BrO + NO3 1.91 × 10−11 215.
BrONO2 + Br → Br2 + NO3 1.78 × 10−11 365.
BrONO2 + Cl → BrCl + NO3 6.28 × 10−11 215.
Cl + O3 → ClO + O2 2.30 × 10−11 -200.
Cl + H2 → HCl + H 3.70 × 10−11 -2300.
Cl + H2O2 → HCl + HO2 1.10 × 10−11 -980.
Cl + HO2 → HCl + O2 1.80 × 10−11 +170.
Cl + HO2 → OH + ClO 4.10 × 10−11 -450.
Cl + CH2O → HCl + HO2 + CO 8.10 × 10−11 -30.
Cl + CH4 → CH3O2 + HCl 9.60 × 10−12 -1360.
ClO + O → Cl + O2 3.00 × 10−11 +70.
ClO + OH → Cl + HO2 7.40 × 10−12 +270.
ClO + OH → HCl + O2 6.0 × 10−13 230
ClO + HO2 → O2 + HOCl 2.7 × 10−12 +220.
ClO + NO → NO2 + Cl 6.40 × 10−12 +290.
ClO + NO2 + M → ClONO2 + M 1.8 × 10−31 3.4,1.5 × 10−11, 1.9, 0.6
ClO + ClO → 2*Cl + O2 3.00 × 10−11 -2450.
ClO + ClO → Cl2 + O2 1.00 × 10−12 -1590.
ClO + ClO → Cl + OClO 3.50 × 10−13 -1370.

table continued on next page
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Table A.2: Gaseous reactions — continued

ClO + ClO + M → Cl2O2 + M 1.6 × 10−32 4.5,2.0 × 10−12,2.4,0.6
Cl2O2 + M → 2*ClO + M
HCl + OH → H2O + Cl 2.60 × 10−12 -350.
HCl + O → Cl + OH 1.00 × 10−11 -3300.
HOCl + O → ClO + OH 1.70 × 10−13

HOCl + Cl → HCl + ClO 2.50 × 10−12 -130.
HOCl + OH → H2O + ClO 3.00 × 10−12 -500.
ClONO2 + O → ClO + NO3 2.90 × 10−12 -800.
ClONO2 + OH → HOCl + NO3 6.5 × 10−12 -135.
ClONO2 + Cl → Cl2 + NO3 6.50 × 10−12 135.
Cl2 + OH → HOCl + Cl 1.4 × 10−12 -900.

Table A.3: Photolysis reactions

CH3Br + hν → Br + CH3O2

CHBr3 + hν → 3*Br
CH2Br2 + hν → 2*Br
CH2BrCl + hν → Br + Cl
CHBr2Cl + hν → 2*Br + Cl
CHBrCl2 + hν → Br + 2*Cl
BrO + hν → Br + O
HOBr + hν → Br + OH
BrONO2 + hν → Br + NO3

BrONO2 + hν → BrO + NO2

Br2 + hν → 2*Br
BrCl + hν → Br + Cl
HCl + hν → H + Cl
HOCl + hν → OH + Cl
ClONO2 + hν → Cl + NO3

ClONO2 + hν → ClO + NO2

Cl2 + hν → 2*Cl
OClO + hν → O + ClO
Cl2O2 + hν → 2*Cl
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Table A.4: Heterogeneous reactions

BrONO2(g) + H2SO4.H2O(particle) → HOBr(g)
+ HNO3(g)

Γ = f(yH2SO4
)

BrONO2(g) + H2O.(NH4NO3 or organic carbon)
→ HOBr(g) + HNO3(g)

Γ = 0.032

HOBr(g) + H2SO4.HCl(wet particle) → BrCl(g)
+ H2SO4.H2O(particle)

Γ = f(yH2SO4
, T, p, yHCl, yHOBr, yH2O, a)

HOBr(g) + H2SO4.HBr(wet particle) → Br2(g) +
H2SO4.H2O(particle)

Γ = f(yH2SO4
, T, p, yHBr, yHOBr, yH2O, a)

BrONO2(g) + deliquescent sea salt → n1

Br2(g) + n2 BrCl(g)
Γ = 0.02

HOBr(g) + deliquescent sea salt → n3 Br2(g)
+ n4 BrCl(g)

Γ = 0.1

ys - weight percent of species s
a - radius of the particle
n1,n2,n3,n4 - yields
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Appendix B

The Atmospheric Chemistry of

Bromoform

The atmospheric removal of bromoform is dominated by photolysis (lifetime 36 days) and by reaction
with OH (lifetime 100 days). Both lead to an estimate for the local lifetime of 26 days [85]. The
photolysis leads to the direct elimination of a halogen atom and the formation of a formyl halide:

CHBr3 + hν → CHBr2 + Br (B.1)

According to several studies, the quantum yield of reaction (B.1) is near unity (personnal com-
munication from John Orlando). The CHBr2 has sufficient internal energy to undergo a subsequent
dissociation with two possible pathways: the production of CHBr + Br or of CBr + HBr [77] with
quantum yields of 0.3 and 0.4, respectively. HBr is very soluble and rapidly removed from the gas
into the aqueous phase.

The reaction with OH is followed by several steps (Figure B.1), and in sunlit oceanic conditions will
promptly release the 3 Br atoms. The rate of the reaction of CHBr3 with OH is 1.8 × 10−13 cm3s−1

at standard conditions [6], yielding the tribromomethyl radical (CBr3), which rapidly reacts with O2

to form the tribromomethyl peroxy radical (CBr3O2). The reaction of CBr3O2 with NO results in an
activated peroxy nitrite molecule (CBr3OONO*). In a low NO environment the reaction with HO2

will be more important forming the molecule CBr3OOH and subsequently the CBr3O radical, due to
the weakness of the O-O bond. CBr3O rapidly degrades into CBr2O, which also has an ephemerous
atmospheric lifetime. CBr2O releases the remaining 2 Br atoms after an initial photolysis step [76].
CBr2O may also react with water vapour in an endothermic reaction which leads to a net formation
of 2HBr + CO2 [37].

Figure B.1: Schematic oxidation path for bromoform till it releases all its bromine atoms.
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