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A B S T R A C T

This work describes the development and first results of a new high-resolution
microphysics-chemistry-transport model (les-aop). The les-aop model was de-
veloped to simulate the aerosol optical properties during the plus1 measurement
campaign, which was performed in the vicinity of a livestock farm in northern
Germany. The model is an extension of a Large-Eddy Simulation (les) model,
where a simple aerosol module was developed to calculate the aerosol optical
properties. Only a limited number of aerosol processes is included due to the
high computational demand.

The project in which the model was developed aimed to combine high-resolution
model results with 3-d lidar measurements performed by the University of Hohen-
heim. This combination would allow an insight view of the aerosol characteristics
on high spatial and temporal scales, even at low aerosol concentrations (e.g. faint
sources). One of the major model achievements is the prediction of the aerosol
optical properties (with resolutions below 100 m and 1 min) upon initialisation by
meteorological and aerosol data. In addition, the model is able to positively detect
faint aerosol plumes (with aerosol backscattering coefficient down to 10−6/(sr m))
and discard false positives identified by the lidar. Furthermore, it is possible from
the model results and ground measurements to estimate budget-related quantities,
such as the emission flux and mass change of the particulate matter.
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Z U S A M M E N FA S S U N G

Die vorliegende Arbeit beschreibt die Entwicklung und erste Ergebnisse eines
neuen kleinskaligen Mikrophysik-Chemie-Transport-Modells (les-aop). Es wurde
entwickelt, um die optischen Eigenschaften von Aerosolen während der plus1-
Messkampagne zu simulieren, welche in der Nähe eines Tierhaltungsbetriebes
in Norddeutschland durchgeführt wurde. Das Modell ist eine Erweiterung eines
Grobstruktür-Simulation (les) Modells um ein einfaches Aerosolmodul, welches
die optischen Eigenschaften der Aerosole berechnet. Aufgrund des hohen Rechen-
aufwands wurde nur eine begrenzte Anzahl von Aerosolprozessen im Modell
berücksichtigt.

Das Projekt, im Zuge dessen das Modell entwickelt wurde, hatte zum Ziel
Ergebnisse hochauflösender Modelle mit 3-d Lidarmessungen der Universität
Hohenheim zu kombinieren. Dieses Vorgehen ermöglicht einen Einblick in das
Verhalten von Aerosolen mit hoher zeitlicher und räumlicher Auflösung selbst
bei niedrigen Aerosolkonzentrationen (beispielsweise für schwache Quellen). Ei-
ne der Haupterrungenschaften des Modells ist die Vorhersage der optischen
Eigenschaften der Aerosole (bei einer Auflösung von unter 100 m und 1 min)
nach Initialisierung desselben mit meteorologschen und Aerosol-Daten. Ferner
ist das Modell in der Lage schwache Aerosolwolken (mit einem Rückstreukoef-
fizienten von bis zu 10−6/(sr m)) nachzuweisen und fehlerhafte Messungen des
Lidars zu verwerfen. Es war ausserdem möglich mit Hilfe von Modellergebnissen
und Bodenmessungen budgetbezogene Größen, wie den Emissionsfluss und die
Massenänderung des Partikelmaterials, abzuschätzen.
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4 introduction

prehensive aerosol module. However, only two simulations where 3-d with a
reduced spatial resolution of ∆x = ∆y = 80 m, ∆z = 25 m, while most of their
simulations were performed in 2-d with a ∆x = 50 m, ∆z = 25 m resolution.
In this work all simulations are performed in 3-d with a spatial resolution of
∆x = ∆y = 50 m, ∆z = 20 m. Newsom and Banta (2004a) developed a 4d-var

algorithm for retrieval of coherent Doppler lidar using a les model.
In this thesis, the following two chapters describe the large-eddy simulation

model (les, Chapter 2) and the extended les model to aerosol optical properties
(les-aop model, Chapter 3). Chapters four and five deal with the measurement
campaign (plus1, Chapter 4) and the les-aop model simulations performed
for two days of the campaign (Chapter 5). The final chapter summarises the
conclusions and gives an outlook (Chapter 6).
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L A R G E - E D D Y S I M U L AT I O N M O D E L

To simulate turbulent flow the Large-Eddy Simulation model (les) explicitly
calculates the large scale three-dimensional motions, capturing the largest and
most energetic structures in the flow while parametrising the effect of the sub-
grid-scale eddies (Chlond, 1992, 1998a). The model uses Boussinesq equations
for the wind components, liquid water potential temperature and total water
content (Chlond and Wolkau, 2000). This section is mainly based on Chlond (1992,
1998a,b); Chlond and Wolkau (2000). For a more detailed description of the les

model than the one presented here please refer to them and references therein.

2.1 equations

The motion of a compressible fluid involving friction and gravity is described by
the the Navier Stokes equations, which ensure the balance of mass, momentum and
energy. Unfortunately, there is no unique general to the Navier Stokes equations.
Therefore, the Boussinesq approximation provides a better framework for numerical
simulation. In the Boussinesq approximation differences in density are neglected,
unless they are multiplied by the gravitational acceleration.

In the following, all thermodynamic variables are separated into a reference
term (upper index 00) and the deviation from the reference (upper index ∗ ). The
reference state of the atmosphere is assumed to be constant in time, horizontally
homogeneous, stationary, hydrostatic and adiabatic. In addition, the reference air
density is assumed constant with height, which is a reasonable assumption as the
vertical dimension of the studied motion is small compared with the extent of the
atmosphere to be simulated (Chlond, 1998a).

5



6 large-eddy simulation model

The simplified equations of motion, written in vector notation are:

∇ ·u = 0 (2.1)
∂u

∂t
+∇ · (u⊗u) = −

1

ρ00
∇p∗ −

g

ρ00
ρ∗ − f× (u−Ug) + ν∆u (2.2)

∂ψk

∂t
+∇ · (ψk u) = Qψk + γψk∆ψk (2.3)

where in Cartesian rotated coordinates x = (x1, x2, x3) = (x,y, z), u = (u1,u2,u3) =

(u, v,w) stands for the wind velocity, g = (0, 0,g) is the gravitational vector,
f = (0, 0, f) the Coriolis vector, and Ug = (Ug,Vg, 0) the geostrophic wind vec-
tor. Following the vector notation ∇ represents the gradient operator, and ∆

the Laplace operator. Additionally, · denotes the internal product, × the cross
product, and ⊗ the tensor product (Gurtin, 1981). In equation (2.2, conservation
of momentum) p∗ is the pressure deviation, ρ00 the reference air density, ρ∗ the
(moist) air density and ν the kinematic (shear) viscosity. The index k in equation
(2.3, conservation of the scalar quantitie ψk) refers to each specific scalar quantity
ψk, Qψk to its sources and sinks, and γψk to the respective diffusion coefficient.

The potential liquid water temperature θl and the total liquid water content q
are prognosticated using the conservation equation of scalar quantities (2.3, with
e.g. ψ1 = θl and ψ2 = q), where the source and sink terms are described by:

Qθl =

(
∂θl

∂t

)
prec.

+

(
∂θl

∂t

)
rad.

Qq =

(
∂q

∂t

)
prec.

where the lower indices prec. and rad. refer to precipitation and radiation.
The Boussinesq approximated equation of state reads:

g

ρ00
ρ∗ =

g

θ00v
(θv − θ00v ) =

g

θ00v
θ∗v

where θv is the potential virtual temperature. The potential virtual temperature
θv is calculated as in Sommeria and Deardorff (1977), following:

θv = θ (1+ 0.61 qv − ql) = θ (1+ 0.61 q− 1.61 ql)
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where θ is the potential temperature, qv is the specific humidity and ql the liquid
water content (q = qv + ql). A linearised version1 of the potential liquid water
temperature θl is used in this work (Chlond, 1998a):

θl = θ−

(
θ

T

)
Lv

cp
ql

where T is the temperature Lv the latent heat of vaporisation, cp specific heat of
dry air under constant pressure and ql the liquid water content. In accordance
with the Boussinesq approximation, and with help from the hydrostatic relation
for the reference pressure (p00), the term

(
θ
T

)
is calculated by:(

θ

T

)
=

(
p0

p00

)κ
where κ = 0.286 denotes the adiabatic coefficient for dry air, and p0 = p00(0) =

1000 hPa the reference pressure at surface level. In presence of ice, the equations
describing q, θv and θl take a slightly different form (Chlond, 1998a).

2.2 resolved scale

Without further assumptions, the Direct Numerical Simulation (dns) of equations
(2.1), (2.2) and equation (2.3) for θl and q would resolve all scales of motion down
to the dissipation length. Unfortunately, the high computational cost of such
an approach limits its scope to the simulation of flows with low to moderate
Reynolds numbers. In the Large-Eddy Simulation (les) approach only the large
scale three-dimensional motions are resolved, while the small scale motions are
filtered out from equations (2.1)–(2.3). The les approach allows to simulate more
intense turbulence than the dns for the same computaqtional costs.

The filtering process used in the les models separates the motion in resolved
and nonresolved scales, introducing new variables to the equation of motion
representing nonresolved scale. For a generic variable ψ, the filtered variable
ψ represents the convolution with the filter operator G over the complete fluid
domain D:

ψ(x) = (G ◦ψ)(x) =

∫
D

G(x−y)ψ(y)dy

The filtering process can be thought as a local averaging, with G as some kind
of weighting function. The purpose of the filtering is to remove high frequency

1 The potential liquid water temperature θl is defined in Betts (1973) as “. . . the potential temperature
attained by evaporating all the liquid water in an air parcel through reversible wet adiabatic
descent”. The linear approximation described here is accurate to a few percent (Betts, 1973).
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fluctuations (ψ ′) from the total field (ψ = ψ+ψ ′). The choice of the filter operator
is not unique (Gaussian filter, box filter, cutting filter, etc.), but its net effect on the
resolved scale is of minor importance (Clark et al., 1979).

Structures larger then the characteristic length of the filter (or large eddies) are
resolved by the numerical integration of the filtered equations. Smaller structures
are nonresolved, and their influence on the large eddies is parametrised. The
nonresolved scale is referred in the literature as the sub-grid scale for historical
reasons, although sub-filter would be a more appropriate term. In this study both
terms are equivalent and will not be distinguished. The parametrisation of the
sub-grid variables introduced by the filtering are presented in Section 2.3.

The filtered equations representing the resolved scales of motion are:

∇ ·u =0 (2.4)
∂u

∂t
+∇ · (u⊗u) = −

1

ρ00
∇π−

g

θ00v
θ∗v − f× (u−Ug) −∇ ·σ (2.5)

∂ψk

∂t
+∇ · (ψk u) =Qψk −∇ · Fψk (2.6)

where the over-bar sign ( ) denotes the filtered variables, σ represents the an-
isotropic part of the subgrid-scale Reynolds stress tensor (τ), π the modified pressure
(which includes the isotropic part of τ) and Fψk = (F

ψk
1 , Fψk2 , Fψk3 ) the turbulent

flux for the scalar quantity ψk. These terms are formally described by:

τ = u ′ ⊗u ′ = u⊗u−u⊗u

σ = τ−
1

3
tr(τ)I

π = p∗ +
1

3
tr(τ)

Fψk = ψk
′ u ′ = ψk u−ψk u

where tr(τ) = τ11 + τ22 + τ33 is the trace of τ, and I is the identity tensor. By
writing ui = ui+u

′
i and using the Kronecker delta (δij), τ, σ and Fψk are described

on the component level by:

τij = u ′i u
′
j = ui uj − ui uj = ui uj + ui u

′
j + u

′
i uj − ui uj

σij = τij −
1

3
tr(τ) δij = u ′i u

′
j −

1

3

(
u ′21 + u ′22 + u ′23

)
δij

F
ψk
j = ψk

′ u ′j = ψk uj −ψk uj = ψk uj +ψk u
′
j +ψk

′ uj −ψk uj
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2.3 unresolved scale

The filtered equations of motion (2.4)–(2.6) can only be resolved when the un-
resolved scale (sub-grid scale or sgs) fluxes are determined in terms of the
resolved-scale fields. Similar to the sgs model described in Deardorff (1980),
the sgs model described here is based on transport of the sgs kinetic energy
e = 1

2tr(τ) = 1
2

(
u ′21 + u ′22 + u ′23

)
:

∂e

∂t
+∇ · (e⊗u) = −σ · (∇⊗u) +

g

θ00v
u ′3θ

′
v −∇ ·

(
e ′ +

π ′

ρ00

)
u ′ −

cε

Λ
e 3/2 (2.7)

where the first two right-hand-side terms correspond to the production of sgs

kinetic energy due to local shear and buoyancy. The third term corresponds to
transport and the fourth to viscous dissipation, where cε is a stability-dependent
coefficient and Λ is the characteristic turbulent length scale.

Following a first order closure, the sgs fluxes are parametrised as:

σ = −Km

(
(∇⊗u) + (∇⊗u)T

)
Fθl = −Kh∇θl
Fq = −Kh∇q(

e ′ +
π ′

ρ00

)
u ′ = −Kh∇e

u ′3θ
′
v = K1u

′
3θ
′
l +K2u

′
3q
′

= K1F
θl
3 +K2F

q
3 = −Kh

(
K1
∂θl

∂x3
+K2

∂q

∂x3

)
where the upper index T denote the transpose operator, Km is the sgs eddy
coefficient for momentum and Kh the sgs eddy coefficient for heat and all other
scalar quantities. The sgs eddy coefficients are proportional to the length scale (Λ)
and the turbulent kinetic energy (e 1/2), correspondingly:

Km = cmΛe
1/2

Kh = chΛe
1/2

where cm and ch are stability-dependent coefficients.
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K1 and K2 are simplified versions of the coefficients introduced in Sommeria
and Deardorff (1977). Here, K1 and K2 coefficients are given by:

K1 = 1−
bα
(
Lv
cp

− 1.61 θ00
(
T
θ

))
1+αLvcp

K2 = 0.61 θ00 +
b
(
Lv
cp

(
θ
T

)
− 1.61 θ00

)
1+αLvcp

where α is defined as:

α =

(
∂qs

∂T

)
T=T l

= 0.622 Lv
qs(T l)

Rd T
2
l

and Rd is the gas constant for dry air, r the subgrid-scale cloud fraction and
T l =

(
T
θ

)
θl.

Following Deardorff (1980) and Chlond (1998b), the length scale (Λ) is:

Λ =

{
min (0.7 z, ∆) N2BV 6 0

min
(
0.7 z, ∆, 0.76 e

1/2

NBV

)
N2BV > 0

where ∆ = (∆x+∆y+∆z)/3 is the averaged grid scale, with ∆x, ∆,y and ∆z are
the respective grid intervals and NBV is the Brunt-Väisälä frequency defined by:

N2BV =
g

θ00v

(
K1
∂θl

∂z
+K2

∂q

∂z

)
Finally, the stability-dependent coefficients for viscous dissipation (cε), momentum
(cm) and scalar quantities (ch) are:

cε =

{
0.7 N2BV 6 0

0.19+ 0.51Λ
min (0.7 z,∆)

N2BV > 0

cm = 0.1

ch =

{
3 cm N2BV 6 0(
1+ 2Λ

min (0.7 z,∆)

)
cm N2BV > 0

2.4 gas-phase chemistry

The gas-phase chemistry and aerosol nucleation modules, were introduced to the
les model by Müller (2004, unpublished). The documentation is scarce, mostly
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consisting of comments in the code. The gas-phase and aerosol nucleation module
consists of a photochemical mechanism, extended for ternary nucleation of H2SO4-
NH3-H2O particles. It consists of 37 species, including new aerosol particles, and
107 reactions. The photochemical mechanism is based on 95 reactions from the
“condensed lcc mechanism” from Lurmann et al. (1987) with 2 extra reactions
from the ozipm version of the lcc mechanism from Lurmann et al. (1987), 8 extra
reactions from Carter (1990), 1 extra reaction from Japar et al. (1990), and 1 extra
reaction from Atkinson (1990). The resulting system of differential equations is
integrated using a hybrid integration technique. Chemical reactions are divided
into “stiff” and “normal” reactions. An implicit iterative scheme is used for the
stiff reactions, while an explicit scheme is used for the normal ones. See Gong
and Cho (1993) for an example of such an implicit/explicit technique.

2.5 numerical solution

The conservation equation of scalar quantities (2.6) applies to potential liquid
water temperature (θl), total liquid water content (q), sub-grid scale (sgs) kinetic
energy (e), and all other scalar quantities. Operator splitting is applied to equation
(2.6), dividing it into “advection” and “rest” parts (Chlond, 1998a):

∂ψk

∂t
= −∇ · (ψk u)︸ ︷︷ ︸

advection

+Qψk −∇ · Fψk︸ ︷︷ ︸
rest

A numerical solution of the advection part of equation (2.6) is obtained via a
hybrid scheme (Chlond, 1994). The hybrid scheme combines the Bott (1989a,b)
third order flux scheme and an exponential upwind scheme (Spalding, 1972).
The use of either of these two schemes, at any particular location of the model
domain, is controlled by a self-adjusting switch (Chlond, 1994). The third order
flux scheme is used on “smooth regions”, away of sharp varying gradients which
may cause unphysical oscillations. The exponential upwind scheme is used on
the “sharp varying gradient regions” were the monotonicity of the exponential
interpolation function is ensured by construction, and no flux limiters are needed
in order to avoid spurious oscillations. The 1-d hybrid scheme is extended to a
3-d scheme by a directional splitting technique with alternating dimensions (e.g.
x–y–z on odd iterations and z–y–x on even iterations).

The conservation equation of momentum (2.5) relates the changes in the wind
components (ui) and modified pressure (π) to buoyancy and sub-grid scale (sgs)
stress. A numerical solution is attained via a predictor-corrector step. In the
predictor step, the wind components are prognosticated using the hybrid scheme
by Chlond (1994). Unlike the advection for scalar quantities, here the full equation
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is taken into account, i.e. there is no division into “advection” and “rest” parts.
In the corrector step, pressure change is diagnosed and the wind components
corrected via red-black successive-over-relaxation (sor). The red-black sor is a
particular implementation of the sor iterative algorithm by Young (1950) in which
the dependencies between adjacent gridpoints are decoupled, allowing efficient
parallelisation via domain decomposition.

2.6 boundary conditions

The model domain extends horizontally and vertically over a finite domain of
size Lx × Ly × Lz. The lateral boundaries are assumed to be periodic (lateral cyclic
boundary condition). At the top of the model domain, a zero gradient condition
applies to variables except w, q and θl. It is imposed that the vertical velocity w
is zero at the top and the gradients of q and θl are constant over time (Neumann
boundary condition). At the surface level, a zero gradient condition applies to e
and p.

In order to avoid reflections of gravity waves at the upper boundary a Rayleigh
friction term is added to equation (2.6). This is done by introducing an artificial
“sponge” layer in the upper third of the model domain (Müller and Chlond, 1996).
The coefficient of Rayleigh damping ν increases gradually through the “sponge”
layer according to:

ν =

{
ν0 sin2

(
π
2
z−zs
Lz−zs

)
zs < z 6 Lz

0 0 < z 6 zs

where Lz is the vertical extent of the model domain, zs = 2Lz/3 is the base of the
“sponge” layer, and ν0 = (300s)−1.

At the lower boundary, Monin-Obukhov similarity theory is used to relate the
fluxes of various quantities to the corresponding difference between the surface
value and the value at the lowermost model level at z = zr = ∆z/2:

σi3 = −u∗
ui(zr)√

u21(zr) + u22(zr)
i = 1, 2

F
θl
3 = −u∗ θ∗

F
q
3 = −u∗ q∗ (2.8)
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where the scaling parameters u∗, θ∗ and q∗ are defined as:

u∗ =
κ

√
u21(zr) + u22(zr)

ln
(
zr
zm0

)
−Ψm

(
zr
L

)
θ∗ =

κ
(
θl(zr) − θl(z

h
0 )
)

ln
(
zr
zh0

)
−Ψh

(
zr
L

)
q∗ =

κ
(
ql(zr) − ql(z

h
0 )
)

ln
(
zr
zh0

)
−Ψh

(
zr
L

) (2.9)

κ is von Karman’s constant, zm0 is the aerodynamic roughness length for mo-
mentum, zh0 is the aerodynamic roughness length for heat and all other scalar
quantities, and L is the Monin-Obukhov length at the surface:

L =
u2∗

κ g

θ00v
(θ∗ + 0.61 θ00v q∗)

and Ψm and Ψh are defined as:

Ψm

(
z ′

L

)
=

∫ z ′
zm0

[
1−φm

( z
L

)] d z
z

Ψh

(
z ′

L

)
=

∫ z ′
zh0

[
1−φh

( z
L

)] d z
z

where, following Webb (1982) and Chlond (1998a), the stability function for
momentum (φm) and the stability function for heat and all other scalar quantities
(φh) are:

φm

( z
L

)
=

{
1+ 6.9 zL

z
L > 0(

1− 20.3 zL
)−1/4 z

L < 0

φh

( z
L

)
=

{
1+ 9.2 zL

z
L > 0(

1− 12.2 zL
)−1/2 z

L < 0
(2.10)

2.7 initialisation and forcing

In order to numerically solve the system of equations formed by the filtered
equations of motion and the sub-grid scale (sgs) model, the initial state of the
main thermodynamic variables, wind components and sgs kinetic energy needs to
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be determined. In addition to the model constants, vertical boundary conditions
and large scale variations are needed in order to integrate in time. Of the many
slightly different les model versions documented in Chlond (1992, 1998a,b) and
Chlond and Wolkau (2000), the particular model implementation used in this work
uses prescribed surface fluxes for the main thermodynamic variables (Fθl3 and Fq3 ).
In order to include the effect of the heterogeneity of the synoptic scale meteorology,
a large-scale correction term (lower index LS) is included to the right hand side
of equations (2.4)–(2.6). A summary of the model constants, initialisation and
forcing variables can be found in Table 1.
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Variable les Levels

Surface Mid Levels Top

0 [m] zi+ 1
2

Lz

Model Constants§

reference pressure p00 — —

reference potential liquid water temperature θ00l — —

reference total liquid water content q00 — —

Coriolis parameter f — —

roughness length for momentum zm0 — —

roughness length for heat† zh0 — —

Initialisation Variables

potential liquid water temperature — θl —

total liquid water content — q —

sgs kinetic energy — e —

u wind component — u —

v wind component — v —

w wind component — w —

Forcing variables

vertical boundary conditions for θl F
θl
3 —

d θl
d z

vertical boundary conditions for q F
q
3 —

dq
d z

large scale advection of θl —
(
∂θl

∂t

)
LS

—

large scale advection of q —
(
∂q

∂t

)
LS

—

large scale variation of u § —
(
∂u

∂t

)
LS

—

large scale variation of v § —
(
∂v

∂t

)
LS

—

large scale subsidence§ —
(
∂w

∂t

)
LS

—

u geostrophic wind component — Ug —

v geostrophic wind component — Vg —
§ Constant value through the model domain.
† zh0 is the roughness length for heat and all other scalar quantities.

Table 1: Summary of les model constants, initialisation and forcing variables.
The model mid levels are located at zi+ 1

2
= (i+ 1

2)∆z for i = 0, . . . ,nz − 1, where
z = 0 corresponds to the surface level, z = Lz to the model top, and nz = Lz/∆z

to the number of model levels.
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3
E X T E N S I O N O F T H E LES MODEL BY AN AEROSOL MODULE FOR
CALCULATION OF AEROSOL OPTICAL PROPERTIES

The Large-Eddy Simulation (les) model (Chapter 2), has been extended to simulate
aerosol optical properties. The aerosol optical properties to be simulated by the
aerosol-extended model (les-aop) are described in Section 3.1. The discussion
of the choice of aerosol processes to be included in the les-aop model can be
found in Section 3.2. The aerosol module is described in Section 3.3 and detailed
descriptions of some particular model components can be found in subsequent
sections.

The les-aop model simulates the changes of the aerosol particle number (wet)
size distribution (nsd) in every grid point of the model domain and every time
step. It is initialised from ground measurements and calculates the aerosol optical
properties off-line during the post processing. The les-aop model treatment of
the aerosols can be divided in three steps (Figure 1):

aerosol nsd initial condition: from in-situ measurements, e.g. data from a
cascade impactor, a near-ground nsd is derived. The 3-dimensional fields
representing the aerosol nsd initial condition of the model simulation are
calculated from this near-ground nsd and some assumptions about the
aerosol vertical profile (Section 3.8).

aerosol nsd time evolution: starting from the aerosol fields generated in the
Initial Condition step, the changes over time and space of the aerosol nsd

(Section 3.2) are simulated in this step.

aerosol optical properties: the aerosol extinction and backscattering co-
efficient fields (Section 3.1) are calculated. These aerosol optical properties
are calculated off-line from the aerosol nsd and meteorological conditions
simulated over time and space on the Time Evolution step.

Figure 1 shows the schematic representation of the treatment of the aerosols
in the les-aop model. Meteorological conditions are covered by the original les

17
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Aerosol nsd Initial ConditionDry Mass Size Distr.

Aerosol Type
• Dry Density.
• Vertical Profile.

Aerosol nsd Time Evolution

• Nucleation.
• Transport.

• Emission.
• Sedimentation.
• Condensation.

nsd (x, y, z, t0)

Precursor Gas Conc.

Meteorol. Condition
• Wind Velocity.
• Liquid Water Potential Temp.
• Total Water Content.

Aerosol Optical Properties

• Extinction coeff. (αaer
λ ).

• Backscattering coeff. (βaer
λ ).

nsd (x, y, z, t)

Aerosol Type
• Dry Complex Refractive Index

Meteorol. Condition
• Temperature.
• Relative Humidity.

αpar
λ (x, y, z, t) βpar

λ (x, y, z, t)

Figure 1: Schematic representation of the les model extended to Aerosol Optical Prop-
erties (les-aop). Original les model in blue. Gas phase chemistry and aerosol
nucleation red. les-aop model developed as part of this work in brown.

model (Chapter 2). Gas phase chemistry and aerosol nucleation were included to
the les model before the start of this work (Section 2.4). Aerosol transport was
originally implemented following the transport for scalar quantities of the les

model, and later modified to allow non-cyclic boundary conditions (Section 3.7.2).
The aerosol nsd representation, optical properties and a few aerosol processes are
included in the les-aop model as part of this work.

3.1 aerosol optical properties

Under several assumptions, aerosol optical properties such as the aerosol extinc-
tion and backscattering coefficients (αpar and βpar) can be retrieved from the lidar
signal (Fernald, 1984; Fernald et al., 1972; Klett, 1981, 1985). This is the meeting
point between the computational simulation and the lidar field campaign data. A
description of the retrieval algorithm and its working assumptions can be found
in Section 4.5.
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For an aerosol described as a mixture of different aerosol species, αpar and βpar

can be calculated from the nsd of each species, by the following equations:

αpar =
∑
aer

∫
rp

Qaerext(rp)πr
2
p n

aer(rp) d rp (3.1)

βpar =
∑
aer

∫
rp

Qaerbsc(rp)πr
2
p n

aer(rp) d rp (3.2)

where aer stands for the aerosol species, Qaerext and Qaerbsc for the extinction and
backscattering efficiencies, naer(rp) is the number of particles with (wet) radius rp.
Making use of the Mie theory (Boheren and Huffman, 1983), Qaerext and Qaerbsc are
calculated as function of the particle radius, the lidar wavelength, the particulate
matter composition, structure (homogeneous or stratified spheres) and complex
refractive index. For a more detailed description see Appendix A.

The Mie calculations involved in Qaerext and Qaerbsc can be even more computa-
tionally demanding than all the other aerosol processes together, making the full
on-line calculation of αpar and βpar impractical. Fortunately, under the assump-
tion that the aerosol nsd is constant over each size bin, equations (3.1) and (3.2) are
rewritten as shown in equations (3.6) and (3.7). The values for the mean extinction
and backscattering coefficients, equations (3.3) and (3.4), are pre-calculated for
each size bin and stored in a look-up table (on aerosol structure, composition,
hygroscopicity, etc., Section 3.3.3) allowing efficient computing time by the usage
of the pre-calculated data during the post-processing.

Assuming that for each aerosol species “the particles are uniformly distributed over
each size bin”, i.e, for each aerosol species (aer) the number density is constant
over each size bin (bin):

naer(rp) =
∑
bin

naerbin · 1[abin,bbin](rp)

where bin is an interval of the form [abin,bbin], and 1 is the indicatrix function
defined as:

1[abin,bbin](rp) =

1 if abin 6 rp 6 bbin

0 otherwise

then the integral on the right hand side of equations (3.1) and (3.2) can be written
as: ∫

rp

Qaerext(rp)πr
2
p n

aer(rp) d rp =
∑
bin

αaerbinN
aer
bin∫

rp

Qaerbsc(rp)πr
2
p n

aer(rp) d rp =
∑
bin

βaerbinN
aer
bin
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where αaerbin and βaerbin are the extinction and backscattering coefficients for the
mean cross-section, and Naerbin the total particle number over bin, defined by:

αaerbin =
1

bbin − abin

∫bbin
abin

Qaerext(rp)πr
2
p d rp (3.3)

βaerbin =
1

bbin − abin

∫bbin
abin

Qaerbsc(rp)πr
2
p d rp (3.4)

Naerbin = (bbin − abin)n
aer
bin =

∫bbin
abin

naer(rp) d rp (3.5)

Finally αaerbin and βaerbin can be pre-calculated and stored in a look-up table
(Section 3.3.3) and the aerosol extinction and backscattering coefficients, equations
(3.1) and (3.2), can be simply calculated as:

αpar =
∑
aer

∑
bin

αaerbin n
aer
bin (3.6)

βpar =
∑
aer

∑
bin

βaerbin n
aer
bin (3.7)

The extinction and backscattering efficiencies for homogeneous and heteroge-
neous aerosol particles are calculated using the source code provided by Boheren
and Huffman (1983, Appendix A and B). The inherent assumptions behind this
code, and the implementation of equations (3.3), (3.4) (3.6) and (3.7) in the aerosol
module are:

single scattering: the light “bounces only one time” between the source and
the observer. This is a good approximation when the distance between the
particles is much larger than the wavelength of the light. For aerosols this is
the case, with the exceptions of haze or inside a cloud.

parallel light: this is a more than reasonable assumption for a distant source,
like the sun. It is granted in the case of a laser beam, like in the lidar case.

additivity: the extinction, absorption and backscattering coefficients of a mix-
ture of particles can be obtained as the sum of the coefficients of each
individual particle. Which is valid under single scattering conditions.

spherically symmetric particles: the aerosol particles have a spherically
symmetric structure with one (homogeneous) or two layers (heterogeneous).

homogeneous layers: the one or two layers of the aerosol structure are of
homogeneous composition. The water insoluble component does not take
up water. The water soluble component is fully dissolved while taking up
water.
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heterogeneous particles: have a core layer composed of insoluble material
and a shell layer composed of water soluble material and water.

The analytical solution for scattering of light by spherical homogeneous particles
provided by the Mie theory is by now the classical approach (e.g. Hess et al., 1998;
Köpke et al., 1997; Wiscombe, 1979, 1980). Since its publication, the implementation
by Boheren and Huffman (1983) for spherical particles and coated spheres (two-
layered shell structure) is the most widely used.

The effect of particle shape and structure have been studied in several publi-
cations. In Mishchenko et al. (1997) the authors study the effect of particle shape
on the optical properties of dust-like tropospheric aerosols, they conclude that the
effects of non-sphericity on the backscattering coefficient can be large and should
be explicitly taken into account when inverting lidar measurements of dust-like
aerosols. The question of external aggregation is addressed by Mishchenko et al.
(2004), where the authors conclude that two particle external aggregation is “likely
to have a weak effect on scattering”.

3.2 aerosol processes

Among the processes that change the aerosol particle size distribution, only a
fraction have been included in the aerosol module. The description of these and a
discussion about the excluded processes are the subject of this section.

The equation describing the temporal variation of the aerosol nsd is as follows:

dn
d t

(rp) =

nucleation
condensation
coagulation︷ ︸︸ ︷(

∂n

∂t
(rp)

)
macrophysics

+

advection
turbulent diffusion
Brownian diffusion︷ ︸︸ ︷(
∂n

∂t
(rp)

)
transport

+

(
∂n

∂t
(rp)

)
sedimentation︸ ︷︷ ︸

gravitational settling
dry deposition
wet deposition

+

(
∂n

∂t
(rp)

)
surface
emission

nucleation is the formation of new particles from precursor gases. Rates for
ternary nucleation of H2SO4-NH3-H2O as function of atmospheric temperature
and concentration of precursor gases are obtained via a photochemical mechanism
(Section 2.4).
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condensation of water on the particles is described by the equilibrium
between water vapour and condensed water represented by a simple Köhler curve,
which combines the Kelvin effect and Raoult’s law for spherical particles:

ln(S) =
A

rp
−

Br3dry

r3p − r3dry
(3.8)

where S is a coefficient that takes into account the saturation (S = relative humidity[−]),
A the curvature effect and B the solute effect (hygroscopicity).

S =
ea

esat,w

A =
2σs,a vw

Rw T

B = εm
υφs vw

vs
(3.9)

where ea and esat,w are the water vapour pressure and the saturation vapour
pressure; Rw the specific gas constant for pure water vapour; εm the mass fraction
of water soluble material in the dry aerosol; υ the total number of ions of the
water soluble material when fully dissociated; φs the practical osmotic coefficient
of the water soluble material; vw and vs are the molar volume of water and the
aerosol water soluble part, which can be calculated by:

vw =
Mw

ρw

vs =
Ms

ρs

where Mw and Ms represent the molar weight, ρw and ρs the densities of the
water and the aerosol water soluble part. Values for φs can be found in Robinson
and Stokes (1959), for more detailed information refer to Hänel (1976); Seinfeld
and Pandis (1998).

In the aerosol module the hygroscopicity can be described by a polynomial
expansion of an empirical growth curve or by the idealised hygroscopicity of a pure
salt. The values used in this work are listed in Table 16 and Table 17 (Appendix B).
An example of the effect on the particle size of these two representations can be
found in Figure 2. Due to the wide size spectra covered by the aerosol module, it
is difficult to appreciate the differences of the particle (wet) radius given by the
two parameterisations (Figure 2a,b). However, this difference becomes evident in
the particle growth factor figures (Figure 2c,d). It is clear that the idealised pure
salt hygroscopicity for (NH4)2SO4 results in particles of roughly 20− 50 % larger
radius than the empirical growth curve for continental aerosol.



3.2 aerosol processes 23

(a)

(b)

(c)

(d)

Figure 2: Example of particle growth for different hygroscopicity parametrisations. Parti-
cle (wet) radius (a,b); and particle growth factor (c,d) for different dry radius
and relative humidities at 20◦C. Empirical growth curve for continental aerosol
from Deuselbach-large-particles in Winkler (1988) (a,c). Idealised pure salt hy-
groscopicity for (NH4)2SO4 from osmotic coefficients found in Robinson and
Stokes (1959) (b,d). See Appendix B for more details on the hygroscopicity
parametrisations.
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coagulation of particles is neglected. From the early design stage, the les-
aop model was targeted towards the simulation of an isolated aerosol ground
source (Chapter 5), forced from ground measurements (Section 4.4.1). Its results
were to be compared with 3-d lidar observations near to the source (Section 4.4.2).
Background and polluted aerosol fields were to be compared in the near ground
levels close to the aerosol source, which is where the focus of this study lies.

The surface boundary condition (Section 3.7.1) was conveniently set in order to
force the aerosol fields towards the observed near-ground nsd and composition.
Therefore, near to the ground, the relative importance of the coagulation process
is secondary to the selection of the surface boundary condition. For the polluted
aerosol fields, the transport time between source location and the out-flow bound-
ary of the model domain is relatively short (8–20 minutes), and the observational
characterisation of the aerosol in the source plume is rather limited, specially
regarding the nsd. All of this, in addition to the high computational cost of the
coagulation, make it an unattractive component for this first application of the
les-aop model.

Later on, the lidar measurements indicated that the source plume stayed close
to the ground, and the ground measurements indicated that no gas to particle
conversion took place downwind from the source (Table 6). Thus, reinforcing
the notion that the inclusion of particle coagulation into the les-aop model may
have a small, if any, influence on the model results. For a different use, e.g. the
study of the temporal evolution of the background aerosol, the les-aop model
may however, need the inclusion of the coagulation process. But that discussion
is outside the scope of this work. The effect of particle coagulation on the nsd,
in terms of the coagulation coefficient (K), is described by (Debry and Sportisse,
2007; Seigneur et al., 1986; Zhang et al., 1999):(

∂n

∂t
(rp)

)
coag.

=
1

2

∫
r<rp

K(r3, r3p − r3)n(r)n( 3
√
r3p − r3) d r

−n(rp)

∫
r>rp

K(r3, r3p)n(r) d r

advection was originally included following the implementation of transport
of scalar quantities of the les model (Chapter 2) and has then been modified to
allow non-cyclic lateral boundary conditions (Section 3.7.2). The contribution of
advection to the change of the nsd is:(

∂n

∂t
(rp)

)
advection

= −∇ · (un(rp))
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turbulent diffusion is implemented following the numeric scheme for
scalar quantities of the les model (Chapter 2). The effect of turbulent diffusion on
the nsd is: (

∂n

∂t
(rp)

)
turbulent
diffusion

= −∇ · (Dt∇n(rp))

brownian diffusion is the macroscopic representation of the particle Brow-
nian motion, the result of the almost constant collisions between particles. It is
specially important for the smaller particles and is described by:

Db(rp) =
kBTCc(rp)

6πρairνairrp
(3.10)

where rp stands for the particle radius, kB is the Boltzmann’s constant, ρair and νair
the air density and kinematic viscosity and Cc(rp) the Cunningham Correction Factor
which takes into account the effects of non-continuity of the medium, specially
important when the particle radius is of the same order of magnitude as the mean
free path of the air (Section C.2). The effect of the Brownian diffusion on the nsd is
described by: (

∂n

∂t
(rp)

)
Brownian
diffusion

= −∇ · (Db(rp)∇n(rp))

gravitational settling is described by the settling velocity (vs, Section 3.4):(
∂n

∂t
(rp)

)
gravitational
settling

= −vs(rp)n(rp)

dry deposition of particles on the ground surface and its vegetation cover, is
taken into account on the lowermost model level by the deposition velocity (vd,
Section 3.5), as part of the aerosol surface flux (asf, Section 3.7.1):(

∂n

∂t
(rp)

)
dry

deposition

=

vd(rp)n(rp) lowermost model level

0 otherwise

wet deposition has been neglected. The les-aop model intends to simulate
aerosol optical properties provided by a volume scanning lidar, like the lidar
system of the University of Hohenheim (uhoh) employed on the plus1 measure-
ment campaign (Section 4.4.2). The uhoh scanning aerosol lidar system is unable
to “see inside clouds”, therefore aerosol in-cloud processes have been neglected.
Another limitation of the uhoh scanning aerosol lidar system is that it can not
operate when raining, therefore below cloud scavenging has been neglected.
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surface emission and re-suspension of particles is taken into account on the
lowermost model level by the aerosol surface flux (asf, Section 3.7.1).

3.3 aerosol module

The changes of the aerosol nsd included in the les-aop model can be summarised
by the following equation:

dn
d t

(rp) =

nucleation
condensation︷ ︸︸ ︷(

∂n

∂t
(rp)

)
macrophysics

+

advection
turbulent diffusion
Brownian diffusion︷ ︸︸ ︷(
∂n

∂t
(rp)

)
transport

+

(
∂n

∂t
(rp)

)
sedimentation︸ ︷︷ ︸

gravitational settling
dry deposition

+

(
∂n

∂t
(rp)

)
surface
emission

(3.11)

The processes were already discussed in detail in Section 3.2. Only those processes
that are considered in the les-aop are kept in equation (3.11).

3.3.1 Representation of the Aerosol Population

The aerosol module focuses on the aerosol optical properties such as the aerosol
extinction and backscattering coefficients (Section 3.1). These properties are
dependent on particle size, number composition and structure (Appendix A). In
this model, aerosol particles are first differentiated according to their composition
and structure. Particles are divided accordingly into distinct aerosol species. All
particles in a particular species are assumed to have the same structure, dry
density, hygroscopic properties and dry complex refractive index.

Particles belonging to different aerosol species scatter light independently of
each other. Secondly, inside of each species, particles are differentiated according
to their dry size (or the equivalent dry mass). Therefore, the aerosol nsd of
each species is tracked independently, i.e. one nsd for each species. Particles of
the same dry size can have different dry composition if they belong to different
species. The differentiation of particles in the same species according to their dry
size will be referred in the following as the bin scheme. The size bin scheme is a
discrimination of the continuous number nsd of each aerosol species. A size bin
is a discrete interval of the size spectrum, where it is assumed that all the particles
in a size bin are spherical and identical, i.e. the particles have the same structure,
composition and radius.
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Changes in the temperature or relative humidity will cause a change in the size
and composition of the aerosol particles, due to gain or loss of water, affecting the
aerosol nsd and the aerosol optical properties (Hänel, 1976; Tang, 1996). Due to
this and the high computing demand of the aerosol optical properties1, a set of
equivalent wet size bin schemes and basic optical properties are pre-calculated
to match the same dry mass discretisation under different temperatures and
relative humidities. For these pre-calculations, the aerosol nsd initialisation and
later calculation of the aerosol optical properties, each aerosol species should be
characterised by a set of parameters like dry density, initial vertical profile2, dry
complex refractive index and other parameters describing the hygroscopicity of
the aerosol species.

The number of aerosol species, the bin scheme resolution and basic properties
of each aerosol species, are user configurable. For each aerosol specie, the hy-
groscopicity parametrisation and the water soluble fraction of the total aerosol
mass can vary over particle dry size, but it is assumed that it will remain constant
over the simulation time. The aerosol particles are indistinguishable beyond the
dry size resolution of the bin scheme, where all the members are assumed to be
identical. Sets of dry density and dry complex refractive index data for different
aerosol species are taken from Hess et al. (1998) and Hale and Querry (1973), and
can be found in Table 15. The detailed description of parameters describing the
hygroscopicity of the different aerosol species can be found in Appendix B.

3.3.2 Aerosol Structure and Mixture

The assumptions of the particle structure and mixing plays an important role in
the calculation of the aerosol optical properties (Mishchenko et al., 1997, 2004).
The concept of aerosol mixture is not employed consistently across the aerosol
literature. Buseck and Pósfai (1999) classifies aerosol mixtures into external, internal
homogeneous and internal inhomogeneous mixtures, according to the phases present
inside the particles. Mishchenko et al. (2004) classifies aerosol mixtures into external,
semi-external and internal mixtures, according to the way particles scatter light.
Mineral dust particles can be both a semi-external mixture according to Mishchenko
et al. (2004) and an internal inhomogeneous mixture according to Buseck and Pósfai
(1999). Figure 3 attempts to reconcile both classifications.

1 A fully on-line simulation of optical properties for 1h over a 1km3 model domain with a 50m×
50m× 20m× 5s resolution would take roughly 26 CPU-days with the extended les model.

2 For initialisation purposes, an exponential decrease with height is assumed for the number for
particles.
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a) b)

c) d)

Figure 3: Schematic representation of different types of aerosol mixture: (a) external
mixture; (b) semi-external mixture (particle clusters with touching components,
Mishchenko et al., 2004); (c) heterogeneous internal mixture; (d) homogeneous
internal mixture.

As mentioned before, internal and external mixture is not used consistently
in the literature. Externally mixed aerosol often implies homogeneous particles.
Internally mixed aerosol often implies only one nsd. In this sense, the aerosol
module can be configured to represent an internally or externally mixed aerosol
population, but it is not limited to these descriptions. The aerosol population
may be described by more than one species, each one with one nsd. Within each
species, particles are not necessarily of homogeneous structure. In the aerosol
module, particles are represented by one of the following structures:

homogeneous structure: spherical particle of homogeneous composition,
which can be either water insoluble (Figure 4a) or water soluble (Figure 4b).

heterogeneous structure: spherically symmetrical particle, with a simple
two layer shell structure, namely a water insoluble core and a water soluble
shell (Figure 4c). When one of the layers is missing, the resulting structure is
equivalent to the spherical aerosol of homogeneous composition.

3.3.3 Aerosol Particle Size Distribution

The high computing cost of the calculation of the aerosol optical properties makes
the on-line calculation during the model simulation practically impossible. Instead
some kind of look up table needs to be implemented for this purpose.

The aerosol optical properties are functions of the number concentration, size,
structure and composition of the aerosol particles. Assuming that the aerosol
population can be represented by a set of different aerosol species, and that the dry
composition, structure and hygroscopic properties of the particles belonging to a
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Dry Wet

a)

b)

c)

Figure 4: Schematic representation of different types of aerosol structure: (a) homoge-
neous structure of water insoluble composition; (b) homogeneous structure of
water soluble composition; (c) heterogeneous structure with a water insoluble
core and a water soluble shell.

specific species does not change during the model simulation, the only remaining
variables to simulate are the size, number concentration and water content of
particles of each species. For each species, this can be done by either simulating
the changes of the aerosol number (wet) size distribution (nsd, the number of
particles over the particle wet size per volume of air), or by simulating the changes
of the aerosol number (dry) mass distribution (nmd, the number of particles over
the particle dry mass per volume of air).

The description of the dry composition, structure and hygroscopicity (Ap-
pendix B) of the particles belonging to a particular species, and equation (3.8),
links together the nsd and the nmd of the species. This makes nsd and nmd two
equivalent ways of representing all the size information needed to calculate the
aerosol optical properties. The nmd has the advantage over the nsd to remain
unaffected to changes of the ambient temperature and relative humidity. On
the other hand the nsd is a needed step in the calculation of the aerosol optical
properties and sedimentation.

Aerosol optical properties can be calculated from a sectional, modal or moment
representation of the aerosol nsd (or nmd). The method of moments proposed
by McGraw et al. (1995) allows to efficiently calculate aerosol optical properties
from the lower-order moments of an aerosol nsd. Unfortunately in the case of the
aerosol backscattering coefficient, this method can lead to errors as high as 44%.
The advantage of a sectional over a modal representation of the nsd (or nmd), is
that it allows a better size resolution of the description of the aerosol composition
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(Zhang et al., 1999), and therefore a more accurate representation of the aerosol
optical properties.

The sectional representation of the aerosol nsd (or nmd) is often selected
(e.g. Debry and Sportisse, 2007; Koo et al., 2003; von Salzen and Schlünzen,
1999a,b; Warren and Seinfeld, 1985; Zhang et al., 1999) because of its accuracy on
the representation of the aerosol nsd and composition, as well as the different
processes that affect the nsd dynamics. In a sectional representation of the nsd,
for each species (aer), the wet size spectra is divided in a set of intervals called wet
size bins. For a wet size bin (bin) of the form [aaerbin,baerbin], a

aer
bin and baerbin represent

the lower and upper edges of the size bin. In a similar manner, in a sectional
representation of the nmd, the dry mass spectra of each species is divided in a set
of intervals called dry mass bins. For a dry mass bin of the form [paerbin,qaerbin], p

aer
bin

and qaerbin represent the lower and upper edges of the mass bin. Using equation
(3.8), an equivalent wet size bin can be calculated as function of the atmospheric
temperature and the relative humidity, and the properties that characterise the
species (composition, structure and hygroscopic properties). Among the multiple
possibilities for a sectional representation of the nsd (or nmd), the following three
were considered for the aerosol module:

nsd fix edge sectional representation: the edges of each wet size bin
([aaerbin,baerbin]) are fixed during the simulation. It has the inconvenience that
changes on temperature and relative humidity produce fluxes of particles
between neighbouring size bins. Therefore introducing numerical diffusion
to the system and smoothing out the nsd, unless a relatively large number
of size bins is used (Kim and Seinfeld, 1990; Seigneur et al., 1986).

nsd moving edge sectional representation: the edges of the size bins are
allowed to move following the changes of the particle size. In accordance
with the assumption that all particles in a wet size bin are equal and indis-
tinguishable, all the particles are assumed to remain in the same wet size
bin as the edges of the wet size bin moves. Therefore there are no fluxes of
particles between neighbouring wet size bins.

nmd fix edge sectional representation: the edges of each mass bin are fixed
during the simulation. However, the equation (3.8) relates the fix edge
representation of the nmd with the moving edge representation of the nsd,
making them equivalent under the assumption that the dry composition,
structure and hygroscopic properties that characterise each species, do not
change over the simulation time.

The fix edge representation of the nmd has been selected to respresent the nsd.
Taking advantage of its equivalence with the moving edge representation of the
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nsd, a look up table was created for wet size dependent values such as the
characteristic wet size, density and basic optical properties. This construction will
be referred to in the following as the bin scheme.

For each species, the bin scheme consists of a discretisation of the dry mass
spectra (into dry mass bins) and a look up table for variables dependent on the
particle size, atmospheric temperature and relative humidity. For a discrete set
of temperatures (T ) and relative humidities (U), ranged between 0− 40[◦C] and
10− 100[%], the edges of the corresponding wet size bins are calculated using
equation (3.8), and stored in the look up table. For each dry mass bin (bin) of
each species (aer), the characteristic particle dry mass (maer

bin) is calculated as
the geometrical mean of the edges of the dry mass bin (

[
paerbin,qaerbin

]
), and the

characteristic particle radius (raer,T ,U
bin ) is calculated as the geometrical mean of the

edges of the corresponding wet size bin (
[
a
aer,T ,U
bin ,baer,T ,U

bin

]
). The characteristic

particle density (ρaer,T ,U
bin ) is calculated from the characteristic dry mass and radius.

The mean bin extinction and backscattering coefficients (αaer,T ,U
bin and β

aer,T ,U
bin )

can be calculated assuming that, for each species, the particles are uniformly
distributed over each wet size bin. Finally, the principal members of the look up
table can be written as:

maer
bin =

√
paerbin qaerbin

r
aer,T ,U
bin =

√
a
aer,T ,U
bin b

aer,T ,U
bin

ρ
aer,T ,U
bin = ρw +

(
ρaerdry − ρw

) maer
bin

4
3πρ

aer
dry

(
r
aer,T ,U
bin

)−3

α
aer,T ,U
bin =

1

b
aer,T ,U
bin − aaer,T ,U

bin

∫baer,T ,U
bin

a
aer,T ,U
bin

Qaerext(rp)πr
2
p d rp

β
aer,T ,U
bin =

1

b
aer,T ,U
bin − aaer,T ,U

bin

∫baer,T ,U
bin

a
aer,T ,U
bin

Qaerbsc(rp)πr
2
p d rp

Assuming that the characteristic properties of each species remain constant
during the model simulation, the bin scheme, originally a fix edge sectional repre-
sentation of the nmd, is equivalent to a moving edge representation of the nsd,
where the particle sizes are only updated for discrete changes of temperature
or relative humidity. In the following sections of this work, the wet size bins
provided by the bin scheme will be referred to as size bins.
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3.4 gravitational settling

Gravitational Settling represents the falling of the particles due to gravity. Opposite
to the gravitational force is the drag force, resulting from the movement of the
particle in a viscous fluid (air in this case). The balance of these forces determines
the falling (terminal) velocity of the particle or settling velocity (vs(rp)), which
under the Stokes law regime (Appendix C) can be described by:

vs(rp) =
2ρp(rp)gCc(rp)

9ρairνair
r2p (3.12)

where g represents the gravitational acceleration, ρp(rp) the particle density. For a
more detailed description see Pruppacher and Klett (1978); Seinfeld and Pandis
(1998).

In the aerosol module the Gravitational Settling (equation (3.12)), is valid under
the following main assumptions and simplifications:

• Rigid, spherical particles.

• Stokes Law regime: Reynolds number Re < 0.1.

shape factors can be included to equation (3.12) to correct against the as-
sumption of “rigid spherical particles” (Dressel, 1985; Scheuch and Heyder, 1990).
They relay on experimental information about the particle shape. Rigid spherical
particles is a relatively common assumption in aerosol models (e.g. Stier et al.,
2005; Upadhyay and Ezekoye, 2006). Due to the lack of information about the
shape of the in-situ aerosol, the shape factors are neglected.

the stokes law regime simplification has negligible effect on the set-
tling velocity for particles in the size range covered by the aerosol module. Fig-
ure 5a and 5b shows the Reynolds number for spherical particles of 1.91 g/cm3

density, over particle radius and temperature. Figure 5c shows the corresponding
particle settling velocity, while Figure 5d shows the relative error of the settling
velocity associated to the Stokes Law assumption (equation (C.1)). It can be seen
in Figure 5b that particles of radius 6 12 µm have Reynolds numbers within
the Stokes Law regime (6 0.1). From Figure 5d it is clear that, for temperatures
above 0 C◦, the Stokes Law assumption for particles of radius 6 15 µm produce an
overestimation smaller than 2% of the settling velocity.

the correction of the “continuum medium” assumption is represented in
equation (3.12) by the Cunningham correction factor (Cc, Section C.2). Table 2 shows
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(a) (b)

(c) (d)

Figure 5: Reynolds number (a,b) particle settling velocity (c) and relative error caused by
the Stokes Law assumption on the settling velocity (d). Simulated for spherical
particles of density 1.91 g/cm3.

the Cunningham correction factor over particle aerodynamic diameter (da = 2rp
√
ρp).

In relative terms, Cc represents an important correction of the settling velocity for
small particles, decreasing with increasing particle size until it becomes negligible
for large particles. However, one can conclude from Figure 5c and Table 2 that the
correction of the settling velocity in absolute terms is not larger than a few mm/s,
and may be neglected when compared with the vertical wind component. Cc
was kept in the final formulation of the Settling Velocity (equation (3.12)) only for
completeness and consistency with the formulation of the Brownian diffusivity. For
particles of radius smaller than 2 µm, Figure 5c shows settling velocities smaller
than 1 mm/s. For particles of radius bigger than 1.8 µm (da ≈ 5 µm, assuming
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1.91 g/cm3 density as in Figure 5), Table 2 shows that the correction introduced
by Cc is smaller than 3.2%.

da[µm] 0.1 0.2 0.5 1.0 2.0 5.0 10.0 20.0 50.0

Cc[−] 2.85 1.865 1.326 1.164 1.082 1.032 0.016 1.008 1.003

Table 2: Cunningham correction factor (Cc), for spherical particles of aerodynamic diameter
(da = 2rp

√
ρp) in air at 20C◦, 1atm. Extract from Seinfeld and Pandis (1998).

values for the settling velocity are pre-calculated for a fixed air density and
stored in a look-up table (with aerosol structure, composition, hygroscopicity,
particle radius, etc.) and then corrected to include the changes on the air density:

vs(ρair) =
2ρp gCc

9ρairνair
r2p =

2ρp gCc

9ρ∗airνair
r2p ·

ρ∗air
ρair

= vs(ρ
∗
air) ·

ρ∗air
ρair

3.5 deposition

Dry Deposition is the removal from the atmosphere due to deposition on the ground
surface and vegetation cover. This process can be described by the deposition
velocity for particles (vd(rp)), which can be defined following a resistance scheme
(Appendix D):

vd(rp) =
1

Ra + Rb(rp) + Ra Rb(rp) vs(rp)
+ vs(rp) (3.13)

where Ra and Rb(rp) stands for the aerodynamic transport resistance and the
boundary layer resistance for particles of size rp, while vs(rp) is the settling
velocity given in the equation (3.12). Equation (3.13) describes the deposition
velocity under the following assumptions and simplifications:

the stability dependent function (φc, Appendix D) is equal to the sta-
bility function for heat: φc = φh, following the parametrisation for φh
described in Section 2.6 and Chlond (1998a). The usage of φh for aerosol is
consistent with the treatment of scalar quantities in the les model (Chap-
ter 2).

particles adhere to the surface upon contact (Rc = 0, Appendix D). This is a
common assumption for aerosol particles (Seinfeld and Pandis, 1998), but
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obliges to consider particle resuspension separately. The importance of par-
ticle emission and resuspension increases with the length of the simulation,
as they oppose the effect of deposition on the nsd.

Particle deposition, resuspension and emission are treated in the les-aop model
by the aerosol surface flux (asf, Section 3.7.1).

3.6 numerical solution

Transport and turbulent diffusion follow the parametrisation for scalar quantities
of the les model, described in Chapter 2. For each one of the aerosol fields
(one field for each size bin of each species, denoted naerbin), the conservation
equation of scalar quantities (Section 2.2, with ψk = naerbin) is handled via operator
splitting (Section 2.5), dividing the equation into “advection” and “rest” parts.
The advection part is solved using Chlond (1994) hybrid scheme. The rest part
is solved explicitly using the sub-grid scale (sgs) parametrisation for the sgs

fluxes and the sgs eddy coefficient scalar quantities described in Section 2.3. The
lateral boundary conditions are described in Section 3.7.2, and surface fluxes in
Section 3.7.1.

3.7 aerosol boundary conditions

The basic configuration of the aerosol module follows the les boundary conditions
for scalar quantities (Section 2.6). These boundary conditions (bc) are: zero
gradient over the upper boundary (Γtop); prescribed surface flux over the lower
boundary (Γground); and lateral cyclic bc for the lateral boundaries (Γside). The
lateral boundary can be further divided into the lateral in-flow boundary (Γin)
and lateral out-flow boundary (Γout).

The bc inhereted from the les parametrisations for scalar quantities, for the
number density np of particle or radius rp in a model domain of dimensions
Lx × Ly × Lz, can be summarised as:

∂np

∂z
(x,y,Lz) = 0

∂inp

∂xi
(0,y, z) =

∂inp

∂xi
(Lx,y, z)

∂inp

∂yi
(x, 0, z) =

∂inp

∂yi
(0,Ly, z)

∀i = 0, 1, . . .

Kh
∂np

∂z
(x,y, 0) = F

np
3 (x,y)
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The lateral cyclic bc are of great importance in the les approach. les simulations
are restricted to a small model domain by its large computational demand. In a
small model domain, particle concentration fields would be totally determined by
the bc at the lateral in-flow boundary. Lateral cyclic bc provides a way around
the problem of finding of a suitable lateral in-flow bc, by assuming horizontal
periodicity of the concentration fields. Horizontal periodicity is not applicable
in the case of an isolated aerosol source location, as in the days of the plus1

measurement campaign simulated in Chapter 5. Suitable cyclic and non-cyclic
lateral bc for the aerosol fields are described in Section 3.7.2.

The prescribed aerosol surface flux (asf, Section 3.7.1) is derived from ground
measurements and is a key component of the forcing of the aerosol module.
Much care was put into the design of boundary conditions for the aerosol fields,
that preserve the heterogeneity generated by the les part of the model, at high
computational cost.

3.7.1 Prescribed Aerosol Surface Flux

The aerosol surface flux (asf) account for the emission, deposition and re-suspension
of particles from and to the ground surface and its vegetation cover. It represents
the lower boundary condition of the les-aop model, and links the ground mea-
surements with the model simulation. The forcing of the aerosol module from
ground measurements is a key design feature of the aerosol module.

As in the formulation of the dry deposition velocity (Appendix D), for any
surface location, the vertical flux of particles is assumed to be constant between
the ground surface and the lowermost model mid-level. It is also assumed that
this flux can be calculated from the difference between the number concentration
at two different levels. For a surface location designed by (x,y), the lowermost
model mid-level (zr = 10 m, in this model configuration) and the near-ground
level at the same height as the aerosol measurements (zg ≈ 2 m), the net particle
in-flow (Fnp3 ) can be written as:

F
np
3 = −

nzrp −n
zg
p

Rg
− vsn

zr
p (3.14)

where nzrp = np(x,y, zr, rp) and nzgp = np(x,y, zg, rp) are the number concentration
of particles of size rp at zr and zg, Rg = Rg(x,y) is the resistance to the transport
between zr and zg, and vs = vs(x,y, zr, rp) is the gravitational settling velocity at
zr, as described in equation (3.12). For simplicity, references to the surface location
(x,y) and particle size (rp) will be omitted in the remaining part of this section,
unless they are required for clarity.
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The formulation of Rg follows almost exactly the formulation for the aero-
dynamic transport resistance (Ra, Appendix D). With only one difference, Ra
accounts for the transport between zr and the roughness length z0, while Rg
accounts only for the transport between zr and zg > z0. Following the Monin-
Obukhov similarity theory:

Rg =
1

κu∗

∫ zr
zg

φh

( z
L

) d z
z

(3.15)

where L is the Monin-Obukhov lenght (Section 2.6), and φh is the stability function
for heat and all other scalar quantities, defined by equation (2.10) in Section 2.6.

One should notice that equation (3.14), without the settling term, is equivalent
to the les parametrisation of surface fluxes for scalar variables described in
Section 2.6, e.g. equations (2.8) and (2.9). Here, the lower limit of the integration
is at the height where the aerosol measurement took place (zg), instead of the
roughness length (zh0 ) as in equation (2.9). Finally, by integrating equation (3.15):

Rg =


1
κu∗

[
ln
(
zr
zg

)
+ 9.2zr−zgL

]
(stable)

1
κu∗ ln

(
zr
zg

)
(neutral)

1
κu∗

[
ln
(
zr
zg

)
+ ln

(
(ηg+1)2

(ηr+1)2

)]
(unstable)

where ηr =
√
1− 12.2zrL and ηg =

√
1− 12.2zgL .

In a perfect world, aerosol ground measurements would contain information
about the nsd and composition in the same horizontal and temporal resolutions
as the model. Alas, in reality spatial and temporal resolutions of model and
measurements seldom match. The aerosol ground measurements of the plus1

measurement campaign (Section 4.4.1), used to initialise and force the les-aop

model in Chapter 5, are no exceptions. The ground measurements of the two sites
(upwind from farm and in the farm plume), have a time resolution much larger
than the model time step (hours compared to seconds). Additionaly, in order
to provide a suitable lower boundary condition on the model spatial resolution
(50 m× 50 m) only two measurement points are not enough. Therefore, further
assumptions are needed in order to extend the information derived from the
ground measurements to the whole surface of the model domain (Γground).

For an isolated aerosol source location (as in plus1), there are two different
types of aerosol measurements concerning the asf, which give rise to two different
regimes of particles fluxes. In the source region (Γsrc) and in the background region
(Γbgd) the net in-flux of particles (Fnpsrc and Fnpbgd) is derived from a representative
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value of nzgp over each respective region (nsrc and nbgd). The value of nsrc =

nsrc(rp) is estimated from measurements of the polluted aerosol, in the source
plume. And, nbgd = nbgd(rp) is estimated from measurements of the background
aerosol, outside the source plume, e.g. upwind from the source location.

There is no unique way to extend nsrc to Γsrc (or nbgd to Γbgd). Assuming
that nsrc represents the spatial average of nzgp over Γsrc, and that the horizontal
heterogeneities at zg and zr are proportional to each other, i.e.:〈

n
zg
p

〉
src

= nsrc(rp)

n
zg
p −

〈
n
zg
p

〉
src

=
(
nzrp −

〈
nzrp
〉
src

)
αsrc

where 〈 〉src denotes the horizontal average over Γsrc, and αsrc is the proportion-
ality constant. Then the problem of extending nsrc to Γsrc is reduced to find an
appropriate value for αsrc, e.g.:

• αsrc = 0 then nzgp =
〈
n
zg
p

〉
src

. A constant value of nzgp over Γsrc will unavoid-
ably damp the horizontal heterogeneity of the number concentration near to
the ground.

• αsrc = 1 then nzgp = nzrp −
〈
nzrp
〉
src

+
〈
n
zg
p

〉
src

. This is equivalent to assume
that the horizontal heterogeneity of the number concentration at zg and zr
are equal.

• αsrc =
〈nzgp 〉src
〈nzrp 〉src

then n
zg
p =

〈nzgp 〉src
〈nzrp 〉src

nzrp . Therefore, implying that nzgp is

proportional to nzrp .

In this work it is assumed that nzgp is proportional to nzrp . Therefore, nzgp =
〈nzgp 〉src
〈nzrp 〉src

nzrp . Then, from (3.14), the net particle in-flux for (x,y) ∈ Γsrc is:

F
np
src = −

〈
nzrp
〉
src

−
〈
n
zg
p

〉
src

Rg
〈
nzrp
〉
src

nzrp − vs n
zr
p (3.16)

During the early testing of the asf, Fnpbgd was calculated in an equivalent way as
F
np
src. The tests for background aerosol only (no source region) showed a steady

unrealistic decrease of the particle number concentration during the whole model
simulation. It was attributed to an over representation of the gravitational settling
in the net flux when compared to the emission and re-suspension processes. This
tendency was reduced, but not totally eliminated (discussion in Section 5.2), by
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neglecting the gravitational settling term in equation (3.14) during the calculation
of Fnpbgd. Finally, the expression for Fnpbgd over Γbgd is:

F
np
bgd = −

〈
nzrp
〉
bgd

−
〈
n
zg
p

〉
bgd

Rg
〈
nzrp
〉
bgd

nzrp (3.17)

If no measurement information is provided (Γbgd and Γsrc are empty), the asf

is configured to neglect particle emission and re-suspension, and accounting
only for the dry deposition flux Fnpdep = −vd n

zr
p . In the presence of measurement

information, the background region is assumed to be the complement of the source
region (Γbgd = Γground\Γsrc). And, if the area of the aerosol source Γsrc is not larger
than the area corresponding to one grid point, Fnpsrc can be calculated directly from
(3.14), without the need of averaging over Γsrc. Finally, the formulation of the asf

can be summarised by:

F
np
3 =


F
np
src for (x,y) ∈ Γsrc
F
np
bgd for (x,y) ∈ Γbgd
F
np
dep otherwise

(3.18)

3.7.2 Cyclic and Non-cyclic Lateral Boundary Conditions

The lateral cyclic boundary conditions are key elements of the design of the les

model (Section 2.6). In the case of an isolated aerosol source location, the selection
of suitable lateral in-flow bc represent a big challenge. The high computational
demand of the les approach limits the size of the model domain, making the
extention of the model domain to a size large enough to assume independence of
the lateral bc practically impossible.

Four different alternatives for providing lateral bc in the case of an isolated
aerosol source location were investigated, and will be described in the following
parts of this section using the following terminology:

background aerosol fields (bgd) as the set of aerosol fields obtained with only
background aerosol (Γbgd = Γground).

polluted aerosol fields (pol) as the set of aerosol fields obtained when both
background and isolated source information are fed into the asf (Γground =

Γbgd ∪ Γsrc).

emitted aerosol fields (ems) as the set of aerosol fields obtained when only
the difference between background and source flux is taken into account
(Fnpems = F

np
3 − F

np
bgd).
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source contributed aerosol fields (dff) as the set of aerosol fields obtained
as the difference between pol and bgd aerosols.

In order to compare model results with measurements, pol fields will be needed.
In order to study the structure of the source plume, dff fields (and therefore bgd

fields) will be needed. It should be noted that dff and ems do not necessarily
coincide. The number concentration of bgd, pol, ems and dff aerosol fields will
be referred to as nbgdp , npolp , nemsp and ndffp respectively. Specific mention to the
aerosol specie (aer) and size bin (bin) will be omitted.

As bgd do not include information from the aerosol source there is no need to
deviate from the lateral cyclic bc. Then, the bc for bgd are:

∂n
bgd
p

∂z
= 0 at Γtop

∂in
bgd
p

∂xi
(0,y, z) =

∂in
bgd
p

∂xi
(Lx,y, z)

∂in
bgd
p

∂yi
(x, 0, z) =

∂in
bgd
p

∂xi
(x,Ly, z)


∀i = 0, 1, . . .
at Γside

Kh
∂n

bgd
p

∂z
= F

np
bgd at Γground

(3.19)

Additive Solution

Under this configuration, it is assumed that all fluxes between bins are neglectable,
and that the freshly emitted and background aerosols do not interact with each
other. Then, the farm pol fields can be obtained as the sum of bgd and ems fields,
i.e.:

nsrcp = nbgdp +ndffp

ndffp = nemsp

The bc for nbgdp are described by equation (3.19) and the bc for nemsp are:

∂nemsp

∂z
= 0 at Γtop

nemsp = 0 at Γin
∂ndffp

∂Γout
= 0 at Γout

Kh
∂nemsp

∂z
= F

np
3 − F

np
bgd at Γground
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The advection of the ems fields, which are mostly zero, resulted to be numerically
unstable. The source of the instability was not found. Therefore, this option was
abandoned.

Boundary Recycling from Internal Domain

Given a dominant wind direction, the in-flow bc can be obtained from the interior
of the model domain, upwind from the source. Additionally, the lateral in-flow
boundary (Γin) should be uncorrelated to the vertical cross-section at the interior
of the model domain from where the in-flow bc was obtained. This condition can
only be verified a-posteriori. Examples of similar methods can be found in the
literature under the name of boundary recycling, e.g. Mayor et al. (2002).

For simplicity, lets assume that the dominant wind direction coincide with the
positive direction of the x axis, i.e. u � |v|, and that the source is located at
x > Lx/2. Then, the bc at y = 0 and y = Ly can be assumed to be periodic. And,
the bc at x = 0 can be obtained from the vertical cross section at x = Lx/2. Thus
effectively dividing the model domain into two sub-regions, the background or
recycling sub-region (x 6 Lx/2) and the emission sub-region (x > Lx/2). Then, the
bc for npolp are:

∂n
pol
p

∂z
= 0 at Γtop

∂in
pol
p

∂xi
(0,y, z) =

∂in
pol
p

∂xi
(Lx/2,y, z)

∂n
pol
p

∂x
(Lx,y, z) = 0

npolp (x, 0, z) = npolp (x,Ly, z)


∀i = 0, 1, . . .
at Γside

Kh
∂n

pol
p

∂z
= F

np
3 at Γground

Under this configuration, there is no need for a separate model simulation to
obtain the bgd fields, as they can be extracted from the background sub-region of
pol fields. For x 6 Lx/2 the bgd and dff fields can be defined as:

nbgdp (x,y, z) = npolp (x,y, z)

ndffp (x,y, z) = npolp (x+ Lx/2,y, z) −npolp (x,y, z)

Unfortunately, all attempts to force the les model to show dominant wind direc-
tion failed. Thus making this method inapplicable.
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Boundary Recycling from a Unit Field

Under this configuration, it is assumed that only the total particle number varies
in time and space, while the shape of the size distribution and the dry composition
remains constant. By neglecting all size dependent processes but water uptake
which is inbuilt in the bin scheme, the background aerosol can be represented as:

nbgdp (x,y, z, rp) = n
bgd
1 (x,y, z)nbgd(rp) (3.20)

The bc for nbgd1 are:

∂n
bgd
1

∂z
= 0 at Γtop

∂in
bgd
1

∂xi
(0,y, z) =

∂in
bgd
1

∂xi
(Lx/2,y, z)

∂in
bgd
1

∂yi
(x, 0, z) =
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where Fn1bgd follows equation (3.17) for
〈
n
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〉
bgd

= 1. Then, the bc for npolp are:
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This is a very efficient option regarding the computational cost of the generation
of suitable bc for the pol fields. The in-flow bc for all pol fields are generated
by simulating only one extra field (the unit field nbgd1 ). However, the bgd fields
obtained from equation (3.20) may be oversimplified. And, if a separate simulation
is needed it may be cheaper to take the in-flow bc for pol from a “full” bgd

simulation. This option is described by the next solution.
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Boundary Recycling from Background Aerosol Fields

This is the most complete of the solutions. Similar to the previous one, but with
a full set of nbgdp instead of only one. The bc for nbgdp are described by equation
(3.19) and the bc for npolp are:
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Kh
∂n

pol
p

∂z
= F

np
3 at Γground

As the background aerosol is constantly recirculating, this parametrisation pro-
vides the most complete background characterisation and most complete lateral
in-flow bc for the polluted aerosol. This is the selected option for the model
simulations in Chapter 5.

During the testing phase of the boundary recycling schemes, unphysical os-
cillations where observed on the out-flow boundary. These where caused by
the third order flux scheme part (Bott, 1989a,b) of the hybrid advection scheme
(Chlond, 1994). In order to avoid the oscillations, the hybrid advection scheme
was modified and set to follow its exponential upwind scheme part (Spalding,
1972) on all boundaries.

3.8 initialisation and forcing

Initial condition of the aerosol fields, as well as of the bc, have a strong influence
on the result of the model simulations. This is the case specially in the lateral
cyclic boundary and the boundary recycling schemes described in Section 3.7.2,
as they will previal in time due to the recycling mechanism.

In the aerosol module of the les-aop model, initial condition and forcing are
derived from ground measurements, as a key design feature. The forcing of the
aerosol fields is prescribed through the aerosol surface flux (asf), described in
Section 3.7.1. This section will focus on the general description of the ground
measurements, the near-ground nsd derived from them, and the initial conditions
for the aerosol fields. An application of this method can be found in Section 5.1.

As previously stated, it is assumed that, for each species (aer), particles are
uniformly distributed over each size bin (bin), and that particles are indistin-
guishable beyond the size resolution of the bin scheme (Section 3.3.3). Under
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this assumption, at the height where measurements took place (zg), the initial
particle number (wet) size distribution (naer), and the measured (dry) mass (wet)
size distribution (maer), can be written in terms of the bin characteristic values as
follows:

naer(rp) =
∑
bin

1[aaerbin,baerbin]
(rp)n

aer
bin (3.21)

maer(rp) =
∑
bin

1[aaerbin,baerbin]
(rp)m

aer
bin n

aer
bin (3.22)

where naerbin represents the initial particle number concentration (at zg), and maer
bin

the characteristic particle dry mass, and 1 is the indicatrix function defined as:

1[a,b](x) =

{
1 if a 6 x 6 b

0 otherwise

In this framework naerbin can be estimated from maer. In the les-aop model, maer

is described by one of the following characterisations:

log-normal description of the measured mass size distribution, were the
mass size distribution is characterised as the sum of log-normal distributions
of geometrical mean µaeri , geometrical standard deviation σaeri and total
mass Maer

i . Then, the measured mass distribution for the aer species can be
written as:

maer(rp) d rp =
∑
i

Maer
i e

−12

(
log10 rp/µ

aer
i

log10 σ
aer
i

)2
√
2π log10 σ

aer
i

d log10 (rp)

and the initial number concentration at zg can be obtained from the following
equation: ∫baerbin

aaerbin

maer(rp)d rp = (baerbin − aaerbin)m
aer
bin n

aer
bin

cut-off description of the stages of a cascade impactor, where Maer
i corre-

sponds to the mass accumulated between the stage cut-off aerodynamic
diameters di (starting with d0 = 0), i.e.:∫di

di−1

maer(rp) dda(rp) = Mi

where da(rp) = 2rp

√
ρaerp (rp) is the aerodynamic diameter and ρaerp (rp) is

density (in g/cm3) of the particles of radius rp. Distributing Mi evenly
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among the size bins covered by the impactor stage, the initial number
concentration at zg can be obtained from:

Mi∑
bin

1[di−1,di](da(r
aer
bin))

= (baerbin − aaerbin)m
aer
bin n

aer
bin

mixed description of the measured mass size distribution is described as the
sum (or difference) of log-normal and cut-off descriptions, and the initial
number concentration at zg is calculated accordingly.

Finally, assuming horizontal homogeneity of the initial state, the initial nsd (np)
can be calculated as:

np(x,y, z,bin,aer, t0) =
a(z, t0)
a(zg, t0)

naerbin e
−h/haer

where z is the height, a the absolute humidity, and haer the parameter governing
the vertical decay of the initial state.
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4
M E A S U R E M E N T C A M PA I G N P L U S1

The plus1 measurement campaign took place in late summer of 2005 (11–19.09.2005)
in the vicinity of a livestock (pig) farm in northern Germany (Mettingen, Westfalen:
52◦19.44 ′ N; 7◦8.80 ′ E; 56 m a.s.l.). The measurement campaign was financed
by the Baden-Württemberg Programm Lebensgrundlage Umwelt und ihre Sicherung
(bwplus) as part of the projects number ZO3K23005 and ZO3K23007. The data and
conclusions presented in this section have been previously made available in the
project reports (Lammel and Valdebenito B., 2007; Lammel et al., 2005, 2006, 2007,
in German), and in Pal (2009); Pal et al. (2008); Radlach (2009); Radlach et al. (2006,
2008). For more detail, please refer to them and references therein.

4.1 campaign design

In order to better understand the observable changes on the aerosol properties
near to its source, a single source of aerosol particles was needed to be located and
studied. Livestock farming has been shown as a potentially significant aerosol
source (Lammel et al., 2004), and the selected farm showed many advantages for
the measurement campaign:

• Large number of animals.

• Good accessibility and working area.

• Experience in cooperation with research and monitoring projects.

• No similarly large animal farms in the vicinity.

• Observable from many sides.

• Flat terrain.

The need of a flat terrain comes from the limitations of the les model, which
would not be able to simulate the effects of a complex terrain. To facilitate

47
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the representativeness of the les model, a set of dry and sunny days where
selected, in the hope that high mixing conditions would prevail. Accordingly, no
measurements during night or when fully cloud covered where performed.

The stable accommodated 1800 animals (approximately 120 tons of pig under a
single roof of approximately 25 m× 60 m, Figure 6). The building was ventilated
actively, with output of 9± 2 m3/s from 2 chimneys separated approximately
30 m from each other. There were no particle filters installed on the chimneys.

(a) (b)

Figure 6: (a) View to northeast, from one of the ground sampling locations, 150 m south-
west of the farm. (b) View to south, from the lidar location, 480 m north the
farm.

4.2 experimental setup

During the measurement campaign (11.–19.09.2005) different instruments were
employed to characterise the background aerosol and its change downwind, near
to the source (1–2 km). Measurements concentrated on three days (15.–17.09.2005)
when the weather conditions were favourable for a later les simulation and the
wind direction was in agreement with the single source requirement.

The uhoh scanning aerosol lidar system was used to gather 3-dimensional
data sets of the aerosol optical properties (Pal, 2009). Weather balloons were
launched to characterise the atmospheric conditions (temperature, humidity, wind
speed and direction up to 20 km above ground) and a combination of an optical
particle counter (opc), particle collectors (impactor and filters) and trace gas
sampler (diffusion-separator or denuder)1. The ground sampling locations were

1 Sammler Partisol 2300: PM2.5 and PM10 filters and the trace gases samplers (denuders).
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selected and moved according to the wind direction, in order to generate data sets
upwind and downwind from the farm. The downwind locations ranged between
120–900 m from the source (Figure 7).

During the intensive 3-days measurement period (15.–17.09.05):

1. more than 800.000 single lidar profiles were acquired by the uhoh scanning
aerosol lidar system (Pal, 2009) (Section 4.4.2),

2. 8 meteorological radio-sounds were launched2 (Table 3 and Figure 9),

3. extensive in-situ aerosol and trace gases measurements was performed,
collecting:

• 2 mass and ion-mass distributions of the upwind aerosol3 (9 particle
size classes, Table 5).

• 6 particle size resolved element concentrations4 (2 downwind and 4

upwind, Table 5).
• 25 size resolved particle number concentration measurements5 (12

downwind and 13 upwind, Table 4),
• 4 ammonia and nitric acid concentration measurements6 (2 downwind

and 2 downwind, Table 6).
• 14 size resolved aerosol type classifications7 (6 downwind and 8 upwind,

semi-quantitative, Table 7).

2 Weather balloons with Väisälä RS92-SGP radio-sounds.
3 Berner cascade impactor, gravimetry and ion chromatography. The gravimetric analysis was

perfromed by Prof. Dr. Lammel (mpi-met), and the ion chromatography was performed by G.
Ganzlin (Institute of Food Chemistry, uhoh).

4 PM2.5 and PM10 filters, gravimetry, x-ray fluorescent analysis and ion chromatography. The
gravimetric analysis was perfromed by Prof. Dr. G. Lammel, the x-ray fluorescent analysis was
perfromed by Dr. V. Cercasov (ipm), and the ion chromatography was performed by G. Ganzlin.

5 Optical Particle Counter (opc), grimm 1108, provided by ipm; 15 channels for aerodynamic
diameter > 0.23 µm.

6 Denuder and ion chromatography. The denuder elution was performed by Prof. Dr. G. Lammel,
and the ion chromatography was performed by G. Ganzlin.

7 Laser Ablation Micro Mass Analyzer (lamma): mini cascade impactors, electron-microscope and
laser mass spectroscopy analysis, performed by Prof. Dr. R. Wurster (ipm).
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Figure 7: Field experiment configuration, plus1 measurement campaign, intensive mea-
surement period 15.–17.09.05.
(a) Locations of the pig house (large green circle), uhoh scanning aerosol lidar
system, sampling locations (upwind: yellow, downwind: red and orange); wind
direction (arrows) and lidar PPI scanning pattern (white radii and azimuth
angles). (b) uhoh scanning aerosol lidar system. (c) grimm optical particle
counter (opc). (d) Weather balloons. (e) Berner cascade impactor with 9 stages
between 0.03–16 µm aerodynamic diameter. (f) Mini cascade impactor for single
particle analysis (lamma) of ipm. (g) PM2.5, PM10 and denuder. Figure (a)
based on image from Pal (2009), satellite image ©GeoContent GmbH (www.
geocontent.de). Figure (b) from Pal (2009).

www.geocontent.de
www.geocontent.de
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4.3 meteorological situation

During the measurement campaign, two different air masses were investigated:

12 .–15 .09.05: Contaminated air which was advected from west, moist and
cloudy, under a low pressure (low ‘Takashi’ Figure 8).

16 .–18 .09.05: Maritime background which was air advected from north, dry and
sunny under a high pressure (high ‘Katja’ Figure 8).

Figure 8: Weather situation on 16.09.05 at 00:00 utc: Replacement of cyclonic by anti-
cyclonic influence (‘Takashi’ and ‘Katja’ respectively). Image from the Institute
of Meteorology of the Free University of Berlin (www.wetterpate.de).

The radio-soundings showed a clear difference in the humidity of the two air
masses (1000 m above ground, Table 3 and Figure 9). Cloud cover also showed a
clear distinction, the first air mass is almost fully covered, while the second has
a clear sky to scatterly covered. From the 15.09.05 to the 16.09.05 temperature
near the ground drops between three and four degrees for time matching radio-
soundings (Table 3). Wind direction was predominantly west with a windspeed
up to 15 m/s in the lowermost 2 km on the 15.09.05, while on the 17.09.05 the
predominant wind direction was north with wind speeds up to 8 m/s (Figure 9).

The different air masses further differentiate in aerosol number concentra-
tions. The first shows a relatively high number concentration, while the second

www.wetterpate.de
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Starting Near the ground (60 m) 1000 m above the ground

Time CC p T RH DD FF p T RH DD FF

[utc] [−] [hPa] [◦C] [%] [◦] [m/s] [hPa] [◦C] [%] [◦] [m/s]

15.09 09:06 8/8 1010.0 18.5 73 186 0.6 895.9 8.9 96 272 14.7

15.09 11:50 7/8 1008.5 18.0 72 290 2.3 895.0 10.1 84 269 13.6

15.09 14:12 8/8 1006.3 17.0 76 260 1.1 892.9 9.2 97 281 13.6

16.09 11:43 4/8 1002.4 14.5 61 290 2.9 888.1 4.6 73 344 10.7

16.09 15:10 1/8 1003.4 12.9 72 360 2.7 888.7 4.7 79 349 12.9

17.09 07:29 0/8 1013.2 9.8 75 260 1.4 896.6 3.0 75 344 7.0

17.09 11:41 2/8 1014.5 14.4 50 320 2.3 898.5 3.8 89 327 4.6

17.09 14:54 3/8 1015.0 13.3 63 290 2.0 899.3 4.6 79 340 4.4

Table 3: Results and observations during the the radio-sound launches during the inten-
sive measurement period 15.–17.09.05, in Mettingen. Cloud cover (CC), temper-
ature (T ), pressure (p), relative humidity (RH), wind direction (DD) and wind
speed (FF).

shows a rather small one. Upwind from the farm, the particle number concen-
tration decreased from 160–220 to 5–46 cm−3 for particles in the accumulation
mode (aerodynamic diameter between 0.3–1 µm, Table 4) and from 1.2–1.6 to
0.4–1.1 cm−3 for large particles (> 1 µm, Table 4). The particle mass concentration
decreased from 120–225 to 24–30 µg/m3 (PM10, Table 5 upwind sites). The sea-
salt increased strongly while the secondary aerosols (NH4NO3 and (NH4)2SO4)
decreased drastically (Table 6 upwind sites, and Figure 10a-b compared with
Figure 10c-d). The second air mass was clearly less polluted (e.g. < 10n g/m3

of Pb compared with 10–25, Figure 11). An elevated nitric acid concentration in
the farm plume (4.5 ppbv = 13.1 µg/m3, Table 6) in the afternoon of the 16.09.05

remains unexplained, this might indicate an sporadic upwind source of NOx
pollution.
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Figure 9: Afternoon radiosound launches, Mettingen 15.–17.09.05.
Vertical profiles from ground to 5000 m for temperature, dew point, relative
humidity, wind velocity and wind direction.
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4.4 results from measurement campaign

4.4.1 Ground Measurements

Several hundred meters downwind from the farm the accumulation mode (aerody-
namic diameter between 0.3–1 µm, Table 4) showed an increased particle number
concentration compared with the upwind values. This increase was not found
at short distances downwind from the farm (∆s = 120 m), instead the number
concentration was sometimes smaller. For large particles (aerodynamic diameter
> 1 µm, Table 4) no significant difference was observed between upwind and
downwind sites. In the afternoon of 16.09.05 the farm plume showed, as expected,
a strong rise of the ammonia concentration when compared with the upwind
level (from 4.3 to 37.7 µg/m3 at 120 m downwind from the farm, Table 6). This
is an important result, as it illustrates the importance of multiphase processes in
the ammonia rich air mass downwind from the farm. Furthermore, it shows the
efficiency of these processes on particle formation and growth (in less than 5 min)
and its strong selectivity regarding the particle size.

The largest sensitivity to these multiphase processes is shown by the particles in
the accumulation mode, which offers the largest (total) particle surface. At short
distances downwind from the source, the particle number concentration in accu-
mulation mode did not show any consistent increase or decrease, when compared
to the increase observed on measurement points further downwind. This can be
explained through the combination of particle formation and phase balance. If the
temperature of the downwind air mass is higher compared to the surrounding (or
if the moisture is lower), particles can form only after becoming more similar to
the surrounding conditions. While the phase balance of the ammonium salt has a
high inclination towards particle formation at low temperature (or high moisture).
This behaviour was also found in a previous experiment by Lammel et al. (2004).

On 16.09.05 and 17.09.05 the background aerosol concentration was low, con-
sisting of sea salt, K and Ca oxides, almost no secondary aerosols and practically
no soot particles. The background aerosol concentration levels of the 17.09.05

were even lower than those of the 16.09.05. The measurements in the plume at the
ground showed accumulation of organic particulate material, Ca, K, Cl and Fe
(Figure 11). In the farm plume N(−III) was in the gas-phase (Table 6). On 16.09.05

the NH3 concentration was distinctly higher than on 17.09.05 (37.7 compared with
4.7 µg/m3, Table 6).
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Particle Number and Mass Concentration

In the afternoon of the 16.09.05, at a short distance downwind from the farm
(∆s = 120 m), the PM2.5 mass concentration was approximately 2.4-times higher
than the background value (37.2 compared to 15.3 µ g/m3 at the upwind site,
Table 5). Even though the upwind and downwind samples had different collection
times, the 5 h overlap was long enough to indicate a mass increase close to the
ground. Particle number concentration show little difference between the upwind
and the downwind measurement sites (≈ 10 % difference, Table 4).

In the afternoon of the 17.09.05, at a larger distance downwind from the source
(∆s = 700 m), no significant increase of the particle number concentration was
observed. One possible explanation is that the farm plume was not close to
the ground but at some height above it. A tree-covered hill with small height
difference (64 m a.s.l., visible in Figure 7a) between the aerosol source and this
downwind measure point may have played an additional role.

Trace Gases

In the afternoon of the 16.09.05, the downwind measurement sample show an
elevated concentration of nitric acid (4.5 ppbv), which might be an indication of
an upwind source of NOx pollution on that day. Regarding the ammonia concen-
tration, the downwind measurement of 17.09.05 afternoon was not significantly
higher than the upwind measurement of 16.09.05 afternoon (≈ 10 % increase,
Table 6). Also indicating that the farm plume may have been at some elevation
above the ground level.

During the measurement campaign there was a long time measurement of
ammonia concentration in air and its deposition flux at the investigated stable
made by the lua

8. The comparison between lua and plus1 measurements gives
plausible results: 55 µg/m3 during the long time measurement (≈ 20 m downwind
from the building chimney), and 37.7 µg/m3 during the afternoon of the 16.09.05

(∆s = 120 m downwind from the farm, Table 6).

Particulate Matter Composition

The exact mass difference between upwind and downwind particle composition
can not be accurately determined. The different detection limits of the different
particle collectors (cascade impactor and PM2.5–PM10 filters) implied different
collection times and therefore no simultaneous measurement were performed
on the upwind and downwind locations. The simultaneous usage of impactor

8 Nordrhein-Westfalen Landesamt für Umwelt: North Rhine-Westphalia Environment Agency
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Sampling Location Concentration [cm−3]

Time [utc] ∆s [m] da > 0.3 µm da > 1.0 µm

15.09 08:40 DW 750–900 241 1.50

15.09 09:30 UW 223 1.61

15.09 11:10 UW 164 1.39

15.09 11:10 DW 750–900 195 1.60

15.09 12:00 UW 198 1.51

15.09 14:30 UW 165 1.30

15.09 14:30 DW 600 192 1.20

16.09 13:00 UW 9.7 1.07

16.09 13:00 DW 120 8.5 0.80

16.09 15:30 UW 5.6 0.44

16.09 15:30 DW 120 5.0 0.45

17.09 08:40 UW 17 0.71

17.09 08:40 DW 700 40 0.98

17.09 09:00 DW 120 15 0.84

17.09 09:40 UW 9.1 0.72

17.09 11:00 DW 750 6.9 0.57

17.09 12:30 DW 700 5.4 0.47

17.09 14:00 UW 5.1 0.42

17.09 14:00 DW 120 6.1 0.40

17.09 14:20 UW 4.7 0.39

17.09 16:00 DW 700 6.1 0.29

17.09 17:20 UW 12 0.51

18.09 09:30 UW 46 0.78

Table 4: Particle number concentration, Mettingen 15.–17.09.05.
5–10 min averaged number concentration for particles of aerodynamic diameter
(da) > 0.3 µm and > 1.0 µm. Sampling locations upwind and downwind from
source (distance ∆s), Figure 7.
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Sampling Location Concentration [µg/m3]

Time [utc] ∆s [m] PM2.5 PM10 PM16

13.09 19:00 – 14.09 06:00 UW 248 225 —

13.09 19:00 – 14.09 18:00 UW§
69 105 108

14.09 08:00 – 14.09 18:00 UW 86.2 119 —

14.09 18:30 – 15.09 17:30 UW§
68 105 114

14.09 19:00 – 15.09 06:00 UW 124 126 —

15.09 07:00 – 15.09 14:20 UW 69.3 156 —

15.09 19:00 – 16.09 10:00 UW 59.2 — —

16.09 10:40 – 16.09 16:00 DW† 120 37.2 >3.4 —

16.09 10:00 – 17.09 17:00 UW§
15.3 24.4 25.3

16.09 16:40 – 17.09 08:00 UW† 39.2 >1.9 —

17.09 12:25 – 17.09 16:25 DW 700–750 24.9 >9.8 —

17.09 17:00 – 18.09 09:00 UW 36.4 30.3 —

17.09 17:00 – 18.09 09:00 UW§
24.1 30.2 30.2

§ Extrapolated from mass concentration of the particle content

of the individual impactor stages (9-stage Berner Impactor)

and their total mass:

PM2.5 ≈ total impactor mass < 2 µm (stages 1–6).

PM10 ≈ total impactor mass < 8 µm (stages 1–8).

PM16 ≈ total impactor mass < 16 µm (stages 1–9).
† See PM10 ions mass.

Sampling Location Ions mass [µg/m3] on PM10

Time [utc] ∆s [m] Na+ NH+
4 K+ Cl− NO−

3 SO2−4

16.09 10:40 – 16.09 16:00 DW 120 0.53 0.17 0.04 1.35 1.12 0.16

16.09 16:40 – 17.09 08:00 UW 0.55 0.26 0.03 0.29 0.27 0.45

17.09 12:25 – 17.09 16:25 DW 700–750 6.16 0.04 3.08 0.40 0.04 0.06

Table 5: Particle mass concentration, Mettingen 15.–17.09.05.
Particulate matter (PM2.5, PM10 and PM16) at 50 % of relative humidity. Sam-
pling locations upwind (UW) and downwind (DW) from source (distance ∆s),
Figure 7.
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Sampling Location Concentration§ [µg/m3]

Time [utc] ∆s [m] T [◦C] RH [%] NH3/NH+
4 HNO3/NO−

3

15.09 07:00 – 15.09 14:20 UW 17–19 72–76 3.85 / — 0.49 / —

16.09 10:40 – 16.09 16:00 DW 120 13–15 61–72 37.7 / 0.17 13.1 / 1.12

16.09 16:40 – 17.09 08:00 UW 9–13 46–>75 4.30 / 0.26 0.14 / 0.27

17.09 12:25 – 17.09 16:25 DW 700–750 13–15 50–63 4.73 / 0.04 1.32 /<0.04

§ NH3 & NH+
4 have oxidation number -3 (N(−III)), while

HNO3 & NO−
3 have oxidation number 5 (N(V)).

Table 6: Gaseous ammonia and nitric acid and corresponding particulate matter ion
concentrations, Mettingen 15.–17.09.05. Temperature (T ) and relative humidity
(RH) are also given. Sampling sites upwind (UW) and downwind (DW) from
source (distance ∆ s), Figure 7.

and filters (on the upwind site, from 17.09.05 evening to next morning) give
an excellent agreement for the particle mass concentration (< 0.5 % difference
between PM10 and PM16). Nevertheless, an uncertainty of ≈ 20 % has to be
considered due to sampling issues (Lammel et al., 2007).

The fine particulate matter (PM2.5) content of S, Cl, Ca, K, Fe and Ni showed a
significant downwind increase (S and K only on the 16.09.05 and Fe only on the
17.09.05). The downwind approximate increase factor (shown in square brackets)
of the mass particle phase (as mass mixing ratio in ppm, Figure 11b,d) consisted
of: Ca[13], K[2], Cl[7] on the 16.09.05 and K[65], Cl[29], Fe[67] on the 17.09.05.
Given the location and surroundings of the farm, it is safe to assume that these
increases are due to emission from the farm. There was also an accumulation ofNi,
which was not expected as an emission from a pig farm. The downwind increase
of the total ion-content was not more than three times larger. Considering the
downwind variability of the aerosol composition over time, this does not represent
a significant increase. The mass concentration of large particles (aerodynamic
diameter > 2.5 µm, Table 5) showed no significant difference between upwind
and downwind samples.
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(a) (b)

(c) (d)

(e)

Stage 1 2 3 4 5 6 7 8 9

da[µm] > 0.03 0.06 0.13 0.25 0.5 1.0 2.0 4.0 8.0

da[µm] 6 0.06 0.13 0.25 0.5 1.0 2.0 4.0 8.0 16.0

Figure 10: Background particle mass size distribution of inorganic ions, Mettingen at: (a)
13.–14.09.05, (b) 14.–15.09.05, (c) 16.–17.09.05, (d) 17.–18.09.05.
Two different air masses were studied (Section 4.3):
(a)–(b) humid and cyclonic air mass advected from west; (c)–(d) dry and anti-
cyclonic air mass advected from north. (e) Berner cascade impactor stages and
particle size range (aerodynamic diameter da). Lammel et al. (2007).
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Single particle analyses

Single particle analysis allows the identification of the aerosol particle types
at the particle level. It also allows to assess the degree of mixing and other
qualitative information regarding the chemical characteristic. Assumptions about
these characteristics are essential for the aerosol module of the les-aop model
(Section 3.3.2 and Section 3.3.3). An accurate experimental description of the
aerosol population at the particle level, would therefore help to improve the
representativity of the model simulations. The most important results regarding
the single particle analysis are summarised in Table 7, Figure 12 and Figure 13.

The background aerosol consists mainly of chlorides, possible oxides from
Na, K, Ca as well as organic carbon (oc). Different particle types where found
to contribute to each size class, indicating an at least partially mixed aerosol
population. Highly compacted carbon molecules, especially soot particles, were
not found. This is in accordance with the fine particle bulk analysis, and confirms
the original assumption that the farm location has no influence from traffic or
other combustion processes.

Secondary inorganic aerosol (ammonium nitrate and ammonium sulfate) plays
a inferior role at the upwind and downwind locations. In the farm plume N(−III)

was found mostly in the gas-phase (Table 6).
In the downwind samples of the 17.09.05, in addition to components of the

background aerosol, Ca, oc and Fe (uncertain) were found in the particulate
phase. Consistently with the fine particle analyse (Figure 11), the farm plume
contained sub-micron carbon particles (Figure 12) and super-micron Ca, CaO
and CaSO4 particles (Figure 13). Surprisingly the downwind composition of the
sub-micron and super-micron particles was rather similar.s Experimental analyses
were performed by Prof. Dr. R. Wurster.
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Sampling Location Particle

Time [utc] ∆s [m] da [µm] Mass Spectrometric Fragments§†

16.09 15:20 – 16.09 15:25 DW 120 1.20–3.50 Na Mg K NaO NO CaO OH CN/C2H2
Cl CNO C3N SiO2 (76)

16.09 15:35 – 16.09 15:40 UW 0.18–0.35 Na (Al) K FeNaONOCaO (81−83)C4_8
CN/C2H2 Cl PO2 (87f) CNO C3N CxO

17.09 09:00 – 17.09 09:48 UW 0.18–0.35 NaAlK (Fe) (63)C4_8CN/C2H2 ClCNO
C3N C5O

17.09 09:00 – 17.09 09:48 UW 1.20–3.50 Na Mg K NaO NO CaO OH CN/C2H2
Cl CNO C3N (NOx,SOx) (93− 95)

17.09 09:00 – 17.09 09:48 DW 120 0.18–0.35 Na K (Ca) CN/C2H2 C4_5 (HSO4)

17.09 09:00 – 17.09 09:48 DW 120 1.20–3.50 (Al) Na K (Ca Fe CaSO4,154‡) CN/CH
NaCl CNO C4_6H2_4,C2_10

17.09 10:55 – 17.09 11:01 DW 700 1.20–3.50 Na Mg K Fe CaO2H (CaSO4 154‡) OH
CN/C2H2 NaCl CNO NaCl2 SO3

17.09 12:25 – 17.09 12:35 DW 750 0.18–0.35 Al Fe (K Ca) (CaSO4 154‡) C4_8 CN/C2H2
Cl CNO C3N C5O

17.09 12:25 – 17.09 12:35 DW 750 0.35–0.65 NaMg K Ca (Cu) CaO CaOH Ca2O C4_8
CN/C2H2 Cl CNO C3N C4_5O

§ Ionic (positive and negative) signs are omitted.
† Under ambient air conditions C2_5, C4_5, etc. would correspond tosoot particle

fragments.
‡ CaSO4,154 is most probably CaSO5,FeSO4.

Table 7: Mass spectrometric fragments in size segregated single particle analyses upwind
(UW) and downwind (DW) of the aerosol source (distance ∆s), Mettingen 16.–
17.09.05. Those found rarely in bold, found only downwind in brackets. Numbers
denote unidentified fragments (mass in g/mol).
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4.4.2 Lidar Measurements

The lidar system used in the measurement campaign was developed at the Institute
for Physics and Meteorology (ipm) of the University of Hohenheim (uhoh). The
plus1 was the first field campaign for the uhoh scanning aerosol lidar system,
and it has been notably improved since. The uhoh scanning aerosol lidar system
was developed as part of the Ph.D. work of Pal (2009). Detailed descriptions of
the uhoh scanning lidar data analysis techniques can be found in Pal (2009); Pal
et al. (2006); Radlach et al. (2006).

On its plus1 configuration the uhoh scanning aerosol lidar system counted
with a high power eye-safe laser (Nd:YAG-Laser, wavelength λ = 355 nm). A
fast scanner allows to change the orientation of the laser beam and get 1-d, 2-
d or 3-d data sets. It was mounted in a truck for mobility (Figure 7b). On
its current configuration it is also capable of measuring in several wavelengths
(λ = 355, 532, 1064 nm). Additionally, a scanning rotational Raman lidar has
been developed for the combined measurements of aerosol optical properties and
temperature distributions (Radlach, 2009; Radlach et al., 2006). Unfortunately,
these were not available at the time of the plus1 measurement campaign.

During the measurement campaign there were external conditions which pre-
vented the continuous operation of the lidar system. For example, rain and
condensation on the optic elements of the lidar due to high ambient humidity,
specially in the evenings and during the night. In addition to this, it is not possible
to scan towards certain directions as function of day time, as the sensitive detector
can not be exposed to direct sun-radiation. The measurements taken by the uhoh

scanning aerosol lidar system are characterised in Table 8. The retrieval proce-
dure of the aerosol backscattering coefficient from the lidar signal is described in
Section 4.5.

The 2-d and 3-d lidar data sets are composed of a collection of 1-d lidar data sets
(or distance-profiles). Different scanning patterns can be achieved by changing the
orientation of the scanner. Detailed descriptions of the different scanning strategies
of the uhoh lidar can be found in Pal (2009). The following nomenclature will be
used from here on:

range : Distance between the laser pulse and the detector of the lidar system.

elevation angle: Vertical ascending angle from the horizontal level and the
lidar beam.

azimuth (or polar) angle: Clockwise angle between the north direction
and the horizontal projection of the lidar beam (e.g. the farm relative
location to the lidar is 480 m of range and 193.5◦ of azimuth).
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distance-profile (or range-profile): describes a linear 1-d scanning pat-
tern, where the azimuth and elevation angles remain constant, while the
distance changes continuously. The minimum range is 200− 300 m depend-
ing on the system configuration and the maximum range is approximately
12 km.

ppi-scan (plane polar indicator): describes a cone-shaped 2-d scanning
pattern (Figure 14a). Consecutive distance-profiles are taken during a PPI-
Scan with constant elevation angle and continuously changing azimuth
angle.

rhi-scan (range-height indicator): describes a fan-shaped 2-d scanning
pattern (Figure 14b). Consecutive distance-profiles are taken during a RHI-
Scan with constant azimuth angle and continuously changing elevation
angle.

ppi-volumescan: is the 3-d extension of the PPI-Scan pattern. Consecutive
PPI-Scans are taken during a PPI-Volumescan, where the elevation angle is
changed in constant steps between successive PPI-Scans.

rhi-volumescan: is the 3-d extension of the RHI-Scan pattern. Consecutive
RHI-Scans are taken during a RHI-Volumescan, where the azimuth angle is
changed in constant steps between successive RHI-Scans.
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(a)

(b)

Figure 14: Example of lidar scanning patterns.
(a) PPI-Scan pattern. (b) RHI-Scan pattern. Figures from Pal (2009).
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Sampling Scan Azimuth Elevation
d ]
d t

∆t ∆r

Time [utc] Type Rel.§†[◦] Rel.‡[◦] [◦/s] [s] [m]

12.09 16:00 – 18:00 Test

13.09 17:00 – 18:00
a PPI-Scan 0.1 0.33 3

13.09 18:00 – 19:00
a PPI-Vol. 73–78 1.5–3 0.1 0.33 3

15.09 08:30 – 09:00 RHI-Scan 60 5.5–20 0.5 0.033 3

RHI-Scan 20 5.5–20 0.5 0.033 3

RHI-Scan 60 5.5–20 5 0.033 3

15.09 09:00 – 09:32
b RHI-Scan 60 5.5–20 0.5 0.033 3

RHI-Scan 20 5.5–20 0.5 0.033 3

RHI-Scan 60 5.5–20 5 0.033 3

15.09 09:45 – 10:15 RHI-Vol. 60–20 5–20 1 0.033 3

15.09 10:30 – 11:00 RHI-Scan 60 5–20 — 0.033 3

16.09 12:20 – 13:45 RHI-Vol. 0–70 2–30 1 0.033 3

16.09 13:55 – 14:20 PPI-Scan 0–85 10 1 0.033 3

16.09 15:14 – 15:30 PPI-Scan -50–85 10 1 0.033 3

16.09 16:40 – 16:50 PPI-Scan -40–40 5 1 0.033 3

17.09 09:40 – 10:40 PPI-Vol. 0–85 5–20 0.5 0.033 3

17.09 11:00 – 11:30
a PPI-Vol. 73–78 2–3.5 0.1 0.033 3

17.09 11:43 – 12:40 PPI-Vol. 0–85 5–30 0.5 0.033 3

17.09 15:45 – 16:15 PPI-Vol. 0–80 5–20 0.5 0.033 3

17.09 17:00 – 18:00 PPI-Vol. -30–80 5–15 1 0.033 3

18.09 08:30 – 09:30 PPI-Vol. -30–85 5–20 5 0.033 3

18.09 09:35 – 10:15 PPI-Vol. -10–80 5–20 5 0.033 3

18.09 10:16 – 10:45 PPI-Vol. -10–80 5–25 1 0.033 3

18.09 10:45 – 12:15
c PPI-Vol. -10–80 5–20 0.5 0.33 3

18.09 12:50 – 14:00 RHI-Vol. -10–85 5–25 1 0.33 3



4.4 results from measurement campaign 69

Sampling Scan Azimuth Elevation
d ]
d t

∆t ∆r

Time [utc] Type Rel.§†[◦] Rel.‡[◦] [◦/s] [s] [m]

19.09 08:55 – 09:55 PPI-Vol. -10–80 5–20 1 0.033 3

19.09 10:50 – 12:30 PPI-Scan -50–85 5 1 0.033 3

19.09 12:40 – 13:40 PPI-Vol. -30–60 5–20 0.5 0.033 3

19.09 13:45 – 14:30 RHI-Scan 0 5–175 — 0.033 3

19.09 16:30 – 17:40 PPI-Vol. -10–80 5–25 1 0.033 3

19.09 17:40 – 17:50 RHI-Scan 170 2–20 0.5 0.033 3

20.09 08:15 – 08:30 PPI-Scan -30–85 10 0.5 0.033 3

20.09 08:45 – 09:45 PPI-Scan -10–85 5 1 0.033 3

20.09 09:50 – 11:00 PPI-Scan -10–85 15 1 0.033 3

20.09 11:05 – 12:05 PPI-Scan -10–85 5 1 0.033 3

20.09 12:35 – 13:30 PPI-Scan -10–85 20 1 0.033 3

20.09 13:33 – 14:39 RHI-Scan 40 5–175 0.5 0.033 3

20.09 16:15 – 16:30 PPI-Scan 30–60 2.5 2 0.033 3

20.09 16:31 – 16:45 PPI-Scan 40–50 2.5 1 0.033 3

20.09 16:55 – 17:05 PPI-Scan 30–350 5 1 0.33 3

20.09 18:00 – 18:20
c PPI-Scan 30–350 5 1 0.33 3

21.09 10:00 – 10:15
b PPI-Scan 30–350 5 1 0.33 3

21.09 10:20 – 11:20 PPI-Vol. -30–80 5–20 0.5 0.33 3

21.09 12:15 – 13:15 PPI-Vol. -30–80 5–20 0.5 0.33 3

§ Azimuth angle relative to the zero scan direction (148.54◦):
Azimuth=Relative Azimuth+148.54◦.

† Farm relative azimuth angle= 193.5◦ − 148.54◦ = 44.96◦.
‡ Elevation angle relative to the horizon elevation (0.24◦):

Elevation=Relative Elevation−0.24◦.
a Hard target measurement for calibration of azimuth and elevation

angles (Pal, 2009).
b Background smoke measurement.
c Smoke plume measurement.

Table 8: Data acquired by the uhoh scanning aerosol lidar system, Mettingen 12.–21.09.05,
Pal (2009).
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4.5 backscattering coefficients from lidar measurements

Lidar Signal

The lidar (Light Detection And Ranging) system is based on the principle that a
fraction of the power emitted by the laser (short pulse of light) will be scattered
backwards due to the presence of gas molecules and aerosol particles. The
backscattered power is given in the so-called lidar-equation, which for simple
elastic scattering reads:

Pλ(R) = CO(R)
βλ(R)

R2
e−2

∫R
0 αλ(r)d r (4.1)

where λ stands for the laser wavelength, R the distance from the scanner of the
lidar system, Pλ(R) the instantaneous power received ∆t = 2Rc after the laser
pulse emission, c the speed of light, C is a devise dependent constant, O(R) the
overlap function, αλ and βλ are the atmospheric extinction and backscattering
coefficient (particles and molecules).

In the near range, the volume of space containing the transmitted laser pulse
may not be completely on the field of view of the receiver of the lidar. This effect
is called incomplete overlap and the overlap function (O(R)) accounts for it. For
the uhoh scanning aerosol lidar system, full overlap (O(R) ≈ 1) is reached from
200–300 m depending on the system configuration, determining the minimum
range on the data sets, while the maximum range is about 12 km.

The atmospheric extinction and backscattering coefficients can be divided into
their molecular and particulate contributions:

αλ = αmolλ +α
par
λ

βλ = βmolλ +β
par
λ

were αmolλ , βmolλ , αparλ and βparλ represent the molecular and particulate (or aerosol)
contribution to the extinction and backscattering coefficients.

The molecular extinction and backscattering coefficients (αmolλ and βmolλ ) can
be calculated from the molecular concentration estimated from temperature and
pressure profiles (Bucholtz, 1995). The aerosol extinction and backscattering
coefficients (αparλ and βparλ ), previously described in equations (3.1) and (3.2), can
be retrieved from the lidar measurements (Fernald, 1984; Fernald et al., 1972; Klett,
1981, 1985) for later comparison with model results.
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Inversion of the Lidar Equation

For each distance (Ri) the lidar-equation has two unknowns (αparλ (Ri) and βparλ (Ri)),
leading to an under determined system of equations. Assuming that the aerosol
extinction to backscattering ratio (or lidar ratio) is known and constant:

S
par
λ =

α
par
λ (Ri)

β
par
λ (Ri)

0.2 km 6 R1 < R2 < . . . < Rn 6 12 km

and following Fernald (1984), the aerosol backscattering coefficient (βparλ ) can be
obtained from the lidar-equation:

βλ(Ri) = βmolλ (Ri) +β
par
λ (Ri)

=
Pλ(Ri)R

2 e−2ψ(0,Ri)

C− 2S
par
λ

∫Ri
0 Pλ(r) r

2 e−2ψ(0,r)d r
(4.2)

with

ψ(a,b) =

∫b
a

S
par
λ βmolλ (l) −αmolλ (l)d l

The devise dependent constant (C) is proportional to the emitted power and
the detection efficiency of the system:

C = P0,λ
c tp

2
AK

where P0,λ is the power emitted from the laser, tp the time length of the laser
pulse, A the receiving surface of the telescope, and K the detection efficiency of
the system.

The detection efficiency (K) is quite difficult to measure and it may change
during the operation of the system. This can be overcome using of the solution
of (4.2) on the far range as a priory information, transforming it into a backward
recursion:

βλ(Ri) = βmolλ (Ri) +β
par
λ (Ri)

=
Pλ(Ri)R

2 e−2ψ(Ri+1,Ri)

Pλ(Ri+1)R
2
i+1

βλ(Ri+1)
− 2S

par
λ

∫Ri
Ri+1

Pλ(r) r2 e−2ψ(Ri+1,r)d r

To start the solution of the backward recurrence it is needed to estimate the
value of βλ(Rn). At a relatively large distance from the lidar, the laser beam
is likely to be above the boundary layer where it is assumed that the aerosol
contribution to the backscattering coefficient is negligible (βparλ (Rn) ≈ 0) and
therefore:

βλ(Rn) = βmolλ (Rn)
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Comments and Assumptions

According to Fernald (1984), the backward formulation is preferable over the
analogous forward formulation, as it posses better numerical stability and due to
its rapidly vanishing dependence from far range initial guess (βλ(Rn) = βmolλ (Rn)).
The lidar derived backscattering coefficient seem to have a very weak sensitivity
to the lidar ratio (Feingold and Morley, 2003). For the plus1 lidar data sets the
lidar ratio was set to be Sparλ = 40 sr, in accordance to within 10 % of the model
simulations. The molecular extinction and backscattering coefficients (αmolλ (Ri)

and βmolλ (Ri)) were calculated according to Bucholtz (1995) from temperature
and pressure vertical profiles derived from the radio soundings when available
(15.–17.09.05) or ecmwf data9 when no measurements were available (18.–21.09.05).

The algorithm shown here retrieves the aerosol backscattering coefficient from
single-wavelength lidar data sets. Pal (2009) developed a new technique for in-
version of lidar signals collected by various scanning measurements. Using this
approach, the determination of aerosol backscattering coefficient in 2-d or 3-d
is possible. For multi-wavelength data sets it is possible to extend the retrieval
procedure, and obtain size and even composition parameters (Böckmann, 2001;
Böckmann and Wauer, 2001; Kocifaj and Horvath, 2005), under additional as-
sumptions about the particle structure and size distribution similar to the ones
employed in the construction of the les-aop model (Section 3.3.2 and Section 3.3.3).

4.6 selection of data sets for simulation

Two days were selected for model simulation after the analysis of the aerosol
backscattering coefficient data sets retrieved from the lidar signals:

17.09.05 : Was selected among the three days of intensive measurements (15.–
17.09.05). During the whole extension of the measurement campaign RHI-
Scans showed in general only weak, if any, evidence of the farm plume, thus
discarding 15.09.05 when only RHI-Scans were taken (Table 8). On 16.09.05,
the PPI-Scans were later found to have aimed too high (10◦ of elevation),
thereby missing the farm plume.

20.09.05: Was selected because it contains the only set of PPI-Scans with elevation
below 5◦ which showed the most clear indication of the farm plume among
all of the lidar measurements.

9 Weather analisis obtain from the European Centre for Medium-Range Weather Forecasts (ecmwf)
Data Server.
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A P P L I C AT I O N O F T H E E X T E N D E D L E S T O A FA I N T
A G R I C U LT U R A L S O U R C E

The les-aop model (Chapter 3) was developed to simulate the observable aerosol
optical properties with high spatial and temporal resolution. This chapter deals
with the first model simulations of this kind for a faint agricultural source. The
aerosol backscattering coefficients for 17.09.05 and 20.09.05 (discussion in Sec-
tion 4.6) were simulated for a small model domain around the farm location
(Figure 6). The aerosol module was set up from ground measurements for the
plus1 campaign (Section 4.4.1). Some of the results are compared with aerosol
backscattering coefficients derived from selected lidar measurements (Section 4.5).
The les-aop model set-up, initialisation and forcing are described in Section 5.1
and results are discussed in Section 5.2.

5.1 set-up, initialisation and forcing

The model domain size and resolution, as well as the aerosol particle size range
and resolution are the result of a trade-off between model performance and an
accurate representation of the aerosol size distribution, composition and its derived
optical properties. The selected days were simulated between 09 : 00− 18 : 00[utc],
for a model domain of 4 km× 4 km in horizontal and 2 km in vertical direction,
with a horizontal and vertical resolution of 50 m and 20 m respectively. The
temporal resolution was adjusted during the simulation time (between 1− 5 s) to
fulfill the Courant-Friedrichs-Levy (cfl) condition. The aerosol size distribution
was represented by the bin scheme (Section 3.3.3) configured for 14 size bins
(Table 9).

The problem of obtaining the right balance between an accurate representation
of the aerosol population and the associated computational cost is not unique
to this work. In the framework of air quality modelling, Zhang et al. (1999)
suggests that 8 size bins in the 0.01− 5 µm particle radius range would generally
be sufficient to simulate detailed aerosol dynamics and thermodynamics. Wu et al.

73
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(1996) suggest that 9 size bins in the 0.005− 5 µm particle radius range would
genetrate accurate results for aerosol optical properties. von Salzen and Schlünzen
(1999b) suggest that 4 size bins in the 0.05− 50 µm particle radius range would
provide sufficient accuracy for mass distribution, at least 8 size bins for accurate
surface area distribution and more than 16 size bins for total particle number.
The 14-bin scheme used here, is comparable to the 16 size bins of von Salzen and
Schlünzen (1999b). In addition, it offers a slightly better resolution of the particle
size range than the first two recommendations, while maintaining a relatively
small number of size bins and therefore keeping an acceptable computational cost.

Size Range Resolution Size Bin Edges

rp [µm] bins [#] rp [µm]

0.005–0.01 1 0.005· · · 0.010

0.01–0.1 4 0.010· · · 0.017· · · 0.031· · · 0.056· · · 0.100

0.1–1 4 0.100· · · 0.177· · · 0.316· · · 0.566· · · 1.000

1–10 4 1.000· · · 1.778· · · 3.162· · · 5.663· · · 10.00

10–15 1 10.00· · · 15.00

Table 9: Bin scheme resolution: Number of size bins per particle radius range and their
edges. Wet radius rp at 20 C◦ of temperature and 80 % of relative humidity.

The forcing and the output time steps were set to 15 min, when instantaneous
fields for the wind components, temperature, relative humidity and the particle
number concentrations for each aerosol size bin were written. Additionally,
15 min averaged fields were written for temperature, relative humidity and the
particle number concentration for each aerosol size bin. The instantaneous and
time averaged fields were used to produce instantaneous and time averaged fields
for aerosol extinction and backscattering coefficients as described in Section 3.1.

The farm emission (Section 3.7.1) was set up in the middle of the model domain.
Boundary conditions for the aerosol fields were set up following the boundary
recycling from background aerosol field scheme described in Section 3.7.2. In which
every size bin for each aerosol specie is represented by two fields: the background
field (bgd) and the polluted field (pol). The background field has no farm
emission and normal lateral cyclic boundary conditions. The polluted field has
farm emission and the same inflow boundary conditions as the background field
but open outflow conditions. This set-up allows to isolate the farm emission
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plume as the difference between the polluted and background fields, which will
be referred in the following as the farm contribution.

5.1.1 Aerosol Simulation Scenarios

The aerosol scenarios for 17.09.05 and 20.09.05 are based upon the ground measure-
ments of 17.09.05, assuming the same aerosol composition and size distribution
for 17.09.05 and 20.09.05. This was due to the lack of measurements of the aerosol
particle size distribution and composition after the intensive measurement period
of the plus1 measurement campaign (15.–17.09.05).

Aerosol Mass Size Distribution

Two aerosol load scenarios were considered to represent the range of possible
aerosol particle number (wet) size distributions (nsds) derived from different
dry mass concentrations from the plus1 in-situ measurements. Both scenarios
are based on the measurements for the 17.09.05. The background aerosol load
is derived from the nine stages of the Berner cascade impactor, and the farm
contribution from the relative mass increase in the PM2.5 and the PM10 measure-
ments (measured 700 m downwind from the farm). The aerosol load scenarios
are summarised in Table 10.

The high aerosol load (haer) is based on the total mass on the individual
stages of the cascade impactor (determined by gravimetry) which determines the
background aerosol nsd. The farm contribution to the aerosol nsd comes from the
measured PM2.5 and PM10 increase relative to the upwind measurement (back-
ground aerosol), which suggests an increase of 140 % for particles of aerodynamic
diameter below 2.5 µm and 10 % for particles between 2.5− 10 µm.

The mass determination by gravimetry is more uncertain than by ion chromatog-
raphy. Furthermore, the particularly low ratio of ions and total mass suggests
that the total mass concentration might have been lower than gravimetrically
determined (haer scenario). Therefore, the background aerosol nsd for the low
load aerosol scenario (laer) was derived by scaling down of the haer background
nsd to the total mass shown on the total inorganic ions, and the farm contribution
from assuming a 100 % increase on the downwind measurement for PM2.5 and
PM10.

Aerosol Composition

Following the Hess et al. (1998) description for continental average aerosol, the
background aerosol is described as an externally mixed aerosol composed of
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Scenario Dry Mass Concentration [µg/m3]

Background§ Farm Contribution†

0.03–2 µm 2–16 µm 0.03–2 µm 2–16 µm

haer 12.36 12.05 17.30 1.21

laer 2.78 2.72 2.78 2.72

§ From 17.09.05 upwind plus1 measurements.
† From 17.09.05 downwind plus1 measurements.

Table 10: Aerosol load scenarios: high (haer) and low (laer) load. Dry mass concentra-
tion for 0.03− 2 µm and 2− 16 µm aerodynamic diameter range.

water soluble (waso), water insoluble (inso) and soot (soot) particles. The
number concentration of waso particles depends on the assumptions of the
hygroscopic properties. In order to take this into account, two hygroscopicity
scenarios were created from different hygroscopicity parameterisations (Section 3.2
and Appendix B). The low hygroscopicity scenarios (lwat) assume the empirical
growth curve for a continental aerosol (Deuselhach aerosol in Winkler, 1988), the
high hygroscopicity scenarios (hwat) assumes the hygroscopicity of a pure salt
aerosol (NH4NO3 in Robinson and Stokes, 1959). The hygroscopicity scenarios
combined with the aerosol load scenarios leads to a total of four simulation
scenarios (Table 11) for each of the simulated days (17.09.05 and 20.09.05).

For all scenarios, the inso and soot particle concentrations were set consistently
to a continental aerosol. The waso particle concentration was set to complete the
total mass according to the aerosol load scenario. The inso and soot particle
concentrations follow the log-normal distribution description for continental average
aerosol from Hess et al. (1998) (9.5 µg/m3 and 0.5 µg/m3 dry mass concentration,
respectively). The inso particle concentration was reduced to a level consistent
with the 3.0 µg/m3 dry mass concentration estimated from the measurements.

5.1.2 les Initialisation and Forcing

Output data from the Lokal Modell (lm; Doms and Schättler, 2002; Doms et al.,
2005; Schraff and Hess, 2005) from the Deutscher Wetterdienst (dwd, German
Weather Service) was used to derive the initialisation and forcing of the les part
of the les-aop model (without precipitation, Section 2.7). lm output has 1 h
temporal resolution and approximately 7 km horizontal resolution, with different
vertical resolution depending on the variable (Table 12). The lm output variables
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Component Dry Mass Concentration [µg/m3]

Background§ Farm Contribution†

< 2 µm > 2 µm < 2 µm > 2 µm

haer-lwat scenario

waso 12.05 11.38 17.33 1.20

inso 0.01 2.72 — —

soot 0.56 0.00 — —

haer-hwat scenario

waso 12.20 11.69 17.33 1.20

inso 0.01 2.72 — —

soot 0.56 0.00 — —

laer-lwat scenario

waso 2.50 2.22 2.74 2.52

inso 0.01 2.72 — —

soot 0.56 0.00 — —

laer-hwat scenario

waso 2.63 2.36 2.78 2.50

inso 0.01 2.72 — —

soot 0.56 0.00 — —
§ From 17.09.05 upwind plus1 measurements.
† From 17.09.05 downwind plus1 measurements.

Table 11: Aerosol composition scenarios: Dry mass concentrations for water soluble
(waso), water insoluble (inso) and soot (soot) particles of aerodynamic diameter
< 2 µm and > 2 µm for the 14 size bins configuration (Table 9).

were interpolated from the pole rotated coordinate system of the lm to the farm
coordinates using the Climate Data Operators (cdo; Schulzweida et al., 2007).

For initialisation of the les runs, the vertical profiles of several variables (u, v
and w wind components, temperature, humidity and turbulent kinetic energy,
Section 2.7) are needed on the les vertical levels (10, 30, . . . , 1990 m). They were
linearly interpolated from the available lm levels for the variable (Table 12) using
interpol routine of idl (Interactive Data Language from rsi). The les model was
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forced only by the lm latent and sensible heat fluxes, interpolated to the farm
location and considered constant over the model domain. These heat fluxes were
linearly interpolated in time to the 15 min output resolution of the les model.

Variable lm levels

Surface Above ground Model Levels

0 m 500, 1000, 1500, 2000 m 24–36

Used for les initialisation

temperature
√ √

—

u component (zonal) of wind —
√

—

v component (meridional) of wind —
√

—

w component (vertical) of wind —
√ √

specific humidity
√

— —

relative humidity —
√

—

turbulent kinetic energy — —
√

Used for les forcing

latent heat flux
√

— —

sensible heat flux
√

— —

Table 12: lm variables used for initialisation and forcing of the les model.

5.2 model simulations

5.2.1 Post Processing

For the farm polluted fields (pol) some extra post processing was needed be-
fore the calculation of the aerosol extinction and backscattering coefficients (Sec-
tion 3.1).

The farm contribution to the aerosol nsd, for all scenarios, was based on the
PM2.5 and PM10 increase observed 700 m downwind from the farm. As the
PM increase did not take place directly at the farm location, the farm emission
strength was systematically underestimated. Under the assumption of the bin
scheme (Section 3.3.3), for each one of the 42 bins (14 size bins for waso, inso and
soot particles) all particles are assumed to have the same (dry) mass, equal to
the bin characteristic dry mass. Therefore, the total particle number and the total
particle mass can be determined from equations (3.21) and (3.22) (Section 3.8).
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Consequently, to correct the emission strength of the farm, the aerosol farm
contribution to the particle number concentration for each one of the different 42

bins was amplified by the quotient of the 9 h-mean number concentration of the
lowermost model level over the farm location and the corresponding 9 h-mean of
the maximum 700 m away from the farm. Thereby the aerosol farm contribution
was re-scaled to be consistent with the 700 m downwind measurement.

The farm emission scheme (Section 3.7.1), assumes that turbulent diffusion is the
predominant transport mechanism between the near ground and the lowermost
model level. It consequently exhibits a turbulence driven daily cycle on the farm
emission flux. The stables are actively ventilated, and livestock activity inside the
stable is not driven by turbulence outside the stable. The farm emission flux was
calculated as the difference between the flux trough two parallel vertical cross
sections upwind and downwind from the farm location. Consequently, the pol

fields were corrected so that they exhibit a constant farm emission flux equal to
the mean farm total mass emission flux for the 17.09.05 for the corresponding
scenario (approximately 100 g/h and 500 g/h for the laer and haer scenarios,
respectively).

All les-aop simulations show inertial oscillation in the wind field. Attempts to
force les with lm derived geostrophic winds in order to obtain wind directions
similar to the lm model were unsuccessful. Therefore, the les-aop aerosol fields
needed to be adjusted to the observed wind direction according to the 50− 250 m

height of the radio-soundings for the 17.09.05 simulations, or according to the
wind direction predicted by the lm for the 20.09.05.

5.2.2 Model Simulation Results

The aerosol backscattering coefficient of the les-aop model levels (10, 30, . . . , 1990 m)
were interpolated to the PPI-Scan projection for 2.26◦ and 4.76◦ elevation (Sec-
tion 4.4.2). These results are displayed in Table 13, Figure 15 and Figure 16. The
farm contribution to the aerosol backscattering coefficient on the original model
levels is shown in Figure 17 and Figure 18.

The aerosol backscattering coefficient (β) for 20.09.05 is consistently higher than
for 17.09.05 (Table 13). For both days and all model simulations the mean aerosol
backscattering coefficient (β) decreases with simulation time, while the farm
contribution (∆β) increases. The decrease of β is caused by the aerosol surface flux
(asf, Section 3.7.1), which constantly decrease the background concentration at the
lowermost level. This indicates that the assumption for the initial vertical profile
of the aerosol nsd (Section 3.8) overestimated the particle number concentration
at the lowermost model level. The sustained increase of ∆β may be explained as
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the combined effect of the asf decreasing the background aerosol concentration
and the post processing corrections to the farm contribution (Section 5.2.1), but
further testing is required to confirm this explanation.

For the 17.09.05 simulations, it is possible to discriminate the farm plume
from the background in most of the 2.26◦ elevation snapshot and averaged fields
(Figure 15), and in some of the 4.76◦ elevation time averaged fields (Figure 16).
The lack of farm emission signal in the 4.76◦ snapshot fields suggests that the core
of the farm plume was lower than that elevation. This is in agreement with the
lack of evidence of farm emission in the lidar data for this day.

The farm contribution to the aerosol backscattering coefficient for the 17.09.05

(Figure 17 and Figure 18) does not show levels that would allow to discriminate
the farm plume from the background (pol-bgd > ·10−6 sr−1 m−1) at a height of
150 m or above. The shape of the farm plume in the snapshot fields is clearly
influenced by the turbulent structure of the wind field, while it shows a more
Gaussian shape on the time averaged fields.

In Figure 19 it is possible to observe the development of a numerical instability
that causes unphysical values in the upper model domain towards the end of
the simulation of 17.09.05. In the 15 min averaged fields (Figure 19a–c) it is not
possible to observe the development, only the artifact at 16 : 00[utc]. It is in
the instantaneous fields (Figure 19d–f) that the evolution becomes evident. The
proximity of the boundary layer top to the model upper boundary, may be the
reason for unphysical oscillations (Figure 19e), that produce the artifacts observed
(Figure 19c,e). Fortunately, the artifact remains localised at the top of the model
domain, without reaching the region of interest for this study, i.e. the near ground
region.

5.2.3 Comparison Between Model Results and Lidar Measurements

From the statistical values for the aerosol backscattering coefficient (β) derived
from the lidar measurements for 17.09.05 and 20.09.05 (Lammel et al., 2007) sum-
marised in Table 14, the almost total absence of measurements at low elevations
becomes evident. The only clear evidence of the farm plume was found in the
PPI-Scan at 2.26◦ elevation on the 20.09.05 around 16 : 00[utc] (Figure 20).

Table 13 and Table 14 are not directly comparable as the scanning pattern and
time length of the lidar data sets changes during each day (Table 8), while the
les-aop model consistently outputs every 15 min on a predefined Cartesian grid.
In addition, the lidar measurements and the model domain have a relatively small
intersection. Furthermore, the les-aop model simulates both background and
farm polluted fields, while the lidar measurements can refer as background only
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to the portion of the scan pattern upwind to the farm location. Therefore, ∆β
have different definitions, and β & σβ are based on different domains. Still, some
comparison is possible, and shows that the observed range of values of β lies
between the simulated values under the various scenarios. No single simulation
scenario seems to match all the observations.

Time uhoh scanning aerosol lidar system

[utc] 17.09.05 20.09.05

∆β β ± σβ ∆β β ± σβ

PPI-Scan at 2.26◦ (β [10−6/(sr m)])

16:00 — — ± — 3.0–9.0 2.9± 0.21

17:00 — — ± — — —± —

18:00 — — ± — <0.32 2.2± 0.16

PPI-Scan at 4.76◦ (β [10−6/(sr m)])

10:00 <0.22 2.0 ±0.11 <0.25 2.5± 0.12

11:00 — — ± — <0.42 3.5± 0.21

12:00 <0.62 1.25±0.31 <1.00 1.5± 0.51

13:00 <0.54 1.2 ±0.27 — —± —

14:00 — — ± — <0.62 1.8± 0.31

15:00 <0.26 1.8 ±0.13 <0.22 1.8± 0.11

16:00 — — ± — — —± —

17:00 <0.20 1.0 ± 0.1 <0.38 2.5± 0.19

18:00 — — ± — <0.31 3.1± —

Table 14: Observed aerosol backscattering coefficient (β[10−6/(sr m)]), PPI-Scans for
17.09.05 and 20.09.05. Mean (β) and standard deviation (σβ) on the PPI-Scan
data set, and maximum source contribution (∆β: maximum increase on β, when
compared to the farm upwind region) averaged over the data set length. Values
compiled from Lammel et al. (2007, Table 4.7 and Table 4.8), for lidar data set
description see Table 8.

A direct comparison between the 15 min average aerosol backscattering coef-
ficient from the lidar measurements and model simulations (Figure 20) for the
20.09.05 around 16 : 00[utc] shows, that the model simulations managed to repre-
sent the intensity of the farm contribution, but failed to capture the shape of the
farm plume and the intensity of the background fluctuations. The background



88 application of the extended les

values seem to be better represented by the haer scenarios. The lack of smaller
structures can be attributed to the difference between the spatial resolutions of
measurements and model (∆r = 3 m and ∆x = ∆y = 50 m, respectively). In
addition, the les model simulates the filtered values of each variable (Section 2.2),
i.e. it simulates for each grid point the mean value on a sub-grid volume (disre-
garding sub-grid variability), while the aerosol backscattering coefficients derived
from the lidar measurements retain part of the original variability1.

The structure shown in Figure 20a can be caused by the change of the aerosol
towards a more hygroscopic composition or by the vertical structure of the plume
captured in the 2.26◦ PPI-Scan. Unfortunately, this measurement is not part of
a PPI-Volume-Scan. Therefore, all the available information about the vertical
structure of the farm plume is contained in this single PPI-Scan. There is no
information about the aerosol composition of 20.09.05 to test the composition
change hypothesis. The model simulation for 20.09.05 were conducted under the
assumptions of the aerosol composition derived from the ground measurements
of 17.09.05, which suggested no change of the aerosol hygroscopic properties.

The discrepancy of the farm plume shape between the model simulations and
the lidar observations at 2.26◦ of elevation, can be explained through the difference
between the vertical resolution of the model domain and the scanning pattern
of the lidar. The entry point of the farm emissions into the model domain is
the grid-point on top of the farm location at the lowermost model domain (10 m
height) instead of the top of the farm chimney (approximately 7 m height). This
3 m discrepancy on the vertical location of the emission point, translate for an
2.26◦ PPI-Scan to a 76 m displacement on the radial direction of the lidar scanning
pattern. At an elevation of 2.26◦ the model vertical resolution (∆z = 20 m) is
roughly equivalent to 500 m on the radial direction of the lidar scanning pattern.
The model vertical resolution should be reduced to about 1.2 m, in order to
match lidar measurements with a 30 m radial resolution with this low elevation.
Therefore, the current model vertical resolution, and any other pratical vertical
resolution, would be insufficient to capture the vertical structure of the farm
plume in such detail as shown in Figure 20a.

5.2.4 Discussion

The les-aop model proved to be a useful tool to determine the presence or absence
of observable structures attributable to the farm plume on the lidar data-sets,

1 In order to improve the noise to signal ratio, a 30 m gliding mean was used on each lidar data set
during post-processing. Such an average will smooth out the data, while retaining a fraction of
the sub average scale variability.
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helping to eliminate false positives in the search for the farm plume on the
17.09.05 4.76◦ PPI-Scans. It indicates that the farm plume stayed close to the
ground on this day. From the experience of the plus1 measurement campaign
on the current location, in order to capture and study the farm emission plume,
lidar measurements should follow the PPI-Scan and PPI-Volume-Scan pattern
starting at low elevations (6 2◦). Pal (2009) showed an intercomparison among
three different PPI scans performed during the plus1 measurement campaign to
assess the applicability of a suitable strategy to detect the emission from the farm
and to illustrate the complexities involved in the aerosol emission and transport
processes. Fast consecutive PPI-Scans at constant elevation would allow statistical
comparison with model simulation. Periodic PPI-Volume-Scans (e.g. every hour)
could be used to investigate the vertical structure of the farm plume and its
evolution during daytime.

The steady decrease of the background aerosol backscattering coefficient in-
dicates that the assumption for the initial vertical profile of the aerosol nsd

overestimated the particle number concentration at the lowermost model level.
Further investigation is needed in other to find a suitable way to determine the
initial vertical profile of the aerosol nsd. The model vertical resolution should
be increased close to the ground in order to compare with low elevation scans.
The vertical extension of the model domain (currently 2 km) should be increased
in order to prevent numerical artifacts as the ones observed in the upper model
domain on the 17.09.05 simulations. The computational cost of each simulation
for the 17.09.05 ranged between 50 and 200 CPUh (computer hours) per hour of
simulation, depending on the aerosol bin scheme configuration and daytime. The
simulations for the 20.09.05 required roughly half of the CPU time. Increased ver-
tical domain and resolution will result in an even greater computational demand.

To resolve the turbulent motions, les models need finer resolution near to
the ground than in the mid boundary layer (Sullivan et al., 1996). Increased
near ground resolution reduces the under resolved region and improves les

predictions (Khanna and Brasseur, 1997). Increasing the vertical resolution near
to the ground by grid stretching increases the risk of numerical instability (Cook,
1999). A vertically nested grid refinement (i.e. nested uniform grids of the same
horizontal resolution and extent, with increasing vertical resolution near to the
ground) offers a computationally efficient solution to the need of increasing
both vertical extension of the model domain and vertical resolution near to the
ground. Vertically nested grids have been previously developed for other les

implementations (Cook, 1999; Sullivan et al., 1996) improving the reliability of the
results near to the ground with relatively low computational overhead. Model
development on the representation of the aerosol composition, coagulation and
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hygroscopicity is needed in order to test the effect of the change on the aerosol
composition in the aerosol backscattering coefficient of the far plume.

The lack of the lidar low elevation measurements and of farm emission evidence
in the lidar data sets during the intensive measurement period of the plus1

measurement campaign (15.–17.09.05), prevented the acquisition of a consistent
data set of ground level aerosol composition and lidar farm plume images. Thus,
leaving the analysis of the observed farm plume structure to a large degree of
speculation. The observed plume on 20.09.05 does not provide a perfect base
for comparison with model simulations, as these relies on the aerosol scenarios
constructed from measurements for 17.09.05. Further measurements and model
simulations would be needed to investigate relevance of the different aerosol
processes on the observed shape of the farm plume.
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6
C O N C L U S I O N S & O U T L O O K

As part of the bwplus project number ZO3K23005, the les-aop model was devel-
oped and applied to simulate the evolution of 3-d fields representing the aerosol
backscattering coefficient in the vicinity of a livestock farm in northern Germany
during two days in late summer of 2005. The comparison with aerosol backscat-
tering coefficients derived from lidar measurements obtained during the plus1

measurement campaign showed that the model was able to simulate the observed
values corresponding to the background aerosol.

By construction, the les-aop model resolve the equations of motion for filtered
variables. Therefore, the model can only capture structures of much larger
size than its spatial resolution. Low elevation scans demand from the model a
vertical resolution beyond any practical application, in order to be fairly compared
with observations when projecting model results into the geometry of the lidar
observations. This may explain the absence in the model results of small structures
like the ones observed in the lidar measurements of the background aerosol.

The use of model simulations is advisable at the designing stage of future
measurement campaigns, to be conducted for the same or similar locations.
Model results can assist on the design of the scanning patterns and ensure that
the farm plume would be captured in most of the measurements. In its current
development stage, the les-aop model applicability to the design of the lidar
scanning pattern is limited by its high computational demand. However, the
model usefulness of the evaluation of the scanning patterns is evident. The model
results can be used to discard false positives when searching for evidence of the
farm plume on the lidar scans. This was the case on the 17.09.05, where model
results showed that the farm plume was lower than the elevation of the lidar
measurements.

In addition to simulate the observable aerosol optical properties, results from
the les-aop model were used to estimate the farm emission strength for the
17.09.05. This showed its potential for retrieving aerosol parameters not explicitly
available from measurements. Further model development is needed in order

93
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to study the composition change of the farm plume aerosol and its effect on the
aerosol optical properties.

An improved version of the les-aop model would be needed to assess the
changes of the aerosol particle number (wet) size distribution (nsd) and composi-
tion due to the farm emission and their influence on the aerosol optical properties.
With the inclusion of particle coagulation, the les-aop model could assess the
aerosol nsd and mixing dynamics. In addition to the previously implemented gas
phase chemistry and the aerosol nucleation modules, the inclusion of condensa-
tion of gases (other than water) onto the pre-existing particles, is needed to study
the chemical dynamics of the aerosol composition. The les-aop model with its
high spatial and temporal resolution approach would thus offer an insight view
to the 3-d structure and temporal evolution of the aerosol properties.

A simplified version of the les-aop model could be used, before a measurement
campaign, to characterise the expected vertical structure of the farm plume under
different emission and stratification scenarios. Increased model resolution close to
the ground would improve the comparability of model results with low elevation
lidar scans.

The current les-aop model version is the result of a tradeoff between com-
putational costs and number of aerosol processes included. The computational
demand of the current aerosol module is the main restriction to the model appli-
cations. An improved aerosol module should allow to easily switch off some of
the aerosol processes depending on the model application. This flexible process
description could be used to construct three aerosol module configurations of
increasing complexity and processes comprehension:

basic: The basic configuration would consist of a simplified version of the current
les-aop model, with only two internally mixed aerosol species (background
and farm contribution) and a minimum of two size bins for aerosol specie
(with aerosol loads scenarios derived from different PM2.5 and PM10 mea-
surements upwind and downwind from the farm).

intermediate: The intermediate configuration would consist of the current
les-aop model plus particle coagulation (neglecting gas phase chemistry,
nucleation and gas condensation).

full: As its name suggests, the full configuration would consist of the current
les-aop model plus particle coagulation, gas phase chemistry, nucleation
and gas condensation.

The basic configuration could be used to produce results comparable with the
lidar observations, to study the 3-d structure of the farm plume under different
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scenarios for stratification, aerosol load, composition and mixing state. Results
from the basic configuration can contribute to the design and evaluation of the
lidar scanning patterns regarding the farm plume height and intensity.

The intermediate configuration could be used to study the temporal evolution of
the nsd, mixing state and optical properties of the background aerosol for selected
scenarios derived from measurements. Results from the intermediate configuration
can improve the aerosol vertical profiles used to initialise the aerosol module.
Results from both basic and intermediate configurations can be used to study the
sensitivity of the optical properties to the representation of the background aerosol
(number of size bins and aerosol species), and to its initialisation (composition
and mixing state).

The full configuration could be used to assess changes of the aerosol nsd and
composition due to the farm emission, and their influence on the aerosol optical
properties. Combined results from the three configurations could be used to
study the sensitivity to each aerosol process on the optical properties of the
background aerosol and the lidar observations of the farm polluted aerosol. The
high computational demand of the les approach puts a limit to the number of the
aerosol processes included in the les-aop model, and the complexity and detail of
the parametrisation of such processes.

Depending on the application, les-aop model results can be complemented with
results from other models. A Reynolds-averaged Navier-Stokes (rans) model1

forced by a weather forecast model could be used to test the lidar scanning
patterns before the actual measurements. The les-aop model could assist in the
evaluation of the lidar scanning patterns, specially regarding the detection limit of
the farm plume for the instantaneous scans (which is not possible with the rans

approach).
Multi-wavelength lidar data (as currently provided by the uhoh scanning

aerosol lidar system) allows the retrieval of aerosol size and composition pa-
rameters. Thus, allowing model and measurement comparison of not only the
aerosol backscatering coefficients, but also of modeled and retrieved aerosol nsd.
In addition, it provides an improved framework to the study of the temporal
evolution of the aerosol nsd and composition, as well as to the validation of the
assumptions underlaying the les-aop model (or any other aerosol model).

Consistent data-sets of lidar and ground measurements characterising the
background aerosol and its change downwind from the farm are indispensable re-
quirements for reliable les-aop model simulations. Since the plus1 measurement
campaign the uhoh scanning aerosol lidar system has been further developed.

1 The rans approach differs from the les formulation as the equations of motion are filtered in time
instead of space.
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Real-time visualisation of the aerosol backscattering coefficient is now possible,
allowing to see the structure of the farm plume and identify other possible aerosol
sources during the measurements. Thus, the uhoh scanning aerosol lidar system
now permits to evaluate and correct the lidar scanning pattern in real-time. Addi-
tionally, the develoment of a scanning rotational Raman lidar enables the direct
and simultaneous measurement of temperature, aerosol extinction and backscat-
tering coefficients (Radlach, 2009; Radlach et al., 2006). Multi-wavelength lidar
measurements enables the retrieval of particle size distribution and composition
parameters, providing a better framework for comparison with model results.

The improvement of the experimental setup could increase the knowledge about
the meteorological situation and the aerosol properties near to the ground, thus
improving the quality of the model simulations. First, a weather station should be
employed to keep record of the pressure, temperature, humidity, as well as wind
velocity and direction at the ground location nearest to the farm. The inclusion
of PM2.5 and PM10 filters and the trace gases samplers (denuders) at the upwind
location would allow to perform simultaneous upwind/downwind measurements,
providing a better base for the estimation of the farm contribution to the aerosol
load. The addition of a tandem differential mobility analyser (tdma) to the upwind
site would help to characterise the hygroscopic properties and degree of mixing of
the background aerosol. Finally, a nephelometer located at the upwind site would
help to characterise the optical properties of the background aerosol.
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appendixA
A E R O S O L A B S O R P T I O N A N D B A C K S C AT T E R I N G

This section is mainly based on Boheren and Huffman (1983), for a more detailed
description, please refer to Boheren and Huffman (1983) or Wiscombe (1980)1. To
make the notation easier, the reference to the position in space will be omitted in
this section.

a.1 complex refractive index

The complex refractive index (cri) is the physical parameter describing the be-
haviour of an electromagnetic wave when travelling through a given material
compared with its behaviour in vacuum. The cri is a complex number (with real
and imaginary parts), its real part is the ratio of the speed of light in a vacuum to
the speed within the medium, and its imaginary part is related to the absorptivity
of the medium. It can be represented by m(λ) = n(λ)± i · k(λ), where λ is the
wavelength, n(λ), k(λ) are no negative real numbers which can be found in the
literature under the names of index of refraction and the extinction coefficient.

The relative complex refractive index (rcri), defined as m = m
mair

, takes into
account the fact that in the case of aerosol (particles), light travels through air
before interacting with the particles.

In the following, the sign convention for the mathematical formulation of the
time dependence of an electromagnetic plane wave (e∓iwt) will be taken according
to Boheren and Huffman (1983), where it is chosen to be e−iwt, and consequently
m(λ) = n(λ) + i · k(λ).

If the aerosol specie contains hygroscopic material, the rcri will change as the
particle gains or loses water due to changes in the ambient humidity. In the case

1 The reader should be aware that Boheren and Huffman (1983) and Wiscombe (1980) follow a
different sign conventions.
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of a spherically homogeneous aerosol particle, this can be easily parameterised by
a spherical volume interpolation, such as:

maer
∗ =

r3dry

r3p
maer
dry +

r3p − r3dry

r3p
mH2O

where rp is the particle radius, maer
dry and mH2O stand for the RCRI of the “dry”

aerosol and water.
A more general form of this relation, for internally mixed aerosol, composed of

an insoluble core and a water soluble shell is:

mshl
∗ =

εv r
3
drym

shl
dry + (r3p − r3dry)m

H2O

r3p − (1− εv) r
3
dry

where mshl
∗ and mshl

dry represents the RCRI of the aerosol shell and the dry shell,
and εv the volume fraction of soluble material in the (dry) aerosol.

Complex refractive index values of water for different wavelength (λ) can be
found in Hale and Querry (1973) and for several dry aerosol components in
Shettle and Fenn (1979)2. The specific values used in this work are summarised in
Table 15.

Aerosol Density cri 0.355 cri 1.453

Component ρ [g/cm3] n [−] k [−] n [−] k [−]

Water Soluble 1.8 1.530 5.000E-03 1.510 1.911E-02

Water Insoluble 2.0 1.530 8.000E-03 1.458 8.000E-03

Soot 1.0 1.750 4.645E-01 1.760 4.503E-01

Sea Salt 2.2 1.509 2.946E-07 1.470 3.646E-04

Water 1.0 1.345 1.345E+00 1.321 1.321E+00

Table 15: Properties of the aerosol dry components and water: Density and complex
refractive index (cri), for the different aerosol components used in this work.
The values for the cri for λ = 0.355 and 1.453 µm (cri 0.355 and cri 1.453) were
obtained by linear interpolation from the values at available wavelengths found
in Hale and Querry (1973) and the ftp distribution of opac Hess et al. (1998).

2 While accessibility to Shettle and Fenn (1979) is rather limited, the cri values can be also found via
the ftp distribution of opac (Hess et al., 1998) and in the hitran database (Rothman et al., 2005)
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a.2 extinction and backscattering coefficients of a mixed aerosol

population

According to the theory of Absorption and Scattering of light by small particles,
the aerosol extinction and backscattering coefficients of an aerosol population
described as an external mixture of different aerosol species, can be obtained as
the sum of the coefficients of each aerosol species (aer).

αpar =
∑
aer

αaer

βpar =
∑
aer

βaer

and from these quantities an aerosol lidar ratio can be defined as SparL = αpar

βpar . The
underlying assumptions are:

single scattering: the light “bounces only one time” between the source and
the observer.

parallel light: the incident light is composed of parallel light beams.

additivity: the extinction, absorption and backscattering coefficients of a mix-
ture of particles can be obtained as the sum of the coefficients of each
individual particle.

For a specific aerosol specie (aer) the extinction and backscattering coefficients
can be obtained from the extinction efficiency (Qaerext ), the backscattering efficiency
(Qaerbsc) and the aerosol nsd (naer). This relationship can be described as follows:

αaer =

∫
rp∈R+

Qaerext(rp)πr
2
p n

aer(rp) d rp

βaer =

∫
rp∈R+

Qaerbsc(rp)πr
2
p n

aer(rp) d rp

a.3 extinction and backscattering efficiencies of an aerosol specie

The extinction and backscattering efficiencies are functions of the particle structure,
composition and size.

Mie theory provides an analytical solution for the scattering of light by spherical
particles, which can also be used for stratified spheres (shell structures). In the
aerosol module, Qaerext and Qaerbsc are calculated for a homogeneous sphere and for a
coated sphere using the code provided by Boheren and Huffman (1983, Appendix
A and B).
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a.3.1 Homogeneous Structure

For an aerosol species describing spherical particles of homogeneous composition,
the extinction and backscattering efficiencies can be described as follows:

Qaerext(rp) = Qext(x(rp),maer
∗ ) (A.1)

Qaerbsc(rp) = Qbsc(x(rp),maer
∗ ) (A.2)

where x(rp) = 2π
λ rp is the size parameter and maer

∗ is the rcri of the component
of the aerosol particle.

From the Mie theory, the extinction and backscattering efficiencies can be ex-
pressed as follows:

Qaerext =
2

x2

∑
n>1

(2n+ 1)Re(an + bn) (A.3)

Qaerbsc =
1

x2
|
∑
n>1

(2n+ 1)(−1)n(an − bn)|
2 (A.4)

where an = an(x(r),maer
∗ ) and bn = bn(x(r),maer

∗ ) are complex numbers, derived
from the spherical Bessel Functions (Wiscombe, 1980).

a.3.2 Heterogeneous Structure

For an aerosol specie describing spherically symmetrical particles, with a simple
two layer shell structure, namely a water insoluble core and a water soluble shell,
the extinction and backscattering efficiencies follow the same functional relations
as in the homogeneous case, but the coefficients in equations (A.1) and (A.2)
depend on the radial variation of the composition, i.e.:

Qaerext(rcor, rman) = Qext(x(rcor),mcor
∗ , x(rman),mshl

∗ ) (A.5)

Qaerbsc(rcor, rman) = Qbsc(x(rcor),mcor
∗ , x(rman),mshl

∗ ) (A.6)

where rcor is the radius of the aerosol water insoluble core and rman = rp the
particle radius, x(rcor) and x(rman) the size parameter of the aerosol core and
shell, mcor

∗ and mshl
∗ the rcri of the core and shell.

Note that, under the previous notation, rcor = 3
√
1− εv rdry and rman = rp. And

note that the relation between the mass fraction (εm) and the volume fraction (εv)
of soluble material in the (dry) aerosol is simply εm

εv
= ρs

ρp
.

Finally, the coefficients of equations (A.3) and (A.4) are functionally described by:
an = an(x(rcor),mcor

∗ , x(rman),mshl
∗ ) and bn = bn(x(rcor),mcor

∗ , x(rman),mshl
∗ ).
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A E R O S O L WAT E R U P TA K E

The Köhler curve (equation (3.8)), describe the relation between particle wet size
and the ambient conditions. It assumes that the aerosol size is in equilibrium with
the ambient humidity. The term representing the solute effect or hygroscopicity, B
in equation (3.9) can be re-written as:

B = εm B̃ = εm
υMw ρpφs

Ms ρw

where εm is the mass fraction of water soluble material in the dry aerosol, υ the
total number of ions of the water soluble material when fully dissociated, φs the
practical osmotic coefficient of the water soluble material, and Mw, Ms, ρw and ρs
represent the molar weight and the densities of the water and the aerosol water
soluble part.

Two parametrisations were implemented in the aerosol module for the hygro-
scopicity. Both assume the mass fraction of soluble material in the dry aerosol
(εm) to be constant over the model simulation. An example of the effect on the
particle size of these two representations can be found in Figure 2.

The first representation describes the hygroscopicity coefficient (B̃) as a polyno-
mial function of the ambient relative humidity (U). The values used in this work
are listed in Table 16.

The second representations requires to specify the values for the water soluble
component of the dry aerosol for the total number of ions when fully dissociated
(υ), the molar weight (Ms), the density (ρs) and the practical osmotic coefficient
(φs). The values for φs used in this work are listed on Table 17.
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Aerosol Type Continental (Hamburg) Continental (Deuselbach)

Size Range Aitken Large Gigant Large Gigant

rp [µm] < 0.1 0.1− 1.0 > 1.0 0.1− 1.0 > 1.0

a0 8.010E+00 -1.453E+00 2.140E+00 -1.240E+00 -3.421E-01

a1 -1.205E+00 2.306E-01 -3.183E-01 1.968E-01 4.847E-02

a2 7.639E-02 -1.352E-02 2.023E-02 -1.154E-02 -1.257E-03

a3 -2.525E-03 4.106E-04 -6.670E-04 3.504E-04 5.930E-06

a4 4.724E-05 -7.051E-06 1.233E-05 -6.017E-06 3.968E-07

a5 -5.040E-07 6.919E-08 -1.280E-07 5.904E-08 -7.608E-09

a6 2.863E-09 -3.590E-10 6.997E-10 -3.063E-10 4.849E-11

a7 -6.742E-12 7.534E-13 -1.577E-12 6.429E-13 -9.582E-14

Table 16: Hygroscopicity coefficients: the values for the polynomial representation of
the hygroscopicity coefficient as function of the ambient relative humidity
(B̃ =

∑
i aiU

i) were derived from the values for the empirical growth coefficients
for aerosol particles found in Winkler (1988).

Salt NaCl NH4NO3 (NH4)2SO4

φs 9.180E-01 7.923E-01 6.632E-01

Table 17: Practical osmotic coefficients: the values for the practical osmotic coefficient (φs)
were derived from the values for the osmotic coefficient for different molalities
found in Robinson and Stokes (1959).
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G R AV I TAT I O N A L S E T T L I N G

The falling of a particle in a viscous fluid is characterised by the Reynolds Number,
which describes the ratio between the inertial and viscous force in the flow:

Rer =
rpu∞
ν
≈ |u · ∇u|

|ν∇2u|

where ν stands for the kinematic viscosity of the fluid, u for the velocity, rp for
the particle radius and u∞ for it’s terminal velocity.

An alternative, and more widely used definition of the Reynolds Number, is
based on the particle diameter dp:

Re =
dpu∞
ν

= 2Rer

In this work the definition based on the diameter will be used.

c.1 stokes law

For a small Reynolds Number the drag force can be described by the Stokes Law,
which in the case of air is described by:

Fdrag = 6πρairνairrpu∞ (C.1)

where ρair and νair are the air density and kinematic viscosity.
Under the Stokes Law regimen, the equilibrium between the gravitational force

and the drag force over a rigid spherical particle, determines the settling velocity
(vs = u∞), which can be calculated as follows:

vs =
2ρp g

9ρairνair
r2p (C.2)

where g represents the gravitational acceleration, rp and ρp the particle radius
and density.
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Unfortunately this assumption is not always true. To take into account the
inertia in the drag force, Fdrag can be described as:

Fdrag = CDAp ρp
u2∞
2

(C.3)

where Ap = πr2p is the particle cross section to the flow and CD is the drag
coefficient defined as (Seinfeld and Pandis, 1998):

CD =


24
Re Re < 0.1 (Stokes Law)
24
Re

[
1+ 3

16Re+ 9
160Re

2 ln (2Re)
]
0.1 < Re < 2

24
Re

[
1+ 0.15Re0.687

]
2 < Re < 500

0.44 500 < Re < 2 · 105

Fortunately a simple comparison of the values for the settling velocity as
described by equations (C.1) and (C.3) for aerosol particles in the size range
simulated by the aerosol module, shows that the effects of assuming the Stokes
Law can be neglected (Section 3.4 and Figure 5).

c.2 cunningham correction factor

The Stokes Law (C.1) assumes a “continuum medium”. This is not the case when the
particle radius (rp) is of the same order of magnitude as the mean free path of the
fluid, in this case air (λair), which can be calculated as:

λair =
2νair√
8Mair
πRT

= νair

√
π

2
RairT

where Mair = 28.8 gr/mol is the air’s molecular weight.
For small particles the “continuum medium” assumption will lead to an over-

estimation of the drag force and therefore to a under-estimation of the particle
settling velocity. To take into account the non-continuity effects the Cunningham
Correction Factor (Cc) is introduced into the Stokes Law (C.1) leading to:

Fdrag =
6πρairνairrpu∞

Cc
(C.4)

where the Cunningham Corrector is defined as:

Cc = 1+Kn[1.257+ 0.4 e
−1.1
Kn ]

and Kn = λair
rp

is the Knudsen Number of the air.
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Finally the settling velocity (vs) (C.2) can be corrected by Cc:

vs =
2ρp gCc

9ρairνair
r2p (C.5)
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appendixD
D RY D E P O S I T I O N

The dry deposition is the removal from the atmosphere due to deposition on the
ground surface and its vegetation cover. This process can be described by the
deposition velocity for gaseous species (vgasd ) and for particles (vpard ) defined as
follows:

v
gas
d =

1

Ra + Rb + Rc

v
par
d =

1

Ra + Rb + Ra Rb vs
+ vs (D.1)

where Ra, Rb and Rc stand for the aerodynamic transport resistance, the boundary
layer resistance and the canopy resistance respectively, vs is the settling velocity
described in equation (C.2).

In the following sections the focus will be on the deposition velocity for particles,
which will be denoted as vd(rp), where rp represent the particle radius. For a
more detailed description please refer to Seinfeld and Pandis (1998); Zufall and
Davidson (1998).

Equation (D.1) assumes that the dry deposition can be represented by a series
of resistances acting in parallel with the gravitational settling (Figure 21). It also
assume that the aerosol particles adhere to the surface upon contact (Rc = 0), and
therefore nzveg,b

p (rp) = n
zveg,c
p (rp) = 0. The flux of particles leaving the model

domain due to dry deposition can be therefore calculated as:

−F
np
dep(rp) = vd(rp)n

zr
p (rp)

=
nzrp (rp) −n

z0
p (rp)

Ra
+ vs(rp)n

zr
p (rp)

=
nzrp (rp)

Rb(rp)
+ vs(rp)n

z0
p (rp)
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nzr
p (rp)

nz0
p (rp)

n
zveg ,b
p (rp) = 0

n
zveg ,c
p (rp) = 0

vs(rp)

Ra

Rb(rp)

Rc = 0

Figure 21: Resistance scheme of the aerosol dry deposition.

d.1 aerodynamic transport resistance

The calculation of the aerodynamic transport resistance (Ra) assumes that turbu-
lent transport is the prevalent transport mechanism between the lowermost model
level and some distance above the ground surface and its vegetation cover. From
Monin-Obukhov similarity theory, the formulation of the eddy diffusivity leads to
the following formulation for Ra:

Ra =
1

κu∗

∫ zr
zo

φc

( z
L

) d z
z

where zr is the height, z0 the roughness length κ = 0.4 the von Karman’s constant,
u∗ the friction velocity, L the Obukhov length, φc is a stability function.

For consistency with the parametrisations of the les model, it is assumed that
φc = φh, where φh is the stability function for heat, described in Webb (1982) and
Chlond (1998a) as:

φh

( z
L

)
=


1+ 9.2 zL

z
L > 0 (stable)

1 z
L = 0 (neutral)(

1− 12.2 zL)
)−1/2 z

L < 0 (unstable)
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Finally:

Ra =


1
κu∗

[
ln
(
zr
z0

)
+ 9.2zr−z0L

]
(stable)

1
κu∗ ln

(
zr
z0

)
(neutral)

1
κu∗

[
ln
(
zr
z0

)
+ ln

(
(η0+1)

2

(ηr+1)2

)]
(unstable)

where ηr =
√
1− 12.2zrL and η0 =

√
1− 12.2z0L .

d.2 surface layer resistance

In the formulation of the surface layer resistance (Rb), the transport between the
near-ground level, the ground surface and its vegetation cover, and some distance
above it is assumed to be mainly due to Brownian diffusion. Among the many
different parametrisation for Rb in the literature (Zufall and Davidson, 1998), the
following is used in the aerosol module:

Rb(rp) =
2(Sc(rp)/Pr)

κu∗

where Sc and Pr stands for the Schmidt Number and the Prandtl Number, which
are defined as:

Pr =
νair

κair

Sc(rp) =
νair

Db(rp)

where νair and κair are the kinematic viscosity and the thermal diffusivity of
the air, and Db(rp) stands for the Brownian diffusivity of the aerosol, described in
equation (3.10) as:

Db(rp) =
kBTCc(rp)

6πρairνairrp

where rp stands for the particle radius, kB is the Boltzmann’s constant, ρair and
νair the air density and kinematic viscosity and Cc(rp) the Cunningham Correction
Factor (Appendix C). Finally:

Rb(rp) =
2κair

κu∗Db(rp)
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d.3 canopy resistance

It is assumed that the aerosol particles adhere to the surface upon contact, then
Rc = 0. For completeness reasons, a formulation for Rc for gaseous species is
included here.

According to Zufall and Davidson (1998), following the “Big-leaf” model, the
canopy resistance for gaseous species (Rc) can be described as:

1

Rc
=

1

Rs(Sc/Pr) + Rm
+

1

Rcut
+

1

Rsoil

where Rs is the stomata resistance, Rm the mesophyll resistance, Rcut the cuticular
resistance, and Rsoil the resistance of the soil.
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