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The  way  the  brain  binds  together  words  to form  sentences  may  depend  on  whether  and  how  the  arising
cognitive  representation  is to be  used  in  behavior.  The  amplitude  of the  N400  effect  in event-related  brain
potentials  is  inversely  correlated  with  the  degree  of  fit of  a word’s  meaning  into  a  semantic  representation
of  the  preceding  discourse.  This  study  reports  a double  dissociation  in  the latency  characteristics  of  the
N400 effect  depending  on  task  demands.  When  participants  silently  read  words  in a  sentence  context,
without  issuing  a relevant  overt  response,  greater  temporal  alignment  over  recording  sites  occurs  for
400
anguage processing
emantics

N400  onsets  than  peaks.  If however  a  behavior  is  produced  – here pressing  a  button  in a  binary  probe
selection  task  – exactly  the  opposite  pattern  is observed,  with  stronger  alignment  of  N400  peaks  than
onsets.  The  peak  amplitude  of  the  N400  effect  correlates  best  with  the  latency  characteristic  showing
less  temporal  dispersion.  These  findings  suggest  that  meaning  construction  in the brain  is  subtly affected
by  task  demands,  and  that  there  is  complex  functional  integration  between  semantic  combinatorics  and
control  systems  handling  behavioral  goals.
. Introduction

Language processing requires that representations of words are
ecovered from memory and unified in a temporary sentence struc-
ure. The interplay between lexical retrieval and unification may
e constrained by a variety of factors, including how the resulting

nterpretation is used to negotiate or act upon the current situation.
n the assumption that such constraints are accessible to experi-
ental research, several questions can be raised as to the neural

tructures and processes that support, or are affected by, the gen-
ration of goals for action during language comprehension. One key
ssue is whether behavioral goals, here operationalized as different
ask demands, produce effects that propagate in a cascading man-
er, affecting similarly all consecutive stages of word processing,
r whether they selectively tap into distinct neural mechanisms,
eading to dissociable effects instead. Whereas cascading effects

ould suggest that behavioral goals impact unselectively on sen-
ence processing, acting rather as an external force with no access

o individual stages of the computation, dissociable effects would
how there is selective interaction between aspects of linguistic
ombinatorics and control systems responsible for handling goals.

∗ Correspondence address: SISSA International School for Advanced Studies, via
onomea 265, 34136 Trieste, Italy. Tel.: +39 040 3787602.

E-mail address: gbaggio@sissa.it
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© 2012 Elsevier Ltd. All rights reserved.

The present event-related potential (ERP) study is an attempt at
disentangling these two  possibilities.

The remainder of this introduction is organized as follows.
Section 1.1 presents the N400 effect in ERPs as a candidate neu-
rophysiological marker for investigating the effects of exogenous
factors, such as task demands, on lexical retrieval and unification.
Section 1.2 reviews earlier work on the experimental variables
that may  affect the N400 waveform characteristics, in particu-
lar onset and peak latencies as potential neural signatures of
consecutive word processing stages. Section 1.3 introduces the
aims, motivations and hypotheses of the present study, which are
further developed and clarified in Section 1.4,  where a functional-
anatomical model of semantic unification is described and used to
specify how behavioral goals could affect N400 latency character-
istics.

1.1. The N400 effect in event-related potentials

Event-related potentials (ERPs) are a valuable tool for mapping
the occurrence of stimulus-induced brain responses onto a cogni-
tive processing timeline. The N400 component (Kutas & Hillyard,
1980) is a transient modulation of the electroencephalogram (EEG)

that peaks at approximately 400 ms  after the visual or auditory
onset of a meaningful stimulus, such as a content word or a picture,
and is largest over centro-parietal scalp sites. The N400 amplitude
is inversely correlated (r ≈ − 0.8) with the degree of semantic fit

dx.doi.org/10.1016/j.neuropsychologia.2012.01.002
http://www.sciencedirect.com/science/journal/00283932
http://www.elsevier.com/locate/neuropsychologia
mailto:gbaggio@sissa.it
dx.doi.org/10.1016/j.neuropsychologia.2012.01.002
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f the stimulus given the preceding context, for example a sen-
ence (Kutas & Hillyard, 1984). The N400 effect – calculated as
he time-resolved difference between N400 components in two
xperimental conditions, such as semantically or factually congru-
nt and incongruent sentence types – provides information on the
ime course and difficulty of lexico-semantic processing (Hagoort,
aggio, & Willems, 2009; Kutas & Federmeier, 2000; Lau, Phillips,

 Poeppel, 2008).
It has been noted (Federmeier & Laszlo, 2009; Kutas &

edermeier, 2011) that the N400 shows a stable peak latency, which
ppears to be largely insensitive to the experimental variables that
ypically modulate its amplitude. In seeming contrast with such
laims, however, several studies reported or discussed variability
n the N400 onset or peak time as a function of stimulus charac-
eristics, task demands, sensory input modality (Deacon, Hewitt,

 Tamny, 1998; Deacon, Mehta, Nousak, & Tinsley, 1995; Hagoort
 Brown, 2000; Holcomb, 1988, 1993; Holcomb & Neville, 1990,
991; Kutas, 1987; Marinkovic et al., 2003; O’Rourke & Holcomb,
002; Vachon & Jolicoeur, 2011), and the cognitive and neurolog-

cal conditions of participants (Ardal, Donald, Meuter, Muldrew, &
uce, 1990; Hagoort, Wassenaar, & Brown, 2003; Kutas & Iragui,
998; Ruüsseler, Becker, Johannes, & Münte, 2007; Swaab, Brown,

 Hagoort, 1997). A representative sample of those studies is
eviewed below.

.2. What factors affect N400 latencies?

.2.1. Stimulus characteristics
Deacon et al. (1995) studied the consequences of priming on

he timing of the N400 and of an earlier negativity labelled NA.
he amplitude of the NA was not affected by priming, but the N400
ffect was smaller for primed than for unprimed words. The authors
erformed current source density (CSD) analyses on the ERP data,
hich showed the activation of multiple neural generators in the
400 interval. Deacon et al. claimed that ERPs and CSDs are “con-

istent with the existence of two types of N400”: a frontal N400
arying in latency as a function of semantic priming, and a poste-
ior N400 that varies in amplitude. However, the authors did not
iscuss the possibility that the ‘frontal N400’ is a different ERP com-
onent altogether. They decided to take the earlier component to
e an N400 because “participants were required to semantically
ategorize words” (Deacon et al., 1995, pp. 567–568). Therefore,
he conclusion that the N400 latency varies as a function of prim-
ng appears to be unsupported. Similar concerns can be raised for
ther priming studies, such as Deacon et al. (1998).

.2.2. Sensory modality
The first demonstration of N400 latency shifts can be found

n Kutas (1987),  who showed that the N400 effect was  delayed
hen the interval between visually presented words was reduced

o about 100 ms.  Further studies provided evidence for small but
eliable variations in the timing of the N400. For example, Holcomb
nd Neville (1990) administered a lexical decision task in the visual
nd auditory modalities. The stimuli were a prime word followed
y a semantically related word, an unrelated word, or a non-word.
s expected, N400s were larger to unrelated words than to related
ords in both modalities. However, the effect began earlier in the

uditory than in the visual modality – see also Holcomb and Neville
1991) for a study on related topics.

Hagoort and Brown (2000) raised the issue of whether the
atency shifts reported by previous research are genuine modula-
ions of the N400 onset, or whether they are instead a manifestation

f a different effect, preceding the N400 in time. The authors pre-
ented ERP data suggesting that the N400 in response to speech
s indeed introduced by an early negativity: the N250. The N250
nd N400 in this study had similar topographic characteristics, but
a 50 (2012) 655– 665

they could be disentangled given the different time frames at which
the components showed relative maxima: around 250 and 400 ms
respectively. In a subsequent study, van den Brink, Hagoort, and
Brown (2001) reported ERP effects earlier than the N400, elicited
by words that were incongruent given the sentence context, and
whose initial phonological characteristics differed from those of
congruent completions. These experiments indicate that differ-
ences in lexical processing between the auditory and the visual
modalities may  affect the amplitude of earlier ERP components
(N200 or N250), rather than the onset of the N400 effect.

1.2.3. Special populations
Kutas and Iragui (1998) reported a decrease in N400 ampli-

tudes and an increase in peak latencies as the age of participants
increased. Moreover, the N400 component peaked later in bilin-
guals: monolinguals had the shortest N400 latency, followed by the
first language of bilinguals, and by the second language of bilinguals
last (Ardal et al., 1990; Moreno & Kutas, 2005). The peak latency of
the N400 appears to be delayed in late bilinguals too (Weber-Fox
& Neville, 1996). In agrammatic patients, the onset of the N400
effect was slightly later than in normal populations (Hagoort et al.,
2003; Swaab et al., 1997), and the same applies to dyslexic readers
(Ruüsseler et al., 2007). These findings suggest that the less compa-
rable two  groups – the more different in age, in linguistic experience
or in neurological condition – the larger the differences between
groups in N400 amplitudes or latencies.

1.2.4. Task demands
Holcomb (1988) investigated semantic priming in lexical deci-

sion tasks. In one block of trials, the instructions and item
distribution induced participants to process primes automatically,
whereas in another block participants were asked to attend to the
meaning of the prime. Interestingly, the N400 effect – the differ-
ence between neutral and related primes – was somewhat earlier
in the attentional than in the automatic block. Holcomb did not
use a systematic procedure to quantify such onset latency dif-
ferences. Rather, he observed that the grand-average difference
wave in the attentional block “crossed the zero baseline at 180 ms
and was clearly negative at 210 ms,  while the automatic block
difference wave crossed baseline at 210 ms  and did not go sub-
stantially negative until 270 ms”. Holcomb argued that “although
any firm conclusion must await a more controlled chronomet-
ric study of the N400 onset times these data do suggest that
paying attention to the meaning of the prime enhanced some
aspect of the encoding operations performed on the related targets”
(Holcomb, 1988).

In recent work, Vachon and Jolicoeur (2011) showed that task
demands can affect N400 latencies. They examined the N400 effect
elicited by the second of two subsequent words presented visu-
ally, either in task-set switching or in no-switching conditions.
The N400 was delayed and reduced in amplitude in the switch-
ing, but not in the no-switching condition, when the targets were
adjacent in the sequence. In this experiment, N400 latency dif-
ferences were inferred using a jackknife approach, where n grand
average waveforms were computed with n − 1 participants (a dif-
ferent participant was removed for each waveform), and latency
onsets were estimated for each grand-average wave. The esti-
mates were obtained for different time intervals in the switch and
no-switch conditions, and were contrasted using paired-sample
T tests.

Despite the differences between the informal approach of Hol-
comb and the statistical procedure of Vachon & Jolicoeur in how

N400 onset latency differences were identified, the studies involv-
ing task manipulations just reviewed showed no evidence of
contamination of N400s by earlier negative (N200 or N250) or pos-
itive (P300) components.
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Fig. 1. Two applications of the cycle model by Baggio and Hagoort (2012). Word processing in context is subserved by a perisylvian network including the inferior frontal
gyrus  (IFG) and middle and superior temporal gyri (MTG/STG). Input currents (Cs) are conveyed from sensory areas to temporal cortex, where lexical information is activated.
Currents are fed forward (Cf) to frontal cortex, and are relayed back (Cb) into the same temporal areas from where they were received. A recurrent network is thus set up,
which  allows information to be maintained on-line, a context to be constructed during successive processing cycles, and incoming words to be unified within the context.
Additional currents may enter the cycle at different stages, such as through prefrontal regions (Cp) if additional contributions of control systems are required in the relevant
behavioral setting: (a) shows how the input current i is transferred through the cycle when other inputs (e.g., Cp) are negligible; (b) shows the increase in feedback currents
(Cb) following the application of an additional control input k. Details for these two cases are given in the main text. Blue labels show the approximate times at which currents
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.3. The present study

The amplitude of the N400 is known to vary with stimulus
haracteristics, such as the degree of semantic fit between a word
nd the context in which it occurs. There is however limited evi-
ence that similar kinds of experimental manipulations affect the
400 peak or onset latency, and that such effects are indepen-
ent of amplitude differences and of modulations of earlier ERP
omponents such as the N200 or the N250. This problem was
ncountered above while discussing N400 latency effects specific
o different sensory modalities. ERP studies on special populations
uggest that sufficiently large differences in N400 latencies may
rise only between fairly heterogeneous groups, that may  not be
omparable in many respects. Although further research needs to
e carried out involving the design variables mentioned above,
aken together these studies indicate that task manipulations may
e, given present knowledge, the most effective way to interfere
ith the onset latency of the N400 effect. Therefore, the N400 may

e a valid testing ground for hypotheses bearing on the interplay
etween linguistic combinatorics and cognitive control as involved

n setting behavioral goals for different tasks.
The motivation for the research reported here is threefold:

rst, to provide further evidence that task demands affect N400
nset latencies, along the lines of Holcomb (1988) and Vachon and
olicoeur (2011); second, to determine whether a task manipula-
ion leads to selective effects (affecting either N400 onset or peak
atency, but not both) or to cascading effects (affecting N400 peak
atency whenever onset latency is affected); third, to develop for-

al  tools for analyzing onset and peak latency effects over whole
RP topographies (electrodes), rather than over trials or partici-
ants. The following section provides some arguments for the latter
hoice, as well as a theoretical framework in which N400 onset and
eak latencies can be assigned an explicit functional-computational
ole.

.4. Hypotheses from a model of the N400
Baggio and Hagoort (2011) propose a model in which the
400 is seen as reflecting a word-processing cycle, starting with

he retrieval of lexical information and leading to the unifica-
ion of the word’s meaning into a discourse structure (Hagoort
tation of the references to color in this figure legend, the reader is referred to the

et al., 2009). The cycle model tries to overcome the opposition
between retrieval-based and integration-based accounts of the
N400. Indeed, a number of authors have pointed out that neither
account is entirely consistent with all available N400 data (Baggio
& Hagoort, 2011; Federmeier & Laszlo, 2009; Kutas & Federmeier,
2000, 2011) – in these articles the reader will find extensive litera-
ture coverage and detailed discussion. For example, retrieval-based
accounts predict and explain N400 effects in paradigms where con-
textual expectancy is manipulated (Kutas & Federmeier, 2000; Lau
et al., 2008), such as in the priming studies reviewed above. How-
ever, they cannot account for N400 effects elicited by words that
require additional unification effort, and yet are not contextually
unexpected or inappropriate with respect to their control counter-
parts (Baggio, Choma, van Lambalgen, & Hagoort, 2010; Kuperberg,
Choi, Cohn, Paczynski, & Jackendoff, 2010; Li, Hagoort, & Yang,
2008). Conversely, integration-based theories can explain the latter
kind of findings (Hagoort et al., 2009), but appear to be less suited
to account for pre-activation or priming phenomena.

The cycle model describes in simple dynamic terms aspects of
the functioning of the perisylvian language network. According
to the model, the N400 is generated within this network in two
coarsely-defined phases (Fig. 1). In phase one, currents from sen-
sory pathways (Cs), such as the ventral visual stream in reading,
reach middle and superior temporal gyri (MTG/STG) at approxi-
mately 250 ms  from word onset (Marinkovic et al., 2003). This is
a critical stage in the access and retrieval of lexical meanings, and
marks the outset of the ascending phase of the N400. In phase two,
currents from temporal regions flow forward (Cf) to the inferior
frontal gyrus (IFG), and are relayed back (Cb) into the same areas
in temporal cortex from where they were received. This sets up a
recurrent circuit which affords persistent reverberating activity of
the kind required to bind information over different time scales.
Brain imaging data suggesting the existence of a fronto-temporal
cycle are provided by Tse et al. (2007).

In the cycle model, the onset of the N400 coincides with the
first injection of currents into middle and superior temporal areas
(250 ms), whereas the N400 peak results from the re-injection of

currents into temporal regions (400 ms)  following inferior frontal
processing. The amplitude of the N400 is a function of the degree
of overlap in temporal cortex between the neuronal populations
recruited by the eliciting word (Fig. 1, empty green circle) and the
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opulations that encode a semantic context resulting from pro-
essing the preceding lexical material (Fig. 1, green shaded area).
he cycle model accommodates both pre-activation, which is seen
s a function of input-context population overlap, and integration,
hereby a context, such as a sentence-level semantic representa-

ion, is progressively built up through the contribution of inferior
rontal regions in successive word-processing cycles. As such, this

odel may  be a first step toward bridging the divide between
etrieval-based and integration-based accounts of the N400 – see
aggio and Hagoort (2011) for details.

The electromagnetic activity of cortical sources is typically not
eflected in linearly-scaled voltage changes measured at the scalp
ocations that would be identified based on a radial source-to-
calp mapping. In particular, the left temporal source of the N400
Halgren et al., 2002; Helenius, Salmelin, Service, & Connolly, 1998;
imos, Basile, & Papanicolaou, 1997) does not result in a focal left
emporal scalp ERP, and by the same token phase one and phase two
f the cycle model cannot be expected to produce frontal and tem-
oral modulations of scalp ERPs. Moreover, turning from the spatial
o the temporal domain, precise timing predictions – for example,
f the time lag separating phase one and phase two – would require
nowledge of conduction times between temporal and frontal cor-
ex, which in turn would be based on detailed neuroanatomical
nd neurophysiological information that is currently not available
sing non-invasive methods. However, the N400 onset and peak

atencies can be used to constrain, in the cycle model, the approx-
mate timing of current injection into MTG/STG during phase one
nd phase two.

To make the cycle model predictive, one needs the additional
ypothesis that, during the generation of the N400, currents are (re-
injected into temporal cortex in a single shot within a narrow time
indow, rather than gradually over a longer time frame, reflecting

he tight deadlines imposed by direct white matter connections
etween sensory-motor, frontal and temporal regions – see Baggio
nd Hagoort (2011) for a discussion of the roles of connectivity and
eurotransmitters on the timing of information flow in perisylvian
ortex. If this is correct, phase one may  be indexed by the temporal
lignment of N400 onsets across different recording sites, reflect-
ng the transfer of information from sensory to temporal regions in
ne compact wave. By the same logic, phase two should produce

 topographic alignment of N400 peaks, reflecting the feeding-
ack of electrical potentials from frontal to temporal cortices in

 similar time-constrained manner – see Damasio (1989),  von der
alsburg (1995),  Churchland et al. (2010) for discussions of the role

f narrow time windows in neural information processing. Impor-
antly – simplifying matters somewhat, for details see Luck (2005)

 ERPs do not reflect action potentials produced by cortical neu-
ons, but post-synaptic currents flowing from axons to the receiving
eurons, where action potentials are then produced. This is consis-
ent with the cycle model’s proposal that the temporal alignment
f N400 onsets and peaks reflects currents at the receiving end
f long-distance cortical transmission. Studies that attempted a
econstruction of the cortical sources of the N400 (Halgren et al.,
002; Helenius et al., 1998; Simos et al., 1997) suggest that such
eceiving end may  indeed be in temporal cortex.

The degree of N400 onset and peak alignment may  depend on
 variety of conditions, including behavioral goals. Consider the
ituation in which one is silently reading a text, such as a history
ook, with the sole purpose of understanding what is written. In
hat case, the sensory input currents i will be simply transferred
ithin the cycle to temporal and frontal regions (Fig. 1a). Assum-

ng that the contribution of control systems in silent reading is

egligible (Cp ≈ 0), and that there is no additional input to inferior

rontal areas, it follows that Cb ≈ Cf. Crucially, the sensory input Cs

s then the largest single contribution to the neuronal generators
f the N400 in temporal cortex. In such conditions, phase-one
a 50 (2012) 655– 665

processing would gain prominence in the generation of the N400.
If the proposed single-shot information-transfer hypothesis is
correct, this would result in a tighter alignment of N400 onsets
across electrodes.

Consider now a different situation: one is silently reading a
text, again a history book, with the purpose of retaining some of
the written information to carry out a short-term task, such as
remembering the name of a statesman to then search the web for a
biographical sketch. In that case, Cs is no longer the only input to the
cycle (Fig. 1b). A positive value for Cp would contribute to making
Cb > Cf. Because Cf ≈ Cs, it follows that Cb > Cs. Therefore, Cb will now
be the largest single contribution to the generators of the N400 in
temporal cortex. Here, phase-two processing would become more
prominent, resulting in a tighter alignment of N400 peaks across
electrodes.

Testing these predictions requires new mathematical tools for
quantifying the temporal alignment of ERP latency characteristics
across electrodes – an effort which is undertaken in the present
paper. The different behavioral goals associated with reading in the
history book example mentioned above will be operationalized as
different experimental tasks, and will be used to decide whether
(1) the more demanding task has cascading effects on consecutive
word processing phases, affecting both onset and peak alignment
or (2) the task has selective effects on consecutive word processing
phases, leading to a dissociation of onset and peak alignment. The
cycle model does not make predictions to this regard. Hence, new
ERP data are necessary to integrate the model’s architecture with
a more precise view of the dependence between onset and peak
latencies.

2. Methods

2.1. Participants

Forty eight right-handed native speakers of Dutch (30 females, mean age 22.25)
took part in the experiment after giving written informed consent. Participants
were undergraduate students of the Radboud University Nijmegen with normal
or  corrected-to-normal visual acuity, and no history of neurological or cognitive
disorders. The study was  approved by the local ethics committee.

2.2. Materials

The experimental stimuli were 80 sentence pairs in Dutch. Each pair contained
a  congruent sentence (e.g., ‘Pine trees stay green throughout the year’) and an
incongruent sentence (e.g., ‘Pine trees stay red throughout the year’). Congruency
is  here defined as consistency with world knowledge (Hagoort, Hald, Bastiaansen,
&  Petersson, 2004). Congruent and incongruent sentences within a pair differed in
a  single non-final critical word (‘green’/‘red’). Mean length, word form frequency
and lemma  frequency of critical words from the CELEX corpus for written Dutch
(Baayen, Piepenbrock, & Gulikers, 1996) were matched across the two experimen-
tal  conditions (T tests, p > 0.1 in all comparisons). Fillers were 160 sentences with
varying content, syntax and length in number of words. Two lists of sentences were
produced, each containing either the congruent or the incongruent sentence from
each pair, and all fillers. Thus, in each list there were 40 congruent and 40 incon-
gruent sentences, and 160 fillers. An equal number of participants was assigned to
each list.

All sentences – experimental and filler – were presented one word at a time
(300 ms  on-screen duration of each word, 300 ms  between-word blanks; viewing
distance: 100 cm;  visual angle: 3◦ horizontal, 0.5◦ vertical) and were preceded by
a  mini-discourse constituted by two sentences shown on a single screen, introduc-
ing the topic on which experimental and filler sentences would provide further
comment. For experimental items, mini-discourses were exactly the same for both
sentences in a pair. The last word of each sentence was marked by a full stop and
was  followed by a fixation cross lasting for 1500 ms  on the screen. After each trial,
participants would press any of two  keys on a button box with their right index or
middle finger to proceed to the next trial.

The initial sensory input (a sentence) and the final motor output (a button
press) were the same for all 48 participants, in all trials. However, participants were
assigned to two  groups. While the EEG was recorded (see details below), 24 par-

ticipants (13 females, mean age 22) were instructed to read silently each sentence
for  comprehension, with no additional task than to press a button to move on to
the next trial. This will be referred to as the silent reading task group, abbreviated
as SRT. The remaining 24 participants (17 females, average age 22.5) were similarly
instructed to read each sentence silently. In addition, after each sentence, a pair of
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Table 1
Summary of ANOVA statistics on ERP data (N = 24 × 2 groups). The dependent variable is the mean amplitude of the N400 component (�V). p-Values smaller than  ̨ = 0.05
are  indicated with an asterisk.

Factor DF Sum of squares Mean squares F p

Group 1 3656 3656.0 542.5468 0.0001∗
Electrode 28 390 13.9 2.0665 0.0008∗
Condition 1 641 641.2 95.1538 0.0001∗
Interval  1 193 193.0 28.6358 0.0001∗
Group  × Electrode 28 1059 37.8 5.6114 0.0001∗
Group  × Condition 1 8 7.7 1.1424 0.2852
Electrode × Condition 28 117 4.2 0.6200 0.9408
Group  × Interval 1 17 16.9 2.5032 0.1137
Electrode × Interval 28 247 8.8 1.3108 0.1264
Condition × Interval 1 21 20.7 3.0766 0.0795

Group  × Electrode × Condition 28 52 1.9 0.2766 0.9999
Group  × Electrode × Interval 28 49 1.8 0.2619 0.9999
Group  × Condition × Interval 1 7 7.1 1.0517 0.3052
Electrode × Condition × Interval 28 31 1.1 0.1651 0.9999
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Group  × Electrode × Condition × Interval 28

Residuals 5220 35

robes (‘The color of pine trees is always green’, ‘The color of pine trees is always
ed’) was  shown in separate rows on a single screen. Using the button box, par-
icipants from the second group had to select the probe that matched in content
he  previous sentence. This will be referred to as the probe selection task group,
bbreviated as PST. The position of the matching and mismatching probes on the
creen (top or bottom) was randomized and counterbalanced in each stimulus list.
he experiment was  divided into 24 blocks of 10 trials.

.3. Data acquisition

The EEG was sampled at 500 Hz using a BrainAmp DC system with a 125 Hz
ow-pass filter, a 10 s time constant, and no notch filter, from 28 scalp locations:
p1, Fp2, F7, F3, Fz, F4, F8, FC5, FC1, FCz, FC2, FC6, T7, C3, Cz, C4, T8, CP5, CP1, CP2,
P6, P7, P3, Pz, P4, P8, O1 and O2. Three electrodes, one below the left eye and two
ear each outer canthus, were used to record the EOG. One electrode on the left
astoid bone (TP9) served as reference during the measurement. The EEG and EOG
ere re-referenced off-line to a linked mastoid reference using signals from a right
astoid channel (TP10).

.4. Data analysis

Epochs were extracted from the EEG in the interval [−200 600] ms relative to the
isual onset (0 ms)  of critical words.1 Baseline-correction used the average ampli-
ude  value in the interval [−200 0] ms  relative to the onset of critical words. Epochs
ere discarded if they contained activity exceeding ±100 �V thresholds in any EEG

hannel. Eye movements or blinks in the EOG channels were identified by means
f the following procedure: (1) EOG data were filtered at 1–15 Hz; (2) Hilbert ana-
ytic  amplitudes were computed, resulting in the envelope of each EOG signal; (3)
nvelopes were normalized calculating z scores for each EOG channel; (4) one z value
er time point was  computed, summing the z scores from each EOG channel and
ormalizing the sum by dividing it by the root of the number of EOG channels; (5)
OG  segments exceeding the resulting threshold were discarded. Artifact rejection
id not involve visual inspection of the data, and was entirely automatic.

ERPs for each participant were computed by averaging over artifact-free epochs
elonging to each experimental condition, and grand-average ERPs were derived by
urther averaging over participant-specific averages. A mixed ANOVA model with 4
actors was  used to analyze ERP data (Table 1): Group (between participants, 2 levels:
RT/PST), Electrode (29 levels: Fp1 to O2, plus TP10), Condition (2 levels: congru-
nt/incongruent), and Interval (2 levels: ascending/descending phases of the N400
ffect; 324–368 ms  and 368–552 ms  in the SRT group; 234–392 ms  and 392–540 ms
n the PST group; Fig. 2d and h; details on the computation of these time windows
re  given hereafter). The dependent variable in the ANOVA was the mean amplitude
f  the N400 (�V).

A non-parametric statistical procedure was used to characterize, in each group,

he  temporal profile of the N400 effect. For mathematical details, the reader is
eferred to Maris and Oostenveld (2007).2 Participant-specific ERP averages from
he  two conditions were collected in a single set, which was then randomly parti-
ioned into two subsets of equal size. The means of the subsets were compared using

1 Data analyses were carried out using FieldTrip (Oostenveld, Fries, Maris, &
choffelen, 2011) (http://fieldtrip.fcdonders.nl/), a MATLAB toolbox developed at
he  Donders Institute for Brain, Cognition and Behaviour.

2 For MATLAB tutorials, see: http://fieldtrip.fcdonders.nl/tutorial/.
0.3 0.0489 1.0000

6.7

a dependent-samples T test. By repeating these two  steps 10,000 times, a p value
was estimated as the proportion of random partitions resulting in a larger T statistic
than  in the observed distribution. The null hypothesis that the ERP waveforms in
the  two  experimental conditions are exchangeable is rejected if p is smaller than
˛  = 0.05.

To identify the spatio-temporal loci in which the conditions differ, ERP averages
were compared using a T test in each electrode-time pair. The pairs (also called
‘samples’) whose T values exceeded the 95th quantile of a T distribution were used
to  construct spatio-temporally connected sets. For the present 28-channels array,
organized according to the 10–20 system, neighborhood geometry was defined as
follows: the electrodes in the array E are adjacent if and only if the paths connecting
each  and every other e in E never cross. The cluster-level T statistic (Tsum) is the sum
of  T values over the samples within a spatio-temporally connected set (a ‘cluster’).

To estimate the latency of N400 onsets and investigate their temporal alignment
across electrodes, the following procedure was applied. Based on the output of non-
parametric statistics, inclusion matrices of binary values (0, 1) were constructed –
here matrix size is 28 × 400, where rows are electrodes and columns time points
– specifying, for each electrode-time pair, whether the test statistic in the given
sample is associated with a p <  ̨ (the corresponding element in the inclusion matrix
is  1) or not (0). A sum over the rows of an inclusion matrix yields a count vector of 400
elements, representing, for each element (a data point, one every 2 ms), the number
of  electrodes in which p < ˛.

The onset of the N400 effect was derived from non-parametric statistics as the
first  point in time of an uninterrupted sequence of non-zero elements in a count
vector. The N400 onset was also estimated for each electrode separately, searching
each row e of the inclusion matrix M for the first data point t at which me,t = 1. The
onset t is the earliest point at which the N400 effect is significant over electrode e. A
constraint on the search is imposed: that t ≥ k, where k is the onset of the statistical
N400 derived from the count vector. A count vector specifies the onset of the statis-
tical N400 (sN400), whereas the inclusion matrix establishes, for each recording site,
the  latency point at which the N400 effect emerges. The amplitude and the latency
of  the N400 peak coincide with the minimum of the raw effect (i.e., the maximum
negative amplitude of the N400, computed as the difference between waveforms
in  the two  experimental conditions) in each electrode, and the time at which such
minimum occurs, respectively.

The analysis described above produced four vectors of 28 elements, each rep-
resenting the onset or peak times of the N400 in the SRT or PST groups. Two  more
28-cell vectors specified mean peak amplitudes at each electrode, for each group.
To quantify the alignment of the elements in a vector, that is, how temporally
close N400 onset or peak latencies are across recording sites, the sum of pairwise
Euclidean distances (SED) was computed between each xi and every other xj of n
elements in vector X:

SED(xi) =
n∑

j=1

|xi − xj | (1)

This  procedure transforms a vector X into its distance image DI(X), where each ele-
ment xi of X is projected onto its sum of Euclidean distances SED(xi) in DI(X). The
sum of Euclidean distances is used here as a misalignment index: the higher SED, the

more temporal dispersion there is across onset (or peak) times. The measures just
described produce non-normal data distributions (p < a ′ = 0.0063 for onset and peak
latency topographies and SED vectors; Shapiro–Wilk normality tests). Accordingly,
the  data were analyzed using non-parametric Wilcoxon signed rank tests instead of
T  tests (Table 2).

http://fieldtrip.fcdonders.nl/
http://fieldtrip.fcdonders.nl/tutorial/
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Table  2
Summary of Wilcoxon signed rank tests on N400 topographies (N = 28). Bonferroni-corrected ˛ ′ = 0.0071. p-Values smaller than ˛′ are indicated with an asterisk. SED is the
sum  of Euclidean distances.

Test Measure Comparison Mean values (SD) DF V-value p-Value

a Onset latency SRT/PST 336.21(14.56)/294(78.93) 28 314 0.0028 ∗
b Peak  latency SRT/PST 393.21(26.62)/393.79(19.66) 28 106 0.5870
c  Peak amplitude SRT/PST −2.5437(0.75)/− 2.2082(0.88) 28 78 0.0034 ∗
d SED  Onset: SRT/PST 348.43(264.79)/2035.71(1398.56) 28 0 0.0001 ∗
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e  SED Peak: SRT/PST 798.7
f  SED SRT: onset/peak 348.4
g  SED PST: onset/peak 2035.

To determine whether the alignment of N400 onsets or peaks across electrodes,
s  revealed by the SED method, is modulated by ERP components that are sta-
istically independent from the N400, three data decomposition procedures were
pplied to EEG epochs from the two experimental conditions: (1) fast independent
omponent analysis based on Hyvärinen’s (1999) fixed-point algorithm (henceforth
fast ICA’); (2) Bell and Sejnowski’s logistic infomax independent component analy-
is  algorithm (Makeig, Bell, Jung, & Sejnowski, 1996) (henceforth ‘ICA’); (3) principal
omponent analysis (PCA). All three procedures used the standard computing rou-
ines available in FieldTrip and other MATLAB packages for EEG data analysis. Mean
mplitudes of independent and principal components in the congruent and the
ncongruent conditions in two relevant time windows (details in Section 3) were
tatistically analyzed using non-parametric Wilcoxon signed rank tests (Table 4).

. Results
.1. Behavioral responses

Button-press responses in the PST (probe selection task) group
how that the probes were correctly selected in 98.6% of trials on

ig. 2. (a) Grand-average ERP waveforms (N = 24) from a frontal (Fz) and a parietal (Pz) m
silent  reading task) group. (b) N400 effect in the SRT group. Critical word onset is at 0 m
rom  a different electrode. The effect is largest at the parietal midline site Pz, highlighted 

f  time in the SRT group. The count vector was obtained from non-parametric cluster-b
efined as an uninterrupted sequence of non-empty clusters of electrodes in which the
sed  to produce the topographic maps in (d), showing pre-onset, ascending, descending
ach  time window). Panels (e–h) show the corresponding results for the PST (probe selec
egend, the reader is referred to the web  version of the article.)
.86)/516.14(332.96) 28 349 0.0009 ∗

.79)/798.71(319.86) 28 26 0.0001 ∗
98.56)/516.14(332.96) 28 406 0.0001 ∗

average for congruent sentences, and in 92.8% of trials on aver-
age for incongruent sentences (T(24) = 5.3415, p < 0.001). Matching
the probes to experimental sentences took longer in the congru-
ent (1.89 s, SD = 0.64 s) than in the incongruent condition (1.82 s,
SD = 0.63 s; T(24) = 2.1811, p = 0.039). In the SRT (silent reading task)
group, there was no difference in the frequency of button-presses
with the index finger (M = 42.25, SD = 12.8) and the middle fin-
ger (M = 37.75, SD = 12.8; T(23) = 0.861, p = 0.398; paired-samples
T test).

3.2. Event-related potentials

The N400 effect is comparable in the two groups (Fig. 2), as

is indicated by the absence of an ANOVA interaction between
Group and Condition (Table 1). However, the cluster-based non-
parametric procedure reveals some differences in the strength
as well as in the extent of the N400 effect: T(24)sum = − 5236.2,

idline electrodes, time-locked to the onset (at 0 ms)  of the critical word in the SRT
s.  Each waveform shows the N400 effect (incongruent minus congruent condition)
in red. (c) Number of electrodes at which the N400 effect is significant as a function
ased randomization statistics (see Section 2). The statistical N400 effect (sN400),

 conditions differ, is highlighted in red. The onset, peak and offset latencies were
 and post-offset phases of the N400 effect (mean difference between conditions in
tion task) group (N = 24). (For interpretation of the references to color in this figure
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Table 3
Summary of correlation tests on N400 topographies (N = 28). Bonferroni-corrected
˛ ′ = 0.0083 and DF = 26. p-Values smaller than ˛′ are indicated with an asterisk.

Test Variables Pearson’s
correlations

Spearman’s
correlations

SRT
a Onset latency/peak

latency
T = 0.3521 S = 2734.068

p  = 0.7276 p = 0.1962
r  = 0.07 � = 0.25

b Onset latency/peak
amplitude

T = 4.3243 S = 2071.681

p  = 0.0002 ∗ p = 0.0214
r  = 0.65 � = 0.43

c  Peak latency/peak
amplitude

T = − 1.8468 S = 4856.243

p  = 0.0762 p = 0.0873
r  = − 0.34 � = − 0.33

PST
d Onset latency/peak

latency
T = 0.86 S = 2889.838

p  = 0.3976 p = 0.2855
r  = 0.17 � = 0.21

e  Onset latency/peak
amplitude

T = 1.6937 S = 3711.110

p  = 0.1023 p = 0.937
r  = 0.32 � = − 0.02

f  Peak latency/peak
amplitude

T = − 4.0411 S = 6045.817
G. Baggio / Neuropsyc

 < 0.0001, S = 1512 in the SRT group and T(24)sum = − 3449.9,
 = 0.009, S = 1142 in the PST group; S is the sum of the spatio-
emporally connected samples (electrode-time pairs) in which
aveforms are significantly different.

As detailed in Section 2, the iterated sample-based test statis-
ic generates a matrix of binary values (0, 1) specifying, for each
lectrode (matrix rows), whether the N400 is significant at a par-
icular time point (matrix columns). The sum over the rows of an
nclusion matrix yields a count vector in which each element is
he number of electrodes per time point showing a reliable dif-
erence in ERP amplitudes. Count vector estimates show that the
400 onset latency is later in the SRT group (324 ms,  Fig. 2c) than

n the PST group (234 ms,  Fig. 2g). Based on inclusion matrices,
400 onset latencies can be calculated for each channel separately,

esulting in average onsets at 336.21 ms  (SD = 14.56) in SRT and
94 ms  (SD = 78.93) in PST. The seeming discrepancy in N400 onset

atencies in the PST group between count vector (234 ms)  and inclu-
ion matrix (294 ms)  estimates is due to the fact that the latter
s an average over electrode-specific onsets which show consid-
rable temporal dispersion (e.g., SD = 78.93). Note however that
here is no opposition between the two methods (count vectors
re derived from inclusion matrices) unless average values are com-
uted. These may  be informative but, as is shown below, they rather
onceal temporal variability in the data which may  have some
unctional import. The difference between groups in mean onset
atencies across recording sites is significant (Table 2a). The contrast
n the N400 onset latencies between SRT and PST is shown in Fig. 3,

hich illustrates the different temporal evolution of the ascend-
ng phase (onset-to-peak) of the N400 in the two groups. There is
o difference between groups in N400 peak latencies (Table 2b).
owever, there is a difference in mean peak amplitudes (Table 2c).

The statistical profile of the N400 in the SRT group (Fig. 2c) shows
n early significant cluster of up to 16 electrodes, which returns to
ero for two successive time frames (320–324 ms). Given the con-
traint of uninterrupted effects (see Section 2), that cluster was
xcluded from further data analyses. A post hoc search including
he initial unconnected cluster yields a 304 ms  count vector esti-

ate of the N400 onset and a 322.14 ms  (SD = 21.79) average over
ecording sites based on the inclusion matrix. Although the statis-
ical onset of the N400 effect occurs considerably earlier in PST (at
34 ms)  than in SRT (324 ms  excluding the pre-interruption cluster
s. 304 ms  including it), the average onset across electrodes is clos-
st between PST (294 ms)  and SRT (322.14 ms)  when the estimate
s based on the initially-excluded cluster. This is the result of intro-
ucing a tolerance factor in an otherwise objective procedure, and
s such will not be pursued here. However, it will be shown below
hat the key finding of this study is not affected by considering onset
stimates that include the disconnected SRT cluster.

Single-valued measures of spread around the mean provide
ome insight into the variability of a data set. In the present case,
tandard deviations are larger for onset latencies in PST than in SRT
Table 2a), whereas the reverse applies to peak latencies (Table 2b).
his pattern is confirmed by observing inclusion matrices and N400
ffect peaks. The alignment of onsets appears to be more consis-
ent in the SRT (Fig. 4a) than in the PST group (Fig. 4e), whereas
eaks are better aligned in PST (Fig. 4f) than in SRT (Fig. 4b). Tem-
oral alignment was quantified by means of the sum of Euclidean
istances (SED) between onset (or peak) latency in one electrode
nd onset (or peak) latency in every other electrode (see Section
). SED is an index of misalignment of elements in a vector: the
reater the dispersion of values, the larger the sum of distances.
he SED analysis indicates that onset times are better temporally

ligned in SRT (Table 2d), and peaks are better aligned in PST
Table 2e). In the SRT group onsets show greater alignment than
eaks (Fig. 4c and Table 2f), whereas in the PST group peaks show
reater alignment than onsets (Fig. 4g and Table 2g). Considering
p  = 0.0004 ∗ p = 0.0002 ∗
r  = − 0.62 � = − 0.65

the disconnected cluster in the SRT group (Fig. 2c, recall the dis-
cussion above), the sum of Euclidean distances for onsets is larger:
580.86 ms,  as compared to 348.43 ms  reported in Table 2d and f and
shown in Fig. 4c. However, this still gives a significant effect com-
paring SEDs of onset and peak times in the SRT group: V(28) = 76.5,
p = 0.0041, instead of the V and p values in Table 2f. Moreover, onsets
remain better aligned in SRT than in PST: V(28) = 406, p = 0.0001.
The main result of this study – a double dissociation of onset and
peak alignment depending on the task – is therefore stable regard-
less of whether or not N400 onset estimates are based on the initial
detached cluster. Finally, in each group the amplitude of the N400
effect correlates best with the latency characteristic that shows less
temporal dispersion – that is, with onset times in the SRT group
(Fig. 4d and Table 3a–c), and with peak times in PST (Fig. 4h and
Table 3d–f).

The N400 is best characterized as a complex neurophysiological
response, with sources distributed over different regions of the
cortex, giving rise to a number of independent evoked compo-
nents, each of which contributes to the variability of the observed
N400 waveform (Pylkkänen & Marantz, 2003). Three independent
and principal component analyses (ICA and PCA) were carried
out to determine whether the differences in N400 amplitude
observed around peak and, in particular, onset times, are due to
modulations of underlying ERP components occurring in the time
intervals of interest and statistically separable from the main N400
response. The independent and the principal components that
account for most of the variance (86–94%) were analyzed in two
temporal frames: (1) an interval comprised between the onset of
the N400 in the SRT group and the onset of the N400 in the PST
group (234–324 ms), to detect any modulation of ERP components
that would account for N400 onset differences between groups
and (2) a window centered on the N400 peak (350–450 ms). Fast
ICA revealed a single independent component (IC1, Fig. 5a and

d), which however does not differ in amplitude in either time
window and in either group (Table 4, Fast IC1). The same applies
to the two  next-in-rank components, sorted in descending order
of mean projected variance (Table 4, Fast IC2-3). Fast ICA failed to
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Fig. 3. (a) Topographic maps showing the temporal evolution of the ascending phase of the N400 effect (mean difference between incongruent and congruent condition)
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n  time bins of 20 ms  (10 data points) from 200 to 400 ms  in the SRT (silent reading
ignificant (p <  ̨ = 0.05, cluster-based randomization statistics) in at least 8 data poi
b)  shows the corresponding result for the PST group (N = 24).

eveal any independent component that accounts for the observed
400 amplitude differences. As a consequence, the more standard

ogistic infomax ICA algorithm was also used, resulting in a decom-
osition of ERPs in three main independent signals, of which IC3
highlighted in red in Fig. 5b and e) is the only one that differs
n amplitude in the 350–450 ms  frame in both groups (Table 4).
herefore, IC3 crucially contributes to the observed variation in
400 amplitude across conditions. A similar conclusion holds

or the highest-ranked principal component, PC1 (Fig. 5c), which

hows a significant amplitude difference between the conditions in
he 350–450 ms  window in the SRT group, and is reliably different
n the same interval in the PST group (Table 4, PC1). Most impor-
antly, the largest effects, though only approaching significance in

ig. 4. (a) Raster plot of the binary inclusion matrix from non-parametric cluster-based 

ach  tick indicates that the ERP amplitude difference between conditions is significant at
ecording site are overlaid with a red tick representing the N400 peak, defined as the m
lectrode in the SRT group. (c) Bar chart of the mean of the sum of Euclidean distances (SE
eak  (or onset) times of the N400 effect at each electrode in the SRT group. Whisker lengt
nd  peak amplitude in the SRT group. Triangles represent electrodes (N = 28). Panels (e–g
he  correlation between peak latency and peak amplitude in the PST group. (For interpre
eb  version of the article.)
 group (N = 24). Black circles represent the electrodes at which the N400 effect was
each time bin, as specified by inclusion matrices (see Section 2; Fig. 4a and e). Panel

the 234–324 ms  interval, are found for the independent component
whose amplitude is modulated around the N400 maxima, namely
IC3. This lends some support to the notion that the signal responsi-
ble for peak amplitude variations also contributes to onset latency
variation. However, this is not to say that IC3/N400 is, in some
relevant sense, a unitary physiological phenomenon. Quite the con-
trary, the dissociation in onset and peak latencies by task demands
reported above suggests that this is not the case. Finally, these data
speak against an alternative account of the observed onset latency

differences in terms of components other than the N400, such as
the N200 or the N250: fast ICA, ICA and PCA provide no evidence,
in either group, for an earlier negative shift that is independent of
the N400 and significantly different between conditions.

randomization statistics for the N400 effect in the SRT (silent reading task) group.
 a particular electrode and point in time. (b) Waveforms of the N400 effect at each
aximum negative amplitude value following the onset of the N400 effect at each
D in 102 ms)  between each and every other data point in a vector, representing the
h represents the standard error of the mean. (d) Correlation between onset latency
) show the corresponding results for the PST (probe selection task) group and (h) is
tation of the references to color in this figure legend, the reader is referred to the
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Table 4
Summary of Wilcoxon signed rank tests contrasting mean component amplitudes (N = 24) in the congruent and in the incongruent conditions. Time intervals are given in
milliseconds. Bonferroni-corrected ˛ ′ = 0.0014 and DF = 24. p-Values smaller than ˛′ are marked with an asterisk.

Group Component Time V p Group Component Time V p

SRT Fast IC1 234–324 85 0.0653 PST Fast IC1 234–324 228 0.0249
Fast  IC2 234–324 164 0.6997 Fast IC2 234–324 204 0.1280
Fast  IC3 234–324 187 0.2970 Fast IC3 234–324 114 0.3165
IC1  234–324 162 0.7425 IC1 234–324 179 0.4155
IC2  234–324 96 0.1263 IC2 234–324 99 0.1490
IC3  234–324 75 0.0333 IC3 234–324 91 0.0946
PC1 234–324 140 0.7860 PC1 234–324 110 0.2591
PC2 234–324  101 0.1658 PC2 234–324 140 0.7861
PC3  234–324 132 0.6170 PC3 234–324 139 0.7642

SRT  Fast IC1 350–450 181 0.3835 PST Fast IC1 350–450 106 0.2182
Fast  IC2 350–450 141 0.8081 Fast IC2 350–450 152 0.9664
Fast  IC3 350–450 178 0.4320 Fast IC3 350–450 179 0.4223
IC1 350–450 214 0.0696 IC1 350–450 196 0.1936
IC2  350–450 217 0.0574 IC2 350–450 211 0.0839
IC3 350–450  288 0.0001∗ IC3 350–450 277 0.0003∗
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PC1 350–450 13 0.0001∗
PC2  350–450 102 0.1743 

PC3 350–450  217 0.0574 

. Discussion

Despite a wealth of ERP data, detailed functional accounts

f the N400 are only starting to emerge (Federmeier & Laszlo,
009; Kutas & Federmeier, 2011; Lau et al., 2008), none of which,
owever, seems capable of answering what controls the temporal
rofile of the N400. Moreover, none of the variables affecting the

ig. 5. (a) Fast independent component analysis (fast ICA) in the congruent (left) and inc
n  the SRT (silent reading task) group (N = 24). The highest-ranked independent compone

ean projected variance. (b) Independent component analysis (ICA). The three componen
ifference between fast ICA and ICA. (c) Principal component analysis (PCA). The compon

ower-ranked components (PC3 and PC4). Panels (d–f) show the corresponding results fo
re  component time courses, invariant across recording sites. Activations are shown in ar
PC1 350–450 49 0.0041
PC2 350–450 121 0.4155
PC3 350–450 222 0.0411

N400 amplitude (word repetition, word frequency, orthographic
neighborhood density, semantic priming, contextual expectancy,
plausibility, etc.) also affect onset or peak latencies. The tem-

poral stability of the N400 peak has been recently emphasized
(Federmeier & Laszlo, 2009; Kutas & Federmeier, 2011) in the
context of theories proposing a limited time window for retrieving
and integrating distributed multi-modal information in perceptual

ongruent (right) conditions, time-locked to the onset (at 0 ms)  of the critical word
nt (IC1) is shown alongside two lower-ranked components, ordered by decreasing
ts that account for most of the variance are shown. See Section 2 for details on the
ents that account for most of the variance (PC1 and PC2) are shown alongside two
r the PST (probe selection task) group (N = 24). The waveforms shown in this figure
bitrary amplitude units that do not correspond to microvolt.
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nd memory processing (Damasio, 1989; von der Malsburg, 1995).
he findings presented here suggest that this explanatory scheme
eeds to be enriched with hypotheses that explicitly distinguish
400 onset from peak latencies, and that attribute a functional

ole to the topographic alignment of each latency characteristic.
The present study reports a double dissociation in the latency

haracteristics of the N400 depending on task demands. In a silent
eading task N400 onsets are better aligned than peaks, whereas in a
robe selection task peaks are better aligned than onsets. Moreover,
he N400 amplitude correlates best with the latency characteristic
howing less temporal dispersion. In what follows, two aspects of
hese results are discussed: first, the methodological decision to
uantify the alignment of onsets and peaks over electrodes, rather
han over participants; second, a functional account, at the cog-
itive and neurobiological levels, of the observed dissociation in
nset and peak alignment induced by task demands.

An attempt was made to run a latency alignment analysis on
ndividual participants’ datasets. The noisy character of EEG data
ffects the statistical stability of potential effects in individual N400
verages, one consequence of this being the difficulty to obtain
stimates of onset and peak latencies for all or a fixed relevant
ubset of recording sites in all participants. In the non-parametric
pproach adopted here, single trials (instead of individual aver-
ges) can legitimately be used in the randomization procedure for
ach participant (instead of at the group level) (Maris & Oostenveld,
007). An inclusion matrix and a count vector for each participant
re derived. However, there is no guarantee that there will be signif-
cant clusters involving every electrode, or the same subset across
articipants, and that the N400 will have an onset at each recording
ite, in contrast with what holds for group-level inclusion matrices.
n average, 15.88 (SD = 6.95) electrodes per participant show no

tatistical N400 onset in the SRT group, and 2.91 (SD = 3.75) in PST.
roup-level overlap of sites showing N400 onsets is 0 in SRT, and 5

n PST. Any vector can be mapped to its distance image (see Section
), but average SEDs cannot be sensibly compared for arrays of dif-
erent length, and whose elements refer to different recording sites.
his makes it a challenging task to determine, for individual par-
icipants, the onset of the statistical N400 effect as opposed to, for
nstance, the time point at which the N400 effect reaches a certain
raction of its peak amplitude value (Kutas & Iragui, 1998), a figure
hich may  be unrelated to the time at which the effect becomes

tatistically significant at the group level. The approach presented
ere builds upon the rich output of non-parametric randomization
ests over topographical ERP distributions, resulting in objective
tatistical estimates of the onset latency of the N400, based on
nclusion matrices and count vectors. The measures of temporal
lignment used here are applied to group-level effects, and as such
hey reflect a genuine statistical regularity. However, population-
evel effects of SED variability cannot be quantified, as the available
ormal tools make it impossible in practice to estimate the temporal
ariability of onset or peak latencies across electrodes and partic-
pants simultaneously. This limits the kinds of inferences that can
e drawn from the proposed data analysis. Further research might

ead to the development of novel data de-noising procedures and
tatistical tools that address this problem.

The key contribution of the present experiment is a first insight
nto the fine temporal structure of the cortical dynamics underlying
oal-dependent language processing: a greater alignment of N400
nsets than peaks is seen in a silent reading task, whereas exactly
he reverse is found when a probe selection task is administered.
his double dissociation points to complex interfacing between
inguistic combinatorics and control systems, such that the tem-

oral structure of lexical processing can be subtly modulated by
ask demands. The topographical alignment of N400 onsets in a
ilent reading task is consistent with the possibility that, follow-
ng the ‘magic moment of word recognition’ (Kutas & Federmeier,
a 50 (2012) 655– 665

2011), lexical meanings are accessed and retrieved in a fast, switch-
like large-scale neural event, rather than in a gradual fashion.
Although this scenario is still conjectural, using the tools of non-
linear dynamical systems theory, Baggio and Fonseca (2012) carried
out an in-depth analysis of the SRT data set, providing evidence that
the N400 onset marks the outbreak of a phase transition in brain
activity. This is to be expected in the light of the cycle model, which
implies that the system enters a different dynamic regime when
moving from phase one to phase two, that is, when the sensory
input enters the perisylvian cycle, and perceptual analysis gives
way to conceptual-semantic processing.

The cycle model, with the add-on hypothesis of one-shot infor-
mation transfer between distant cortical areas, seems capable of
accounting for the present data set. The model predicts that, in the
absence of an input other than sensory currents, the neuronal gen-
erators of the N400 in temporal cortex will be largely driven by
the feed-forward sensory input delivered around 250 ms (Fig. 1a),
which will produce a more marked alignment of N400 onsets.
When an additional control input is present, the N400 genera-
tors will receive the largest set of currents in the feed-back phase
around 400 ms  (Fig. 1b), and this will result in a more marked align-
ment of N400 peaks. However, the cycle model does not license
specific predictions as to whether the N400 onset and peak laten-
cies are dependent, as in a cascading architecture where peak
alignment would increase whenever onset alignment increases,
or whether the two mechanisms are dissociable. For this reason,
this study was framed as an attempt to disentangle these two
possibilities. The present data set provides evidence for a double
dissociation. The largest current set reaching the N400 generators
in temporal cortex uniquely determines which latency charac-
teristic will show greater alignment. It is unclear whether the
retrieval-based and the integration-based approaches would be
capable of accounting for these findings. Both theories are designed
to explain variations in N400 amplitudes, and both pinpoint a sin-
gle processing mechanism – retrieval or integration – that may
underlie amplitude changes. As a result, neither theory makes
predictions regarding onset or peak timing, let alone the align-
ment of onsets and peaks across recording sites. Moreover, in light
of the cycle model, and given that this study demonstrates sys-
tematic correlations with the best-aligned latency feature, N400
amplitudes may  be a consequence of single-shot information
transfer to temporal cortex in different processing phases. Taken
together, these are indications that the latency characteristics of
the N400 are at least as important as its amplitude, and deserve
to become part of current attempts at analyzing the phenomeno-
logical, neurophysiological and functional underpinnings of the
N400.

In conclusion, interpreted in the light of the cycle model by
Baggio and Hagoort (2011),  the present results are compatible with
the existence of a phased set of cortical computations, sensitive to
several external and internal systems conditions, which together
give rise to the N400. The measures of temporal alignment intro-
duced here, adjusted to allow population-level inferences, may
prove a useful tool for inferring aspects of the temporal organi-
zation of cognitive processing from neurophysiological data.
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